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Abst r act

Thi s docunent specifies a solution for the delivery of IPv4 nulticast
services to IPv4 clients over an IPv6 nulticast network. The
solution relies upon a stateless IPv4-in-1Pv6 encapsul ati on schene
and uses an | Pv6 nmulticast distribution tree to deliver |Pv4

mul ticast traffic. The solution is particularly useful for the

delivery of nulticast service offerings to custoners serviced by
Dual - Stack Lite (DS-Lite).

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc8114.
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Copyright Notice

Copyright (c) 2017 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1

I ntroduction

DS-Lite [RFC6333] is an | Pv4 address-sharing techni que that enables
operators to multiplex public | Pv4d addresses while provisioning only
IPv6 to users. A typical DS-Lite scenario is the delivery of an |Pv4
service to an | Pv4 user over an | Pv6 network (denoted as a 4-6-4
scenari o). [RFC6333] covers uni cast services exclusively.

Thi s docunent specifies a generic solution for the delivery of |Pv4
mul ticast services to IPv4 clients over an | Pv6 multicast network.
The sol ution was devel oped with DS-Lite in nmnd (see nore discussion
bel ow). However, the solution is not limted to DS-Lite; it can also
be applied in other deploynent contexts, such as the ones described
in [ RFC7596] and [ RFC7597].

If custoners have to access |Pv4 nulticast-based services through a
DS-Lite environment, Address Family Transition Router (AFTR) devices
will have to process all the Internet Group Managenent Protoco

(1 GwW) Report nessages [ RFC2236] [ RFC3376] that have been forwarded
by the Custoner Prenises Equipnent (CPE) into the | Pv4-in-I1Pv6e
tunnels. Fromthat standpoint, AFTR devices are likely to behave as
a replication point for downstreamnulticast traffic, and the
mul ti cast packets will be replicated for each tunnel endpoint that

| Pv4 receivers are connected to.

This kind of DS-Lite environnment raises two major issues:

1. The IPv6 network | oses the benefits of efficient nulticast
traffic forwardi ng because it is unable to deternministically
replicate the data as close to the receivers as possible. As a
consequence, the downstream bandwidth in the IPv6 network will be
vastly consunmed by sending nulticast data over a unicast
i nfrastructure

2. The AFTR is responsible for replicating multicast traffic and
forwarding it into each tunnel endpoint connecting |Pv4 receivers
that have explicitly asked for the corresponding content. This
process may significantly consune the AFTR s resources and
overl oad the AFTR

Thi s docunent specifies an extension to the DS-Lite nodel to deliver
IPv4 nulticast services to IPv4 clients over an I Pv6 nulticast-
enabl ed net wor k.
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Thi s docunent describes a statel ess translation mechani smthat
supports either Source-Specific Milticast (SSM or Any-Source

Mul ticast (ASM operation. The recomendation in Section 1 of

[ RFC4607] is that nulticast services use SSM where possible; the
operation of the translation nmechanismis also sinplified when SSMi s
used, e.g., considerations for placenent of the | Pv6 Rendezvous Point
(RP) are no |longer rel evant.

1.1. Requirements Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Terninol ogy
Thi s docunent nakes use of the follow ng terns:

| Pv4- enbedded | Pv6 address: an |Pv6 address that enbeds a 32-bit-
encoded | Pv4 address. An | Pv4-enbedded | Pv6 address can be
uni cast or nulticast.

nPrefix64: a dedicated nmulticast I Pv6 prefix for constructing
| Pv4- enbedded | Pv6 mul ticast addresses. nPrefix64 can be of two
types: ASM nPrefix64 used in Any-Source Milticast (ASM node or
SSM nPrefi x64 used in Source-Specific Miulticast (SSM node
[ RFC4607]. The size of this prefix is /96.

Note: "64" is used as an abbreviation for |Pv6-1Pv4
i nt er connecti on.

uPrefix64: a dedicated |IPv6 unicast prefix for constructing
| Pv4- embedded | Pv6 uni cast addresses [ RFC6052]. This prefix may
be either the Well-Known Prefix (i.e., 64:ff9b::/96) or a NetworKk-
Specific Prefix (NSP).

Mul ticast AFTR (mMAFTR): a functional entity that supports an
| Pv4-1Pv6 nulticast interworking function (refer to Figure 3). It
receives and encapsul ates the I Pv4 nulticast packets into |Pv4-in-
| Pv6 packets. Also, it behaves as the corresponding | Pv6
mul ticast source for the encapsul ated | Pv4-in-IPv6 packets.

Mul ti cast Basic Bridging BroadBand (nB4): a functional entity that
supports an | GW-M.D I nterworking function (refer to Section 6.1)
that translates the | GW nmessages into the corresponding Mil ticast
Li stener Discovery (MD) nessages and sends the M.D nessages to
the 1Pv6 network. In addition, the nB4 decapsul ates |IPv4-in-1Pv6
mul ti cast packets.
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PIM/4: refers to Protocol |ndependent Milticast (PIM when depl oyed
inan |IPv4 infrastructure (i.e., IPv4 transport capabilities are
used to exchange Pl M nessages).

PIM/6: refers to PIMwhen deployed in an IPv6 infrastructure (i.e.
| Pv6 transport capabilities are used to exchange Pl M nessages).

Host portion of the M.D protocol: refers to the part of MD that
applies to all multicast address listeners (Section 6 of
[ RFC3810]). As a rem nder, MD specifies separate behaviors for
mul ticast address listeners (i.e., hosts or routers that listen to
mul ti cast packets) and nulticast routers.

Router portion of IGW: refers to the part of IGW that is perforned
by nulticast routers (Section 6 of [RFC3376]).

DR refers to the Designated Router as defined in [RFC7761].
3. Scope

Thi s docunent focuses only on the subscription to I Pv4 nulticast
groups and the delivery of IPv4-formatted content to | Pv4 receivers
over an | Pv6-only network. 1In particular, only the follow ng case is
cover ed:

| Pv4 receivers access | Pv4d nulticast content over |Pv6-only
mul ti cast - enabl ed networ ks.

Thi s docunent does not cover the source/receiver heuristics, where
I Pv4 receivers can al so behave as | Pv4 nulticast sources. This
docunent assunes that hosts behind the nB4 are | Pv4 nulticast
receivers only. Also, the docunent covers the host built-in nmB4
functi on.

4. Solution Overview

In the DS-Lite specification [ RFC6333], an | Pv4-in-1Pv6 tunnel is
used to carry bidirectional IPv4 unicast traffic between a B4 and an
AFTR.  The solution specified in this docunent provides an |Pv4-in-

| Pv6 encapsul ation schene to deliver unidirectional |Pv4 nulticast
traffic froman mMAFTR to an nB4.

An overview of the solution is provided in this section; it is

i ntended as an introduction to how it works but is not normative.
For the normative specifications of the two new functional el enments,
nmB4 and mAFTR (Figure 1), refer to Sections 6 and 7.
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Figure 1: Functional Architecture
4.1. | Pv4-Enbedded | Pv6 Prefixes

In order to map the addresses of IPv4 multicast traffic with |IPv6
mul ti cast addresses, an I Pv6 nmulticast prefix (nmPrefix64) and an | Pv6
uni cast prefix (uPrefix64) are provided to the mAFTR and t he nB4

el ements, both of which contribute to the conputation and the

mai nt enance of the IPv6 nulticast distribution tree that extends the
| Pv4 multicast distribution tree into the IPv6 multicast network.

The 1 Pv4/1Pv6 address mapping is stateless.

The MAFTR and the nB4 use nPrefix64 to convert an | Pv4 nulticast
address ((4) into an | Pv4d-enbedded I Pv6 nulticast address (G58). The
MAFTR and the mB4 use uPrefix64 to convert an | Pv4 source address
(S4) into an | Pv4-enbedded | Pv6 address (S6). The mAFTR and the nB4
must use the sane nPrefix64 and uPrefix64; they also run the same

al gorithm for building | Pv4-enbedded | Pv6 addresses. Refer to
Section 5 for nore details about the address mappi ng.
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4.2. Milticast Distribution Tree Conputation

Wien an | Pv4 receiver connected to the device that enbeds the nB4
capability wants to subscribe to an IPv4 nmulticast group, it sends an
| GW Report nessage towards the mB4. The nB4 creates the |IPv6

mul ticast group (G6) address using nPrefix64 and the original |Pv4
mul ticast group address. |If the receiver sends a source-specific

| GWv3 Report message, the mB4 will create the | Pv6 source address
(S6) using uPrefix64 and the original |Pv4 source address.

The nmB4 uses the G5 (and both S6 and G6 in SSM to create the
correspondi ng MLD Report nessage. The nB4 sends the Report nessage
towards the I Pv6 network. The PIM/6 DR receives the M.D Report
message and sends the PIM/6 Join nessage to join the | Pv6 multicast
distribution tree. It can send either PIM6 Join (*,G6) in ASM or
PIM/6 Join (S6,36) in SSMto the mAFTR

The MAFTR acts as the IPv6 DR to which the uPrefix64-derived S6 is
connected. The mMAFTR will receive the source-specific PIM6 Join
message (S6,36) fromthe IPv6 nulticast network. |f the mAFTR is the
Rendezvous Point (RP) of G5, it will receive the any-source Pl M6
Join message (*,G6) fromthe IPv6 nulticast network. |If the mAFTR is
not the RP of &6, it will send the PIM Register nessage to the RP of
&5 located in the IPv6 nulticast network. For the sake of
simplicity, it is recomended to configure the mAFTR as the RP for
the | Pv4-enbedded | Pv6 nulticast groups it nanages; no registration
procedure is required under this configuration.

When t he MAFTR receives the PI M6 Join nessage (*,G5), it will
extract the IPv4 nulticast group address (4). |If the mAFTR is the
RP of &4 in the IPv4 nulticast network, it will create a (*,&4) entry
(if such entry does not already exist) inits own |Pv4 nulticast
routing table. |If the mMAFTR is not the RP of 4, it will send the
correspondi ng Pl M4 Join nessage (*,4) towards the RP of 4 in the

| Pv4 nul ticast network.

When the mMAFTR receives the PI M6 Join nessage (S6,G6), it wll
extract the IPv4 nulticast group address (4) and | Pv4 source address
(S4) and send the corresponding (S4,&4) Pl M/4 Join nessage directly
to the I Pv4 source.

A branch of the multicast distribution tree is thus constructed,
conprising both an I Pv4 part (fromthe mAFTR upstrean) and an | Pv6
part (from mAFTR downstream towards the nmB4).

The mMAFTR adverti ses the route of uPrefix64 with an |Pv6 Interior

Gat eway Protocol (1GP), so as to represent the |Pv4-enbedded | Pv6
source in the IPv6 nulticast network and to allow I Pv6 routers to run
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the Reverse Path Forwardi ng (RPF) check procedure on inconing
multicast traffic. Injecting internal /96 routes is not problematic
gi ven the recomendation in [RFC7608] that requires that forwarding
processes nust be designed to process prefixes of any length up to

/ 128.

4.3. Milticast Data Forwarding

When the MAFTR receives an I Pv4 nulticast packet, it will encapsul ate
the packet into an I Pv6 nulticast packet using the |IPv4-enbedded | Pv6
mul ti cast address as the destination address and an | Pv4-enbedded

| Pv6 uni cast address as the source address. The encapsul ated | Pv6
mul ti cast packet will be forwarded down the |IPv6 nulticast
distribution tree, and the nB4 will eventually receive the packet.

The 1 Pv6 nmulticast network treats the I Pv4-in-1Pv6 encapsul at ed
mul ti cast packets as native IPv6 nulticast packets. The |IPv6

nmul ticast routers use the outer | Pv6 header to nmake their forwarding
deci si ons.

When the nB4 receives the IPv6 nmulticast packet (to G6) derived by
nPrefix64, it decapsulates it and forwards the original |Pv4
mul ti cast packet towards the receivers subscribing to 4.

Note: At this point, only IPv4-in-1Pv6 encapsul ation is defined;
however, other types of encapsul ation could be defined in the future.

5. 1 Pv4/1Pv6 Address Mapping
5.1. Prefix Assignnent

A dedicated I Pv6 nmulticast prefix (nPrefix64) is provisioned to the
MAFTR and the mB4. The mAFTR and the nB4 use the nPrefix64 to form
an | Pv6 multicast group address froman I Pv4 nulticast group address.
The nPrefix64 can be of two types: ASM nPrefix64 (an nPrefix64 used
in ASM node) or SSM nPrefix64 (an nPrefix64 used in SSM node). The
nPref i x64 MUST be derived fromthe corresponding | Pv6 nulticast
address space (e.g., the SSM nPrefix64 nust be in the range of the
mul ti cast address space specified in [ RFC4607]).

The 1 Pv6 part of the nulticast distribution tree can be seen as an
extension of the IPv4 part of the nulticast distribution tree. The
| Pv4 source address MJUST be mapped to an | Pv6 source address. An

| Pv6 uni cast prefix (uPrefix64) is provisioned to the mAFTR and t he
nB4. The mMAFTR and the nB4 use the uPrefix64 to forman | Pv6 source
address froman | Pv4 source address as specified in [ RFC6052]. The
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uPrefix-fornmed | Pv6 source address will represent the original |Pv4
source in the IPv6 nulticast network. The uPrefix64 MJST be derived
fromthe I Pv6 unicast address space.

The multicast address translation MIST follow the al gorithm defi ned
in Section 5.2.

The nPrefix64 and uPrefix64 can be configured in the nB4 using a
vari ety of methods, including an out-of-band nechani sm manua
configuration, or a dedicated provisioning protocol (e.g., using
DHCPv6 [ RFC8115]).

The statel ess transl ati on nechani sm described in Section 5 does not
precl ude use of Enbedded-RP [ RFC3956] [ RFC7371].

5.2. Milticast Address Translation Al gorithm

| Pv4- enbedded | Pv6 nulticast addresses are conposed according to the
followi ng al gorithm

0 Concatenate the 96 bits of the nPrefix64 and the 32 bits of the
| Pv4 address to obtain a 128-bit address.

The 1 Pv4 nulticast addresses are extracted fromthe | Pv4-enbedded
| Pv6 nulticast addresses according to the follow ng al gorithm

o If the multicast address has a pre-configured nPrefix64, extract
the last 32 bits of the IPv6 nulticast address.

An | Pv4 source is represented in the IPv6 realmwth its
| Pv4-converted | Pv6 address [ RFC6052].

5.3. Textual Representation

The enbedded | Pv4 address in an | Pv6 nulticast address is included in
the last 32 bits; therefore, dotted deci mal notati on can be used.

5.4. Exanpl es

G oup address mappi ng exanpl e:

i RS o e e e e e e e e e oo - o +
| nPr ef i x64 | I'Pv4 address | | Pv4-Enbedded | Pv6 address

Fom e e e ek oo Fom e e e e e e ee e +
| ffOx::db8:0:0/96 | 233.252.0.1 | ffOx::db8:233.252.0.1 |
o e e e e e e e ea oo S Fom e e e e e e e e e m o +
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Sour ce address mappi ng exanple when a /96 is used:

e . I +
| uPref i x64 | I'Pv4 address | |Pv4-Enbedded | Pv6 address

e e e e e e e e o B TS o e e e e e e e e e e e a o +
| 2001: db8:: /96 | 192.0.2.33 | 2001: db8::192.0. 2. 33
S e e +

| Pv4 and | Pv6 addresses used in this exanple are derived fromthe
| Pv4 and | Pv6 bl ocks reserved for docunentation, as per [RFC6676].
The uni cast | Pv4 address of the above exanple is derived fromthe
docunent ati on address bl ock defined in [ RFC6890].

6. Milticast B4 (nB4)
6.1. |1GW-MD Interworking Function

The 1 GvP- MLD | nterwor ki ng function conbi nes the | GW/ M.D Proxyi ng
function and the address-synthesizing operations. The | GW/ M.D
Proxying function is specified in [RFC4605]. The address translation
is statel ess and MJUST fol |l ow the address mapping specified in

Section 5.

The nB4 perforns the host portion of the M.D protocol on the upstream
interface. The conposition of |IPv6 nenbership in this context is
constructed t hrough address-synthesi zi ng operations and MJST
synchroni ze wi th the menbershi p database nmaintained in the | GW
domain. M.D nessages are sent natively to the direct-connected | Pv6
mul ticast routers (they will be processed by the PIMDR). The nB4

al so perfornms the router portion of |GV on the downstream
interface(s). Refer to [RFC4605] for nore details.

N =Y S . | B4 |--------- | PIM |

Figure 2: |1 GW-M.D I nt erworki ng

If SSMis deployed, the nmB4 MJST construct the | Pv6 source address
(or retrieve the IPv4 source address) using the uPrefix64. The nB4
MAY create a nenbership database that associates the |Pv4-1Pv6

mul ticast groups with the interfaces (e.g., WLAN and Wred Ethernet)
facing I Pv4 multicast receivers
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6.2. Milticast Data Forwarding

When the nB4 receives an | Pv6 multicast packet, it MJST check the
group address and the source address. |If the IPv6 nulticast group
prefix is nPrefix64 and the | Pv6 source prefix is uPrefix64, the nB4
MUST decapsul ate the | Pv6 header [RFC2473]; the decapsul ated | Pv4
mul ti cast packet will be forwarded through each rel evant interface
followi ng standard | Pv4 nulticast forwardi ng procedures. O herwi se,
the mB4 MUST silently drop the packet.

As an illustration, if a packet is received from source

2001: db8::192.0.2.33 and needs to be forwarded to group
ff3x:20:2001: db8::233.252.0.1, the nB4 decapsulates it into an | Pv4
mul ti cast packet using 192.0.2.33 as the | Pv4 source address and
using 233.252.0.1 as the I Pv4 destination nmulticast group. This
exanpl e assunes that the nB4 is provisioned with uPrefix64

(2001: db8::/96) and nPrefix64 (ff3x:20:2001: db8::/96).

6.3. Fragnmentation

Encapsul ating I Pv4 multicast packets into | Pv6 nmulticast packets that
will be forwarded by the mAFTR towards the nmB4 al ong the | Pv6

mul ticast distribution tree reduces the effective MIU size by the
size of an IPv6 header. In this specification, the data flowis
unidirectional fromthe mAFTR to the nB4. The mAFTR MJUST fragnent
the oversi zed | Pv6 packet after the encapsulation into two |IPv6
packets. The mB4 MJST reassenble the | Pv6 packets, decapsul ate the
| Pv6 header, and forward the |Pv4 packet to the hosts that have
subscribed to the correspondi ng nulticast group. Further

consi derati ons about fragnentation issues are docunented in Sections
5.3 and 6.3 of [RFC6333].

6. 4. Host Built-In nmB4 Function

If the mB4 function is inplemented in the host that is directly
connected to an | Pv6-only network, the host MJST inplenent the
behavi ors specified in Sections 6.1, 6.2, and 6.3. The host MNAY
optimze the inplenentation to provide an Application Progranm ng
Interface (APlI) or kernel nodule to skip the | GW-MD I nterworking
function. Optimzation considerations are out of scope of this
speci fication.

Boucadair, et al. St andards Track [ Page 12]



RFC 8114 | Pv4 over | Pv6 Ml ticast March 2017

6.5. Preserve the Scope

7.

7.

When several nPrefix64s are available, if each enclosed | Pv4-enbedded
I Pv6 nulticast prefix has a distinct scope, the nB4 MIST sel ect the
appropriate | Pv4-enbedded |1 Pv6 nmulticast prefix whose scope natches
the I1Pv4 nulticast address used to synthesize an | Pv4d-enbedded | Pv6
mul ticast address (specific mappings are listed in Section 8 of

[ RFC2365]). Mapping is achieved such that the scope of the selected
| Pv6 nmulticast prefix does not exceed the original |Pv4 nulticast
scope. |If the mB4 is instructed to preserve the scope but no |IPv6
mul ticast prefix that matches the I Pv4 nulticast scope is found, |IPv6
mul ti cast address mappi ng SHOULD f ai |

The mB4 MAY be configured to not preserve the scope when enforcing
the address translation algorithm

Consider that an nB4 is configured with two nPrefi x64s,
ffOe::db8:0:0/96 (global scope) and ff08::db8:0:0/96 (organization
scope). |If the nmB4 receives an | GW Report nessage froman | Pv4
receiver to subscribe to 233.252.0.1, it checks which nPrefix64 to
use in order to preserve the scope of the requested |IPv4 nulticast
group. In this exanple, given that 233.252.0.1 is intended for

gl obal use, the nB4 creates the IPv6 nulticast group (G6) address
using ffOe::db8:0:0/96 and the original |IPv4 nulticast group address
(233.252.0.1): ffOe::db8:233.252.0.1.

Mul ticast AFTR ( mMAFTR)
1. Routing Considerations

The mMAFTR is responsible for interconnecting the | Pv4 nmulticast
distribution tree with the corresponding IPv6 nulticast distribution
tree. The mAFTR MJST use the uPrefix64 to build the I Pv6 source
addresses of the nulticast group address derived fromnPrefix64. In
ot her words, the mAFTR MJST be the nulticast source whose address is
derived from uPrefix64.

The MAFTR MUST advertise the route towards uPrefix64 with the |Pv6
IGP. This is needed by the IPv6 multicast routers so that they
acquire the routing information to di scover the source.
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7.2. Processing PI M Messages

The mAFTR MUST interwork PIM Joi n/ Prune nessages for (*, &) and
(S6,36) on their corresponding (*,&4) and (S4,4). The foll ow ng
text specifies the expected behavior of the mAFTR for PIM Join
nessages.

--------- | MFTR | ---------
Pl M6 |uPrefix64] PlMW4
| mPrefi x64|

Figure 3: Pl M/6-PlI M4 | nterworking Function

The mAFTR contains two separate Tree Information Bases (TIBs): the

I Pv4d Tree Information Base (TIB4) and the I Pv6 Tree Information Base
(TIB6), which are bridged by one IPv4-in-1Pv6 virtual interface. It
shoul d be noted that TIB inplenentations nmay vary (e.g., sone nay
rely upon a single integrated TIB without any virtual interface), but
they should follow this specification for the sake of gl obal and
functional consistency.

When an mMAFTR receives a PIMW6 Join nessage (*, @) with an | Pv6

mul ticast group address (G6) that is derived fromthe nPrefix64, it
MJUST check its IPv6 Tree Information Base (TIB6). |If there is an
entry for this G5 address, it MJST check whether the interface

t hrough which the PIM/6 Join nessage has been received is in the
outgoing interface (oif) list. If not, the mAFTR MJUST add the
interface to the oif list. |If there is no entry in the TIB6, the
MAFTR MJUST create a new entry (*,G6) for the nulticast group

Whet her or not the IPv4-in-1Pv6 virtual interface is set as the
incomng interface of the newy created entry is up to the

i npl enmentation, but it should conply with the mMAFTR s nulticast data
forwardi ng behavi or (see Section 7.4).

The mAFTR MUST extract the IPv4 nulticast group address (4) fromthe
| Pv4- enbedded | Pv6 nulticast address (&) contained in the PIM6 Join
nmessage. The mMAFTR MUST check its | Pv4 Tree Informati on Base (Tl B4).
If there is an entry for 4, it MJST check whether the |IPv4-in-1Pv6
virtual interface is in the outgoing interface list. |If not, the
MAFTR MUST add the interface to the oif list. |If there is no entry
for (4, the mAFTR MJUST create a new (*,4) entry inits TIB4 and
initiate the procedure for building the shared tree in the | Pv4
mul ti cast network without any additional requirenent.
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If the MAFTR receives a source-specific Join nessage, the (S6,G6) is
processed rather than (*,G). The procedures of processing (S6,G6)
and (*,G0) are alnopst the sane. Differences have been detailed in

[ RFC7761] .

7.3. Switching from Shared Tree to Shortest Path Tree

When the mMAFTR receives the first IPv4 nulticast packet, it may
extract the source address (S4) fromthe packet and send an Explicit
PIM/4 (S4,A) Join nmessage directly to S4. The mAFTR switches from
t he shared Rendezvous Point Tree (RPT) to the Shortest Path Tree
(SPT) for 4.

For IPv6 nulticast routers to switch to the SPT, there is no new
requi renent. | Pv6 nulticast routers may send an Explicit PI M6 Join
to the mAFTR once the first (S6,G5) multicast packet arrives from
upstream mul ti cast routers.

7.4. Milticast Data Forwarding

When the MAFTR receives an I Pv4 nulticast packet, it checks its TIB4
to find a matching entry and then forwards the packet to the
interface(s) listed in the outgoing interface list. |If the IPv4-in-
I Pv6 virtual interface also belongs to this list, the packet is
encapsul ated with the nPrefi x64-derived and uPrefi x64-derived

| Pv4- embedded | Pv6 addresses to forman |IPv6 nulticast packet

[ RFC2473]. Then anot her | ookup is nade by the mAFTR to find a

mat ching entry in the TIB6. Wether or not the RPF check for the
second | ookup is performed is up to the inplenentation and is out of
the scope of this docunent. The IPv6 nulticast packet is then
forwarded along the I Pv6 nmulticast distribution tree, based upon the
outgoing interface Iist of the matching entry in the TIB6.

As an illustration, if a packet is received fromsource 192.0.2.33
and needs to be forwarded to group 233.252.0.1, the mAFTR

encapsul ates it into an I Pv6 nulticast packet using

ff3x:20:2001: db8::233.252.0.1 as the | Pv6 destination nulticast group
and using 2001: db8::192.0.2.33 as the | Pv6 source address.

7.5. Scope
The Scope field of IPv4-in-1Pv6 nulticast addresses should be val ued
accordingly (e.g., to "E" for global scope) in the depl oynent
environnent. This specification does not discuss the scope val ue
that shoul d be used.

The considerations in Section 6.5 are to be followed by the mMAFTR
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8. Depl oynment Consi derations
8.1. (Oher Operational Mdes
8.1.1. The IPv6 DR is Co-located with the mAFTR

The mAFTR can enbed the M.D Querier function (as well as the Pl M6
DR) for optim zation purposes. Wen the nB4 sends an M.D Report
nmessage to this mAFTR, the mAFTR shoul d process the M.D Report
nmessage that contains the |Pv4-enbedded | Pv6 nulticast group address
and then send the correspondi ng Pl M4 Join nessage (Figure 4).

--------- | MFTR | ---------
M.D |uPrefix64] PIMW4
| mPrefi x64|

Figure 4: M.D-PI M4 | nterworking Function

Di scussi ons about the location of the mAFTR capability and rel ated
ASM or SSM nul ti cast design considerations are out of the scope of
this docunent.

8.1.2. The IPv4 DRis Co-located with the mAFTR

If the MAFTR is co-located with the | Pv4 DR connected to the origina
| Pv4 source, it may sinply use the uPrefix64 and nPrefix64 prefixes
to build the | Pv4-enbedded |1 Pv6 nulticast packets, and the sending of
Pl Mv4 Joi n nmessages becones unnecessary.

8.2. Load Bal anci ng

For robustness and | oad distribution purposes, several nodes in the
networ k can enbed the mAFTR function. 1In such case, the sanme |Pv6
prefixes (i.e., nPrefix64 and uPrefix64) and algorithmto build
| Pv4- enbedded | Pv6 addresses nust be configured on those nodes.

8.3. mMAFTR Policy Configuration
The mAFTR rmay be configured with a Iist of IPv4 nulticast groups and
sources. Only nmulticast flows bound to the configured addresses

shoul d be handl ed by the mAFTR. Ot herw se, packets are silently
dr opped.
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8.4. Static vs. Dynanmic PIMTriggering

To optinize the usage of network resources in current deploynents,

all nulticast streans are conveyed in the core network while only the
nost popul ar ones are forwarded in the aggregati on/access networks
(static node). Less popular streans are forwarded in the access

net wor k upon request (dynam c node). Depending on the |ocation of
the mMAFTR in the network, two nodes can be envisaged: static and
dynani c.

Static Mbde: The mAFTR is configured to instantiate pernanent
(S6,36) and (*,G8) entries inits TIB6 using a pre-configured
(S4,A) list.

Dynanmi ¢ Mode: The instantiation or withdrawal of (S6,G6) or (*, )
entries is triggered by the receipt of Pl M6 nessages.

9. Security Considerations
Besi des nulticast scoping considerations (see Sections 6.5 and 7.5),
this docunent does not introduce any new security concerns in
addition to those discussed in Section 5 of [RFC6052], Section 10 of
[ RFC3810], and Section 6 of [RFC7761].

Unli ke solutions that map | Pv4 nulticast flows to | Pv6 unicast flows,
t hi s docunent does not exacerbate Denial -of-Service (DoS) attacks.

An nB4 SHOULD be provided with appropriate configuration information
to preserve the scope of a nulticast nessage when napping an | Pv4
nmul ti cast address into an | Pv4-enbedded |1 Pv6 nmulticast address and
vice versa

9.1. Firewall Configuration
The CPE that enbeds the nB4 function SHOULD be configured to accept
i ncom ng MLD nessages and traffic forwarded to nulticast groups
subscribed to by receivers located in the customer premn ses.

10. | ANA Consi derati ons

Thi s docunent does not require any | ANA acti ons.
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Appendi x A.  Use Case: |PTV
| PTV generally includes two categories of service offerings:

0 Video on Demand (VoD) that streans unicast video content to
receivers

o Milticast live TV broadcast services
Two types of provider are involved in the delivery of this service

0 Content Providers, who usually own the content that is nulticast
to receivers. Content providers nmay contractually define an
agreement with network providers to deliver content to receivers

0 Network Providers, who provide network connectivity services
(e.g., network providers are responsible for carrying nulticast
flows from head-ends to receivers).

Not e that some contract agreenents prevent a network provider from
altering the content as sent by the content provider for various
reasons. Depending on these contract agreenments, multicast streans
shoul d be delivered unaltered to the requesting users.

Most current | PTV content is likely to remain | Pvd-formatted and out
of the control of network providers. Additionally, there are
nunerous | egacy receivers (e.g., |Pv4-only Set-Top Boxes (STBs)) that
can’t be upgraded or easily replaced to support IPv6. As a
consequence, |Pv4 service continuity nust be guaranteed during the
transition period, including the delivery of nulticast services such
as Live TV Broadcasting to users.
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Appendi x B. O der Versions of Goup Menbership Managenent Protocols

G ven the multiple versions of group nmenbershi p nanagenent protocol s,
m smat ch i ssues may arise at the nB4 (refer to Section 6.1).

If 1GWv2 operates on the | Pv4 receivers while M.Dv2 operates on the
M.D Querier, or if 1GQwWv3 operates on the |IPv4 receivers while M.Dvl
operates on the M.D Querier, a version mismatch issue will be
encountered. To solve this problem the nB4 should performthe
router portion of 1GW, which is simlar to the corresponding M.D
version (1 Gwv2 for M.Dvl or IGWv3 for M.Dv2) operating in the |IPv6
domai n. Then, the protocol interaction approach specified in
Section 7 of [RFC3376] can be applied to exchange signaling nessages
with the I Pv4 receivers on which the different version of IGW is
oper ati ng.

Note that the support of IPv4 SSMrequires M.Dv2 to be enabled in the
| Pv6 network.
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