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1

I ntroduction

Thi s docunent defines a DHCPv6 fail over protocol, which is a
mechani sm for running two DHCPv6 servers [ RFC3315] with the
capability for either server to take over clients’ |eases in case of
server failover or network partition. For a general overview of
DHCPv6 fail over problens, use cases, benefits, and shortcomn ngs, see
[ RFC7031] .

The fail over protocol provides a neans for cooperating DHCP servers
to work together to provide a service to DHCP clients with
availability that is increased beyond the availability that could be

provi ded by a single DHCP server operating alone. It is designed to
protect DHCP clients against server unreachability, including server
failure and network partition. It is possible to deploy exactly two

servers that are able to continue providing a | ease for an | Pv6
address [RFC3315] or on an IPv6 prefix [RFC3633] w thout the DHCP
client experiencing | ease expiration or a reassignnent of a |l ease to
a different 1Pv6 address or prefix in the event of failure by one or
the other of the two servers.

The fail over protocol defines an active-passive node, sonetimes al so

called a "hot standby" nodel. This means that during normal
operation one server is active (i.e., it actively responds to
clients’ requests) while the second is passive (i.e., it receives

clients’ requests but responds only to those specifically directed to
it). The secondary server maintains a copy of the binding database
and is ready to take over all incomng queries in case the primary
server fails.

The failover protocol is designed to provide |ease stability for
| eases with valid lifetinmes beyond a short period. The DHCPv6
fail over protocol MJST NOT be used for new | eases shorter than
30 seconds. Leases reaching the end of their lifetinmes are not
affected by this restriction.

The failover protocol fulfills all DHCPv6 fail over requirenents
defined in [ RFC7031].

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here
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3.

d ossary

This is a supplenmental glossary that should be used in conbination
with the definitions in Section 2 of RFC 7031 [ RFC7031].

Absol ute Tine

"Absolute time" refers to the time in seconds since nidnight
January 1, 2000 UTC, nodul o 2732

Addr ess Lease

"Address | ease" refers to a | ease involving an | Pv6 address.
Typically used when it is necessary to distinguish the |ease for
an | Pv6 address froma |ease for a DHCP prefix. See the
definitions for "del egated prefix" and "prefix |ease" bel ow.

aut o- par t ner - down

"aut o- partner-down" refers to a capability where a failover server
wi Il nmove from COVMUNI CATI ONS- | NTERRUPTED st ate to PARTNER- DOAN
state automatically, w thout operator intervention

Avai |l abl e (Lease or Prefix)

A | ease or delegable prefix is available if it could be allocated
for use by a DHCP client. It is available on the main server when
it isin the FREE state and avail able on the secondary server when
it is in the FREE-BACKUP state. The term "avail able" is sonetines
used when it would be awkward to say "FREE on the prinmary server
and FREE- BACKUP on the secondary server"

Bi ndi ng- St at us

A lease can hold a variety of states (see Section 5.5.1 for a
list); these are also referred to as the "binding-status" of the
| ease.

Del egabl e Prefix

"Del egabl e prefix" refers to a prefix fromwhich other prefixes
may be del egat ed, using the nechani sns described in [ RFC3633]. A
prefix that has been del egated is known as a "del egated prefix" or
a "prefix | ease".
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0 Delegated Prefix

A del egated prefix is a prefix that has been delegated to a DHCP
client as described in [RFC3633]. Depending on the context, a

del egated prefix may al so be described as a "prefix | ease"” when it
is necessary to distinguish it froman "address | ease"

o DHCP Prefix

A DHCP prefix is part of the | Pv6 address space configured to be
managed by a DHCP server

o Fail over Endpoint

The failover protocol pernmts a unique failover "endpoint" for
each failover relationship in which a failover server
participates. The failover relationship is defined by a

rel ati onshi p nane and incl udes

* the failover partner |P address,

* the role this server takes with respect to that partner
(primary or secondary), and

* the prefixes fromwhich addresses can be | eased, as well as
prefixes fromwhich other prefixes can be del egated (del egabl e
prefixes), that are associated with that rel ationship.

The fail over endpoint can take actions and hol d uni que states.
Typically, there is one failover endpoint per partner (server),
al t hough there may be nore.

o Failover Conmunication

"Fai |l over conmunication” refers to all nmessages exchanged between
partners.

0 | ndependent All ocation
"I ndependent allocation" refers to an allocation algorithmthat
splits the avail abl e pool of address |eases between the primary

and secondary servers. It is used for |IPv6 address allocations.
See Section 4.2.1.
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0 Lease

A lease is an association of a DHCP client with an | Pv6 address or
del egated prefix. This mght refer to either an existing
associ ation or a potential association.

o MCLT (Maxi mum Client Lead Tine)

The fundanental relationship on which nmuch of the correctness of
the fail over protocol depends is that the | ease expiration tine
known to a DHCP client MJUST NOT be greater by nore than the MCLT
beyond the later of the partner lifetine acknow edged by that
server’s failover partner or the current tine (i.e., now). See
Section 4. 4.

o Partner

The other DHCP server that participates in a failover relationship
is referred to as the "partner". Wen the role (prinary or
secondary) is not inportant, the other server is referred to as a
"failover partner" or sonetinmes sinply "partner"

0o Prefix Lease

A prefix lease is a lease involving a prefix that is del egated or
coul d be del egated, as opposed to a |l ease for a single | Pv6
address. A prefix | ease can also be described as a "del egat ed
prefix".

o Primary Server

The primary server is the first of the two DHCP servers that
participate in a failover relationship. Wen both servers are
operating, this server handles nost of the client traffic. |Its
failover partner is referred to as the "secondary server”

o Proportional Allocation
"Proportional allocation" is an allocation algorithmthat splits
t he del egabl e prefixes between the primary and secondary servers

and maintains a nore or |less fixed proportion of the del egable
prefi xes between both servers. See Section 4.2.2.
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0 Renew Responsive

A server that is "renew responsive" will respond to valid DHCP
client nmessages that are directed to it by having an

OPTI ON_SERVERI D option in the nessage that contains the DHCP
Uni que ldentifier (DU D) of the renew responsive server. See
[ RFC3315] .

0 Responsive

A server that is responsive will respond to all valid DHCP client
nessages.

0 Secondary Server

The secondary server is the second of the two DHCP servers that
participate in a failover relationship. |Its failover partner is
referred to as the "prinmary server" (as defined above). Wen both
servers are operating, this server (the secondary) typically does
not handle client traffic and acts as a backup to the primary
server. However, it will respond to RENEWrequests directed
specifically to it.

o Server

"Server" refers to a DHCP server that inplenents DHCPv6 fail over
"Server" and "failover endpoint"” are synonynous only if the server
participates in only one failover relationship.

o State

The term"state" is used in tw ways in this docunent. A failover
endpoint is always in some state, and there are a series of states
that a failover endpoint can nove through. See Section 8 for
details of the failover endpoint states. A |lease also has a
state, and this is sonetines referred to as a "binding-status".
See Section 5.5.1 for a list of the states a | ease can hol d.

0 Unresponsive

A server that is unresponsive will not respond to DHCP client
nessages.

M ugal ski & Ki nnear St andards Track [ Page 9]



RFC 8156 DHCPv6 Fail over Protocol June 2017

4.

4,

4.

4,

Fai | over Concepts and Mechani sns

The foll owi ng concepts and nmechani snms are necessary for the operation
of the failover protocol. They are not currently enployed by DHCPv6
[ RFC3315]. The failover protocol provides support for all of these
concepts and nechani sns.

1. Required Server Configuration

Servers frequently have several kinds of |eases available on a
particul ar network segment. The failover protocol assumes that both
the primary server and the secondary server are configured
identically with regard to the prefixes and |inks involved in DHCP
For del egabl e prefixes (involved in proportional allocation), the
primary server is responsible for allocating to the secondary server
the correct proportion of the avail abl e del egable prefixes. |Pv6
addresses (involved in independent allocation) are allocated to the
primary and secondary servers algorithmcally and do not require an
explicit nessage transfer to be distributed.

2. |1 Pv6 Address and Del egabl e Prefix Allocation

Currently, there are two allocation algorithnms defined: one for
address | eases and one for prefix |eases.

2.1. Independent Allocation

In this allocation schene, which is used for allocating individua

| Pv6 addresses, available | Pv6 addresses are permanently (unti

server configuration changes) split between servers. Available |Pv6
addresses are split between the prinmary and secondary servers as part
of initial connection establishnment. Once |IPv6 addresses are

al l ocated to each server, there is no need to reassign them The

| Pv6 address allocation is algorithmic in nature and does not require
a message exchange for each server to know which | Pv6 addresses it
has been allocated. This algorithmis sinpler than proportiona

al l ocation, since it does not require a rebal anci ng mechanism It

al so assunes that the pool assigned to each server will never be
depl et ed.

Once each server is assigned a pool of |IPv6 addresses during initia
connection establishnent, it may allocate its assigned | Pv6 addresses
to clients. Once a client releases a lease or its |ease on an | Pv6
address expires, the returned | Pv6 address returns to the pool for
the server that leased it. A lease on an |IPv6 address can be renewed
by a responsive server or by a renew responsive server. Wen an |Pv6
address goes PENDI NG FREE (see Section 7.2), it is owned by whichever
server it is allocated to by the independent allocation al gorithm
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| Pv6 addresses, which use the independent allocation approach, wll
be i gnored when a server processes a POOLREQ nessage.

Duri ng COMMUNI CATI ONS- | NTERRUPTED events, a partner MAY continue

ext endi ng existing address | eases as requested by clients. An
operational partner MJUST NOT | ease | Pv6 addresses that were assigned
to its downed partner and later expired or that were rel eased or
declined by a client. Wen it is in PARTNER-DOMN state, a server
MUST all ocate new | eases fromits own pool. It MJIST NOT use its
partner’s pool to allocate new | eases.

4.2.1.1. Independent Allocation A gorithm

For each address that can be allocated, the primary server MJST
all ocate only | Pv6 addresses when the |loworder bit (i.e., bit 127)
is equal to 1, and the secondary server MJST allocate only the | Pv6
addresses when the | oworder bit (i.e., bit 127) is equal to O.

4.2.2. Proportional Allocation

In this allocation schene, each server has its own pool of prefixes
avail abl e for del egation, known as "del egabl e prefixes". These

del egabl e prefixes may be prefixes fromwhich other prefixes can be
del egated, or they may be prefixes that are the correct size for

del egation but are not, at present, delegated to a particular client.
Remai ni ng del egabl e prefixes are split between the primary and
secondary servers in a configured proportion. Note that a del egated
prefix (also known as a "prefix lease") is not "owned" by a
particular server. Only a delegable prefix that is available is
owned by a particular server -- once it has been del egated (I eased)
to aclient, it becones a prefix lease and is not owned by either
failover partner. Wuen it finally becomes available again, it wll
be initially owned by the primary server, and it may or may not be
all ocated to the secondary server by the primary server.

The flow of a delegable prefix is as follows: initially, the

del egabl e prefix is part of a set of delegable prefixes, all of which
are initially owned by the primary server. A delegable prefix may be
all ocated to the secondary server, and it is then owned by the
secondary server. Either server can allocate and del egate prefixes
out of the delegable prefixes that they own. Once these prefixes are
del egated (leased) to clients, the servers cease to own them and
they are owned by the clients to which they have been del egat ed
(leased). VWhen the client releases the delegated prefix or the |ease
on it expires, the prefix will again becone available, will again be
a del egabl e prefix, and will be owned by the primary.
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A server del egates prefixes only fromits own pool of del egable
prefixes in all states except for PARTNER-DOM. | n PARTNER- DOMN
state, the operational partner can del egate prefixes fromeither poo
(both its own, and its partner’s after sone tine constraints have

el apsed). The operational partner SHOULD all ocate fromits own poo
before using its partner’s pool. The allocation and nai nt enance of

t hese pools of del egable prefixes are inportant, since the goal is to
maintain a nore or |less constant ratio of del egabl e prefixes between
the two servers

Each server knows whi ch del egabl e prefixes are in its own pool as
well as which are in its partner’s pool, so that it can allocate

del egabl e prefixes fromits partner’s pool w thout comrunication with
its partner if that becomes necessary.

The initial allocation of delegable prefixes fromthe primary to the
secondary when the servers first integrate is triggered by the
POOLREQ nessage fromthe secondary to the primary. This is followed
(at sone point) by the POOLRESP nessage, where the prinary tells the
secondary that it received and processed the POOLREQ nessage. The
primary sends the allocated del egable prefixes to the secondary as
prefix | eases via BNDUPD nessages. The POOLRESP nessage nmay be sent
before, during, or at the conpletion of the BNDUPD nessage exchanges
that were triggered by the POOLREQ nessage. The POOLREQ POOLRESP
message exchange is a trigger to the prinmary to performa scan of its
dat abase and to ensure that the secondary has enough del egabl e
prefixes (based on sone configured ratio).

The del egabl e prefixes are sent to the secondary as prefix | eases
usi ng the BNDUPD nessage containing an OPTION | APREFI X with a state
of FREE- BACKUP, which indicates that the prefix |lease is now
available for allocation by the secondary. Once the nessage is sent,
the primary MJUST NOT use these prefixes for allocation to DHCP
clients (except when the server is in PARTNER-DOMN state).

The POOLREQ POOLRESP nessage exchange initiated by the secondary is
valid at any tinme both partners remain in contact, and the prinmary
server SHOULD, whenever it receives the POOLREQ nessage, scan its
dat abase of del egable prefixes and determine if the secondary needs
nor e del egabl e prefixes fromany of the del egable prefixes that it
currently owns

In order to support a reasonably dynanic bal ance of the | eases
between the failover partners, the primary server needs to do
additional work to ensure that the secondary server has as many
del egabl e prefixes as it needs (but that it doesn’'t have nore than
it needs).
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The prinmary server SHOULD exam ne the bal ance of del egabl e prefixes
between the prinmary and secondary for a particular prefix whenever
t he nunber of possibly del egable prefixes for either the primry or
secondary changes by nore than a predeternined anount. Typically,
this conparison would not involve actually conparing the count of
exi sting instances of del egable prefixes but would instead involve
determ ning the nunber of prefixes that could be del egated given the
address ranges of the del egable prefixes allocated to each server
The primary server SHOULD adj ust the del egabl e prefix bal ance as
required to ensure the configured del egabl e prefix bal ance, except
that the primary server SHOULD enpl oy sone threshold nechanismto
such a bal ance adjustnent in order to ninimze the overhead of

mai ntai ni ng this bal ance.

The primary server can, at any tine, send an avail abl e del egabl e
prefix to the secondary using a BNDUPD nessage with the state

FREE- BACKUP. The prinmary server can attenpt to take an avail able
del egabl e prefix away fromthe secondary by sendi ng a BNDUPD nessage
with the state FREE. |If the secondary accepts the BNDUPD nessage,
then the lease is now available to the primary and not available to
the secondary. O course, the secondary MJST reject that BNDUPD
message if it has already allocated that |ease to a DHCP client.

4.2.2.1. Reallocating Leases

When the server is in PARTNER-DOM state, there is a waiting period
after which a delegated prefix can be reallocated to another client.
For del egabl e prefixes that are "avail abl e when the server enters
PARTNER- DOMN state, the period is the MCLT fromthe entry into
PARTNER- DOMN state. For del egated prefixes that are not avail able
when the server enters PARTNER-DOWN state, the period is the MCLT
after the later of the following tines: the acked-partner-lifetine,
the partner-lifetime (if any), the expiration-tine, or the entry into
PARTNER- DOMN ti ne.

In any other state, a server cannot reall ocate a del egated prefix
fromone client to another without first notifying its partner
(through a BNDUPD nessage) and receiving acknow edgenent (through a
BNDREPLY nessage) that its partner is aware that the first client is
not using the |ease.

Specifically, an "avail abl e" del egabl e prefix on a server may be
allocated to any client. A prefix that was del egated (leased) to a
client and that expired or was released by that client would take on
a new state -- EXPI RED or RELEASED, respectively. The partner server
woul d then be notified that this del egated prefix was EXPI RED or
RELEASED t hr ough a BNDUPD nessage. \Wen the sending server received
t he BNDREPLY nessage for that del egated prefix showing that it was
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FREE, it would nove the | ease from EXPI RED or RELEASED to FREE, and
the prefix would be available for allocation by the primry server to
any clients.

A server MAY reallocate a delegated prefix in the EXPlI RED or RELEASED
state to the sanme client with no restrictions, provided it has not
sent a BNDUPD nessage regarding the del egated prefix to its partner
This situation would exist if the prefix |ease expired or was

rel eased after the transition into PARTNER-DOM state, for instance.

4.3. Lazy Updates

[ RFC7031] includes the requirenent that failover nust not introduce
significant performance inpact on server response tines (see

Sections 7 and 5.2.2 of [RFC7031]). |In order to realize this

requi renent, a server inplenmenting the fail over protocol nust be able
to respond to a DHCP client without waiting to update its failover
partner whenever the binding database changes. The "lazy update"
nmechani smallows a server to allocate a new | ease or extend an
existing | ease, respond to the DHCP client, and then update its

fail over partner as tine permits.

Al t hough the "l azy update"” nechani sm does not introduce additiona
del ays in server response tines, it introduces other difficulties.
The key problemwi th |azy update is that when a server fails after
updating a DHCP client with a particular valid lifetinme but before
updating its failover partner, the failover partner will eventually
believe that the client’s | ease has expired -- even though the DHCP
client still retains a valid |l ease on that address or prefix. It is
al so possible that the failover partner will have no record at all of
the | ease being assigned to the DHCP client. Both of these issues
are dealt with by using the MCLT when allocating or extending |eases
(see Section 4.4).

4.4. Maximum Client Lead Tinme (MCLT)

In order to handl e problens introduced by |azy updates (see

Section 4.3), a period of time known as the "Maxi mum Cient Lead
Time" (MCLT) is defined and nust be known to both the prinmary server
and the secondary server. Proper use of this tine interval places an
upper bound on the difference allowed between the valid lifetine
provided to a DHCP client by a server and the valid lifetinme known by
that server’'s failover partner

The MCLT is typically nmuch less than the valid lifetine that a server
has been configured to offer a client, and so sone strategy nust
exist to allow a server to offer the configured valid lifetinme to a
client. During a |lazy update, the updating server updates its
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failover partner with a partner lifetine that is |longer than the
valid lifetime previously given to the DHCP client and that is |onger
than the valid lifetine that the server has been configured to give a
client. This allows the server to give the configured valid lifetine
to the client the next time the client renews its | ease, since the
tinme that it will give to the client will not be longer than the MCLT
beyond the partner lifetine acknow edged by its partner or the
current tine.

The fundanmental relationship on which the failover protocol depends
is as follows: the | ease expiration tinme known to a DHCP client
MUST NOT be greater by nore than the MCLT beyond the | ater of the
partner lifetinme acknow edged by that server’s fail over partner or
the current tine.

The renmai nder of this section makes the above fundanenta
relationship nore explicit.

The failover protocol requires a DHCP server to deal with severa
different | ease intervals and places specific restrictions on their
rel ati onships. The purpose of these restrictions is to allow the
partner to be able to make certain assunptions in the absence of an
ability to comuni cate between servers

In the followi ng explanation, all of the lifetines are "valid"
lifetinmes, in the context of [RFC3315].

The different tinmes are as follows:

desired lifetine:
The desired lifetime is the |l ease interval that a DHCP server
would Iike to give to a DHCP client in the absence of any
restrictions inposed by the failover protocol. |Its determ nation
is outside of the scope of the failover protocol. Typically, this
is the result of external configuration of a DHCP server

actual lifetinme:
The actual lifetine is the |lease interval that a DHCP server gives
out to a DHCP client. It may be shorter than the desired lifetine

(as expl ai ned bel ow).
partner lifetine:

The partner lifetime is the |lease expiration interval the |oca
server sends to its partner in a BNDUPD nessage
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acknow edged partner lifetine:
The acknowl edged partner lifetinme is the partner lifetinme the
partner server has nost recently acknow edged i n a BNDREPLY
message

4.4.1. MLT Exanple

The foll owi ng exanpl e denonstrates the MCLT concept in practice. The
val ues used are arbitrarily chosen and are not a reconmendation for
actual values. The MCLT in this case is 1 hour. The desired
lifetime is 3 days, and its renewal tine is half the lifetine.

Wien a server nmakes an offer for a new |l ease on an | Pv6 address to a
DHCP client, it determines the desired lifetime (in this case,

3 days). It then examines the acknow edged partner lifetine (which
in this case, is zero) and determ nes the remainder of the tinme |eft
to run, which is also zero. It adds the MCLT to this value. Since
the actual lifetine cannot be allowed to exceed the remai nder of the
current acknow edged partner lifetine plus the MCLT, the offer nade
to the client is for the renmainder of the current acknow edged
partner lifetime (i.e., zero) plus the MCLT. Thus, the actua
lifetime is 1 hour (the MCLT).

Once the server has sent the REPLY to the DHCP client, it will update
its failover partner with the |ease information using a BNDUPD
message. The partner lifetine will be conposed of the Tl fraction
(1/2) of the actual lifetime added to the desired lifetime. Thus,
the failover partner is updated using a BNDUPD nmessage with a partner
lifetime of 1/2 hour + 3 days.

When the prinmary server receives a BNDREPLY to its update of the
secondary server’s (partner’s) partner lifetine, it records that as
the acknow edged partner lifetime. A server MJUST NOT send a BNDREPLY
nmessage in response to a BNDUPD nessage until it is sure that the
information in the BNDUPD nessage has been updated in its |ease

dat abase. See Section 7.5.2. Thus, the primary server in this case
can be sure that the secondary server has recorded the partner
lifetime inits stable storage when the primary server receives a
BNDREPLY nessage fromthe secondary server

When the DHCP client attenpts to renew at T1 (approximately 1/2 hour
fromthe start of the lease), the primary server again determnes the
desired lifetine, which is still 3 days. It then conpares this wth
the original acknow edged partner lifetime (1/2 hour + 3 days) and
adjusts for the time passed since the secondary was |ast updated

(1/2 hour). Thus, the remaining time for the acknow edged partner
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interval is 3 days. Adding the MCLT to this yields 3 days plus
1 hour, which is nore than the desired lifetinme of 3 days. So, the
client may have its |l ease renewed for the desired lifetinme -- 3 days.

When the primary DHCP server updates the secondary DHCP server after
the DHCP client’s renewal REPLY is conplete, it will calculate the
partner lifetinme as the Tl fraction of the actual client lifetinme
(1/2 of 3 days = 1.5 days). To this it will add the desired lifetine
of 3 days, yielding a total partner lifetime of 4.5 days. 1In this
way, the primary attenpts to have the secondary al ways "l ead" the
client in its understanding of the client’s lifetine so as to be able
to always offer the client the desired lifetine.

Once the initial actual client lifetime of the MCLT has passed, the
fail over protocol operates effectively |like DHCP does today in its
behavi or concerning lifetinmes. However, the guarantee that the
actual client lifetime will never exceed the partner server’s
remai ni ng acknowl edged partner lifetinme by nore than the MCLT al |l ows
full recovery froma variety of DHCP server failures
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Fundanental rel ationship:
|l ease time = floor( desired lifetime, acked-partner-lifetinme + MCLT )

Initial conditions: MCLT = 1h, desired lifetinme = 3d

DHCPv 6 Primary Secondary
tine dient Server Server
>-SOLICIT------ > |

acknow edged partner lifetine = 0

| ease time = floor( 3d, 0 + 1h ) = 1h

<----- ADVERTI SE- <
| ease-tine = 1h

| ease-tinme = 1h

partner-lifetime = 1/2h + 3d

I
I
I
I
|
t | L REPLY- <
I
|
| <----BNDREPLY-< |
I
I

|
I
I
|
| > BNDUPD------ >
|
I
|
|

partner-lifetime = 1/2h + 3d
acknow edged partner lifetinme = 1/2h + 3d
1/ 2h passes ... . C
t+1/ 2h | >-RENEW------- > |
| acknow edged partner lifetinme = 3d |
| | ease time = floor( 3d, 3d + 1h ) = 3d
| S REPLY- < | |
| | ease-time = 3d |
| | >-BNDUPD------- > |
| | partner-lifetime = 1.5d + 3d
| | <----BNDREPLY- < |
| | partner-lifetine = 1.5d + 3d
| acknow edged partner lifetime = 1.5d + 3d
1. 5d passes ... .. -

| | |
t+1.5d + 1/2h | |
| acknow edged partner lifetinme = 3d |
| | ease time = floor( 3d, 3d + 1h ) = 3d

| S REPLY- < | |
| | ease-time = 3d

| |
|

|

|

|

|

| partner-lifetinme = 1.5d + 3d
| <----BNDREPLY- < |

| partner-lifetine = 1.5d + 3d
acknow edged partner lifetinme = 1.5d + 3d

Figure 1: MCLT Exanple
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5.

5.

5.2.

1.

Message and Option Definitions
Message Franing for TCP

Fai | over conmuni cation is conducted over a TCP connection established
between the partners. The failover protocol uses the franing fornat
specified in Section 5.1 of "DHCPv6 Bul k Leasequery" [RFC5460] but
uses different nessage types with a different nessage format, as
described in Section 5.2 of this docunment. The TCP connection

bet ween fail over servers is nade to a specific port -- the
dhcp-failover port, port 647. Al information is sent over the
connection as typical DHCP nessages that convey DHCP opti ons,
following the format defined in Section 22.1 of [RFC3315].

Fai | over Message For mat

Al'l failover messages defined bel ow share a common format with a

fi xed-si ze header and a variable format area for options. Al val ues
in the nessage header and in any included options are in network byte
order.

The following diagramillustrates the format (which is conpatible
with the format described in Section 6 of [RFC3315]) of DHCP nessages
exchanged between fail over partners:

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| neg-type | transaction-id |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| sent-tinme |

T T ik e S e e e st i s s s SN R SR
. options

(vari abl e)

T T i e i i e et S h S SN SR

neg-type Identifies the DHCP nessage type; the
avai |l abl e message types are listed bel ow.

transaction-id The transaction-id for this nessage exchange.
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sent-tinme The tine the nessage was transnitted (set
as close to transmi ssion as practical),
i n seconds since mdnight (UTC)
January 1, 2000, modulo 2732. Used to
determ ne the tinme skew of the fail over
partners.

options Options carried in this nmessage. These
options are all defined in the "Option Codes"
sub-registry of the "Dynanm c Host
Configuration Protocol for |Pv6 (DHCPv6)"
registry. A nunber of existing DHCPv6
options are used, and several nore are
defined in this docunent.

5.3. Messages

The followi ng sections list the new nessage types defined for
fail over conmunicati on.

5.3.1. BNDUPD

The bi ndi ng update nessage, BNDUPD (24), is used to send the binding
| ease changes to the partner. At npbst one OPTI ON _CLI ENT_DATA option
may appear in a BNDUPD nessage. Note that not all data in a BNDUPD
message is sent in an OPTION _CLI ENT_DATA option. |Information about
del egabl e prefixes not currently allocated to a particular client is
sent in BNDUPD nessages but not within OPTI ON_CLI ENT_DATA opti ons.
The partner is expected to respond with a BNDREPLY nmessage.

5.3.2. BNDREPLY

The bi ndi ng acknowl edgenent nmessage, BNDREPLY (25), is used for

confirmation of the received BNDUPD nessage. It may contain a
positive or negative response (e.g., due to a detected | ease
conflict).

5.3.3. POOLREQ
The pool request nmessage, POOLREQ (26), is used by the secondary

server to request allocation of delegable prefixes fromthe primary
server. The primary responds with a POOLRESP nessage.
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5.3.4. POOLRESP

The pool response nessage, POOLRESP (27), is used by the primary
server to indicate that it has received the secondary server’s
request to ensure that del egable prefixes are bal anced between the
primary and secondary servers. |t does not indicate that all of the
BNDUPD nessages that night be created from any rebal anci ng have been
sent or responded to; it only indicates reception and acceptance of
the task of ensuring that the balance is exami ned and corrected as
necessary.

5.3.5. UPDREQ

The update request nessage, UPDREQ (28), is used by one server to
request that its partner send all binding database changes that have
not yet been confirmed. The partner is expected to respond with zero
or nore BNDUPD nmessages, followed by an UPDDONE nessage that signals
that all of the BNDUPD nessages have been sent and a correspondi ng
BNDREPLY nessage has been received for each of them

5.3.6. UPDREQALL

The update request all nmessage, UPDREQALL (29), is used by one server
to request that all binding database information present in the other
server be sent to the requesting server, in order for the requesting
server to recover froma total |oss of its binding database. A
server receiving this request responds with zero or nore BNDUPD
messages, followed by an UPDDONE nessage that signals that all of the
BNDUPD nessages have been sent and a correspondi ng BNDREPLY nessage
has been received for each of them

5.3.7. UPDDONE

The update done nessage, UPDDONE (30), is used by the server
respondi ng to an UPDREQ or UPDREQALL nessage to indicate that al
request ed updates have been sent by the responding server and acked
by the requesting server.

5.3.8. CONNECT

The connect message, CONNECT (31), is used by the primary server to
establish a fail over connection with the secondary server and to
transmit several inportant configuration attributes between the
servers. The partner is expected to confirmby responding with a
CONNECTREPLY nessage.
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5.3.9. CONNECTREPLY

The connect acknow edgenent nessage, CONNECTREPLY (32), is used by
the secondary server to respond to a CONNECT nessage fromthe primary
server.

5.3.10. DI SCONNECT

The di sconnect nessage, DI SCONNECT (33), is used by either server
when cl osing a connection and shutting down. No response is required
for this message. The DI SCONNECT nmessage SHOULD contain an

OPTI ON_STATUS _CCODE option with an appropriate status. Oten, this
will be ServerShuttingDown. See Section 5.6. A server SHOULD

i nclude a descriptive nmessage as to what caused the di sconnect
nmessage

5.3.11. STATE

The state nessage, STATE (34), is used by either server to informits
partner about a change of failover state. In sone cases, it may be
used to also informthe partner about the current state, e.g., after
connection is established in the COVMJNI CATI ONS- | NTERRUPTED or
PARTNER- DOAN st at es.

5.3.12. CONTACT

The contact message, CONTACT (35), is used by either server to ensure
that its partner continues to see the connection as operational. It
MUST be transmitted periodically over every established connection if
other nessage traffic is not flowing, and it MAY be sent at any tine.
See Section 6.5.

5.4. Transaction-id

The initiator of a nessage exchange MJST set the transaction-id (see
Section 5.2). This neans that all of the nessages above except
BNDREPLY, POOLRESP, UPDDONE, and CONNECTREPLY nust set the
transaction-id. The transaction-id MJST be uni que anong all
currently outstandi ng nessages sent to the failover partner. A
straightforward way to ensure this is to sinply use an increnmenting
val ue, with one caveat: The UPDREQ and UPDREQALL nessages may be
separated by a considerable tine prior to the recei pt of an UPDDONE
message. Wile the usual pattern of nessage exchange woul d have the
partner doing the vast nmajority of nessage initiation, it is renotely
possible that the partner that initiated the UPDREQ or UPDREQALL
messages mght al so send enough nessages to wrap the 24-bit
transaction-id and duplicate the transaction-id of the outstanding
UPDREQ or UPDREQALL nessages. Thus, it is inportant to ensure that
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the transaction-id of a currently outstandi ng UPDREQ or UPDREQALL
message is not replicated in any nessage initiated prior to the
recei pt of the correspondi ng UPDDONE nessage.

5.5. Options
The followi ng new options are defi ned.

5.5.1. OPTI ON_F_BI NDI NG_STATUS

The bi ndi ng-status is an inplenmentation-independent representation of
the status (or the state) of a |lease on an | Pv6 address or prefix.

This is an unsigned byte.
The code for this option is 114.

1 2 3
01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
| OPTI ON_F_BI NDI NG_STATUS | option-Ilen

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| bindi ng- st at us|

B T i S T S

option-code OPTI ON_F_BI NDI NG_STATUS (114)

option-len 1

bi ndi ng- st at us The bi ndi ng-status. See bel ow

Val ue bi ndi ng- st at us
reserved

ACTI VE

EXPI RED
RELEASED
PENDI NG FREE
FREE

FREE- BACKUP
ABANDONED
RESET

O~NOOUITA_WNPEFLO

The bi ndi ng-status val ues are di scussed in Section 7.2.
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5.5.2. OPTI ON_F_CONNECT FLAGS

This option provides flags that indicate attributes of the connecting
server.

This option consists of an unsigned 16-bit integer in network byte
order.

The code for this option is 115.
0 1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| OPTI ON_F_CONNECT_FLAGS | option-len |
T S i a i S S e b s
| flags |
B il i S S S S S T S S
option-code OPTI ON_F_CONNECT_FLAGS (115)
option-len 2
flags flag bits. See bel ow
0 1

0123456789012345
I
| MBZ | Fl
T S S it S S SR S

The bits (nunbered fromthe nost significant bit in network
byte order) are used as foll ows:

0- 14 MBZ
Must be zero.

15 (F): FI XED _PD _LENGTH
Set to 1 to indicate that all prefixes delegated froma
gi ven del egabl e prefix have the sane prefix length (size).
If this is not set, the prefixes del egated from one
del egabl e prefix nay have different sizes.

If the FIXED PD LENGIH bit is not set, it indicates that prefixes of
a range of sizes can be delegated froma given del egabl e prefix.
Note that if the FIXED PD LENGTH bit is set, each del egable prefix
may have its own fixed size -- this flag does not inply that all
prefixes delegated will be the sane size, but rather that all
prefixes del egated fromthe sanme del egable prefix will be the

sanme size.
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If the FIXED PD LENGTH bit is set, the length used for each prefix is
speci fied i ndependently of the failover protocol but nust be known to

both failover partners. It night be specified in the configuration
for each del egable prefix, or it mght be fixed for the entire
server.

5.5.3. OPTI ON_F_DNS_REMOVAL_I| NFO

This option contains the information necessary to renove a DNS nane
that was entered by the fail over partner.

The code for this option is 116.

0 1 2 3

01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| OPTI ON_F_DNS_REMOVAL_|I NFO | option-len |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| encapsul at ed- opti ons |
| (vari abl e) |
R R R R e e s o S e R S S S S S S e e e e e

opti on- code OPTI ON_F_DNS_REMOVAL | NFO (116)
option-len vari abl e
options Three possi bl e encapsul at ed opti ons:

OPTI ON_F_DNS_HOST_NAVE
OPTI ON_F_DNS_ZONE_NAVE
OPTI ON_F_DNS_FLAGS
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5.5.3.1. OPTI ON_F_DNS_HOST_NAVE

This option contains the hostnane that was entered into the DNS by
the fail over partner.

This is a DNS nane encoded using the fornat specified in [ RFCL035],
as also specified in Section 8 of [RFC3315].

The code for this option is 117.

0 1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S
| OPTI ON_F_DNS_ HOST_NAME | option-len |
R R R R e e s o S e R S S S S S S e e e e e
|

host - nane

(vari abl e)

T I T S S T it S S S S i L i T R S A s

option-code OPTI ON_F_DNS_HOST_NAME (117)
option-len | ength of host-nane
host - nane host nane encoded per RFC 1035

5.5.3.2. OPTION_F_DNS_ZONE_NAVE

This option contains the zone nane that was entered into the DNS by
the fail over partner.

This is a DNS nane encoded using the fornat specified in [ RFCL035],
as also specified in Section 8 of [RFC3315].

The code for this option is 118.

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| OPTI ON_F_DNS_ZONE_NAME | option-Ilen |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
|

zone- name

(vari abl e)

i S S T o S S S S S s S S S I M S S S
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option-code OPTI ON_F_DNS _ZONE_NAME (118)
option-Ilen | engt h of zone-nane
zone- namne zone nane encoded per RFC 1035

5.5.3.3. OPTION_F_DNS_FLAGS

This option provides flags that indicate what needs to be done to
renove this DNS nane.

This option consists of an unsigned 16-bit integer in network byte
order.

The code for this option is 119.
0 1 2 3

01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| OPTI ON_F_DNS_FLAGS | option-len |
B s S S i i i ks a ks st S S S S S S
| fl ags |

T S S s S S SR S

option-code OPTI ON_F_DNS_FLAGS (119)
option-len 2
flags flag bits. See bel ow

0 1

0123456789012345
T
| MBZ | U S| R F|
I T

The bits (numbered fromthe nost significant bit in network
byte order) are used as foll ows:

0-11: VBZ
Must be zero.
12 (U): USI NG REQUESTED FQDN
Set to 1 to indicate that the name used cane fromthe
Fully Qualified Domain Nanme (FQDN) that was received
fromthe client.
13 (S): SYNTHESI ZED_NAME
Set to 1 to indicate that the nane was synthesi zed
based on sone al gorithm
14 (R): REV_UPTODATE
Set to 1 to indicate that the reverse zone is up to date.
15 (F): FWD_UPTODATE
Set to 1 to indicate that the forward zone is up to date.
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If both the Ubit and the S bit are unset, then the name nust have
been provided from sonme alternative configuration, such as client
registration in sone database accessible to the DHCP server

5.5.4. OPTION_F_EXPI RATI ON_TI ME
This option specifies the greatest lifetinme that this server has ever
acked to its partner in a BNDREPLY nessage for a particular |ease or
prefix. This MJST be an absolute tine (i.e., seconds since nidnight
January 1, 2000 UTC, nodul o 2732).
This is an unsigned 32-bit integer in network byte order
The code for this option is 120.

0 1 2 3
01234567890123456789012345678901

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| OPTI ON_F_EXPI RATI ON_TI ME | option-len

e S i i i i i i i S i ik ik S N o
| expiration-tine

B s T s s e T o e S T ks et s oot ST S S S o S S 3
opti on- code OPTI ON_F_EXPI RATI ON_TI ME (120)

option-len 4

expiration-tine The expiration tine. This MJST be an

absolute time (i.e., seconds since nidnight
January 1, 2000 UTC, nodul o 2732).
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5.5.5. OPTI ON_F_MAX_UNACKED_BNDUPD
This option specifies the maxi nrum nunber of BNDUPD nessages that this
server is prepared to accept over the TCP connection w thout causing
the TCP connection to bl ock.
This is an unsigned 32-bit integer in network byte order.

The code for this option is 121.

0 1 2 3
01234567890123456789012345678901

T T i e i i e T e b s S S SN S
| OPTI ON_F_MAX UNACKED BNDUPD | option-len |
i T i o o i S e £ o S R SR R R SR
| max- unacked- bndupd |
B T e o i S I i i S S N iy St S I S S
option-code OPTI ON_F_MAX_UNACKED BNDUPD (121)
option-len 4
max- unacked- bndupd Maxi mum nunber of unacked BNDUPD nessages

al | owed

5.5.6. OPTION_F_MCLT

The Maxi mum Client Lead Time (MCLT) is the upper bound on the
difference all owed between the valid lifetine provided to a DHCP
client by a server and the valid lifetime known by that server’s
failover partner. It is an interval, nmeasured in seconds. See
Section 4. 4.

This is an unsigned 32-bit integer in network byte order.
The code for this option is 122.

0 1 2 3

01234567890123456789012345678901
N o
| OPTI ON_F_MCLT | option-Ilen |
B T o S e i oL I S e e T s T S it i S
| ncl t |
B i i i i T S T s a ks aits S S S S S S S

opti on-code OPTI ON_F_MCLT (122)
option-Ilen 4
ncl t The MCLT, in seconds
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5.5.7. OPTI ON_F_PARTNER_LI FETI ME
This option specifies the time after which the partner can consider
an | Pv6 address expired and is able to reuse the | Pv6 address.
This MJST be an absolute tine (i.e., seconds since m dnight
January 1, 2000 UTC, nodul o 2732).
This is an unsigned 32-bit integer in network byte order
The code for this option is 123.

0 1 2 3
01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
| OPTI ON_F_PARTNER LI FETI ME | option-Ilen

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| partner-lifetinme

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
opti on-code OPTI ON_F_PARTNER_LI FETI ME (123)

option-Ilen 4

partner-lifetinme The partner lifetime. This MJST be an

absolute time (i.e., seconds since m dnight
January 1, 2000 UTC, nodul o 2732).

5.5.8. OPTI ON_F_PARTNER LI FETI ME_SENT

This option indicates the time that was received in an

OPTI ON_F_PARTNER LI FETI ME option (Section 5.5.7). This is an exact
duplicate (echo) of the tine received in the

OPTI ON_F_PARTNER LI FETI ME option; it is not adjusted in any way.
This MJST be an absolute tine (i.e., seconds since m dnight

January 1, 2000 UTC, nodul o 2"32).

This is an unsigned 32-bit integer in network byte order
The code for this option is 124.

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| OPTI ON_F_PARTNER_LI FETI ME_SENT | option-len

B s S S i i i ks a ks st S S S S S S
| partner-lifetinme-sent

R R R R e e s o S e R S S S S S S e e e e e
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opti on- code OPTI ON_F_PARTNER_LI| FETI ME_SENT (124)
option-len 4
partner-lifetime-sent The partner-lifetime received in an

OPTI ON_F_PARTNER LI FETI ME opti on.
This MJST be an absolute tine
(i.e., seconds since mdnight
January 1, 2000 UTC, nodul o 2732).

5.5.9. OPTI ON_F_PARTNER _DOMN_TI ME
This option specifies the tinme that the server nost recently | ost
communi cations with its failover partner. This MJST be an absol ute
time (i.e., seconds since mdnight January 1, 2000 UTC, nodul o 2732).

This is an unsigned 32-bit integer in network byte order.

The code for this option is 125.

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| OPTI ON_F_PARTNER DOMN_TI ME | option-Ilen |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| part ner-down-tine |
e e i i e e e i S e R e E e
opti on- code OPTI ON_F_PARTNER_DOMN_TI ME (125)

option-Ilen 4

partner-down-tine Contai ns the PARTNER-DOMN tinme. This MJST be
an absolute tine (i.e., seconds since m dnight
January 1, 2000 UTC, nodul o 2732).
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5.5.10. OPTI ON_F_PARTNER_RAW CLT_TI ME
This option specifies the time when the partner nost recently
interacted with the DHCP client associated with this |Pv6 address or
prefix. This MJST be an absolute tine (i.e., seconds since m dnight
January 1, 2000 UTC, nodul o 2732).
This is an unsigned 32-bit integer in network byte order
The code for this option is 126.

0 1 2 3
01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
| OPTI ON_F_PARTNER RAW CLT_TI ME | option-Ilen

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| partner-rawclt-time

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
option-code OPTI ON_F_PARTNER RAW CLT_TI ME (126)
option-Ilen 4

partner-rawclt-tine Contains the partner-rawclt-tinmne.

This MJST be an absolute tine
(i.e., seconds since mdnight
January 1, 2000 UTC, nodul o 2732).

5.5.11. OPTI ON_F_PROTOCOL_VERSI ON

The protocol version allows one failover partner to determ ne the
versi on of the protocol being used by the other partner, to allow for
changes and upgrades in the future. Two conponents are provided, to
all ow | arge and snall changes to be represented in one 32-bit nunber.
The intent is that |arge changes would result in an increnent of the
val ue of mmjor-version, while small changes would result in an

i ncrement of the value of mnor-version. As subsequent updates and
extensions of this docunment can define changes to these values in any
way deened appropriate, no attenpt is nmade to further define "large"
and "small" in this docunent.
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This option consists of two unsigned 16-bit integers in network byte
or der.

The code for this option is 127.

0 1 2 3
01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
| OPTI ON_F_PROTOCOL_VERSI ON | option-Ilen |
B T T T o o S S S e i S S Tk e e Y S
| maj or - ver si on | m nor -ver si on |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
option-code OPTI ON_F_PROTOCOL_VERSI ON (127)

option-Ilen 4

maj or - ver si on The major version of the protocol. Initially 1.
m nor -ver si on The m nor version of the protocol. Initially O.

5.5.12. OPTI ON_F_KEEPALI VE_TI MVE

This option specifies the nunber of seconds (an interval) within
whi ch the server nust receive a nessage fromits partner, or it wll
assune that conmuni cations fromthe partner are not "OK".

This is an unsigned 32-bit integer in network byte order.
The code for this option is 128.

0 1 2 3

01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| OPTI ON_F_KEEPALI VE_TI ME | option-Ilen |
i T e o o i e t o S R TR R R SR
| keepal i ve-tine |
B T e o i S I i i S S N iy St S I S S

option-code OPTI ON_F_KEEPALI VE_TI ME (128)
option-Ilen 4
receive-tine The keepalive-time. An interval of seconds.
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5.5.13. OPTI ON_F_RECONFI GURE_DATA

This option contains the information necessary for one failover
partner to use the reconfigure-key created on the other fail over
partner.

The code for this option is 129.

0 1 2 3
01234567890123456789012345678901
B ey St S S s i I I R R S o S S S S S S S S S s S
|  OPTI ON_F_RECONFI GURE_DATA | option-1en |
B S I i T S s st T S S S S

| reconfigure-tine
e i T T e S e e e e o e e e e af et S S e
|

reconfi gure-key
(vari abl e)

T I T S S T it S S S S i L i T R S A s

opti on- code OPTI ON_F_RECONFI GURE_DATA (129)
option-len 4 + |l ength of reconfigure-key
reconfigure-tine Time at which reconfigure-key was created

This MJST be an absolute tine

(i.e., seconds since mnidnight

January 1, 2000 UTC, nodul o 2732).
reconfi gure-key The reconfigure key
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5.5.14. OPTI ON_F_RELATI ONSHI P_NAVE

This option specifies a name for this failover relationship. It is
used to distingui sh between rel ati onshi ps when there are nultiple
fail over rel ationships between two fail over servers.

This is a UTF-8 encoded text string suitable for display to an end
user. It MJST NOT be null-term nated.

The code for this option is 130.

0 1 2 3
01234567890123456789012345678901
+ + T o T S S i T SEp A S Sl S S
| OPTI ON_F_RELATI ONSHI P_NAME | option-len |
+ T S S g S S
|

rel ati onshi p- nane
(vari abl e)

T S i o S S e i < S S S S S S S S S S S

opti on- code OPTI ON_F_RELATI ONSHI P_NAME (130)
option-len | ength of rel ationship-nane
rel ati onshi p- nane A UTF-8 encoded text string suitable for

di splay to an end user. MJST NOT be
nul | -term nat ed.
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5.5.15. OPTI ON_F_SERVER FLAGS

The OPTI ON_F_SERVER FLAGS option specifies information associ ated
with the failover endpoint sending the option.

This is an unsigned byte.
The code for this option is 131.

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| OPTI ON_F_SERVER FLAGS | option-len |
B Lt r s i i i o o T s ks S R S
| server-flags |
+- - - - - - - -+

option-code OPTI ON_F_SERVER FLAGS (131)
option-len 1
server-flags The server flags. See bel ow

01234567
e T
| MBZ |ASC
e

The bits (numbered fromthe nost significant bit in network
byte order) are used as foll ows:

0- 4: VMBZ
Must be zero.
5 (A): ACK_STARTUP
Set to 1 to indicate that the OPTI ON_F_SERVER FLAGS option
that was nost recently received contained the
STARTUP bit set.
6 (S): STARTUP
MJUST be set to 1 whenever the server is in STARTUP state.
7 (©O: COWUN CATED
Set to 1 to indicate that the sending server has
communi cated with its partner.
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5.5.16. OPTI ON_F_SERVER STATE

The OPTI ON_F_SERVER STATE option specifies the endpoint state of the
server sending the option.

This is an unsigned byte.
The code for this option is 132.

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| OPTI ON_F_SERVER STATE | option-len |
B Lt r s i i i o o T s ks S R S
| server-state |
+- - - - - - - -+

opti on-code OPTI ON_F_SERVER_STATE (132)
option-len 1
server-state Fai | over endpoint state

Val ue Server State

0 reserved

1 STARTUP Startup state (1)

2 NORMAL Normal state

3 COMMUNI CATI ONS- | NTERRUPTED  Conmmuni cati ons i nterrupted

4 PARTNER- DOVWN Part ner down

5 POTENTI AL- CONFLI CT Synchr oni zi ng

6 RECOVER Recovering bi ndings from partner
7 RECOVER- WAI T Wai ting out MCLT after RECOVER
8 RECOVER- DONE Interlock state prior to NORVAL
9 RESOLUTI ON- | NTERRUPTED Comm failed during resol ution
10 CONFLI CT- DONE Primary resolved its conflicts
These states are discussed in detail in Section 8.

(1) The STARTUP state is never sent to the partner server; it is
i ndi cated by the STARTUP bit in the OPTI ON_F_SERVER FLAGS option
(see Section 8.3).
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5.5.17. OPTI ON_F_START_TI ME_OF_STATE

The OPTI ON_F_START_TI ME_OF_STATE option specifies the tine at which
the associated state began to hold its current value. Wen this
option appears in a STATE nessage, the state to which it refers is
the server endpoint state. Wien it appears in an | A NA-options,

| A TA-options, or |A PD-options field, the state to which it refers
is the binding-status value in the OPTION IA NA, OPTION |A TA, or
OPTION_I A PD option, respectively. This MJST be an absolute tine
(i.e., seconds since mdnight January 1, 2000 UTC, nodul o 2732).

This is an unsigned 32-bit integer in network byte order
The code for this option is 133.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| OPTION_F_START Tl ME_OF STATE | option-len

B Lt r s i i i o o T s ks S R S
| start-time-of-state

B s T s s e T o e S T ks et s oot ST S S S o S S 3

opti on-code OPTI ON_F _START_TI ME_OF_STATE (133)
option-len 4
start-tine-of-state The start tine of the current state.

This MJST be an absolute tine (i.e., seconds
since m dni ght January 1, 2000 UTC
nmodul o 2732).

5.5.18. OPTI ON_F_STATE_EXPI RATI ON_TI ME

The OPTI ON_F_STATE _EXPI RATI ON_TI ME option specifies the tine at which
the current state of this lease will expire. This MJST be an
absolute time (i.e., seconds since mdnight January 1, 2000 UTC,
nodul o 2732).

Note that states other than ACTIVE nay have a tinme associated with
them |In particular, EXPIRED night have a tine associated with it,
in the event that sone sort of "grace period" existed where the | ease
woul d not be reused for a period after the |ease expired. The
ABANDONED state mght have a tine associated with it, in the event
that the servers participating in failover had a tinme after which an
ABANDONED | ease mi ght be placed back into a pool for allocation to a
client. In general, if there is an OPTI ON_STATE_EXPI RATI ON_TI ME
associated with a particular state, that indicates that the

associ ated state will expire and nove to a different state at

that time.
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This is an unsigned 32-bit integer in network byte order.

The code for this option is 134.

0 1 2 3
01234567890123456789012345678901
I S S S T i S S S T 3
| OPTI ON_F_STATE_EXPI RATI ON_TI ME| option-1len |
I T i T i e S i i S S s
| state-expiration-tinme |
B T e o i S I i i S S N iy St S I S S
opti on-code OPTI ON_F_STATE_EXPI RATI ON_TI ME (134)
option-len 4
state-expiration-tinme The tine at which the current state of the
|l ease will expire. This MIST be an

absolute time (i.e., seconds since m dnight
January 1, 2000 UTC, nodul o 2732).

5.6. Status Codes

The followi ng new status codes are defined to be used in the
OPTI ON_STATUS_CODE opti on.

Addr essl nUse (16)
One client on one server has |leases that are in conflict with the
| eases that the client has on another server. Alternatively, the
address could be associated with a different lIdentity Association
Identifier (1AID) on each server.

ConfigurationConflict (17)
The configuration inplied by the information in a BNDUPD nessage
(e.g., the IPv6 address or prefix address) is in direct conflict
with the informati on known to the receiving server.

M ssi ngBi ndi ngl nformati on (18)
There is insufficient infornation in a BNDUPD nessage to
effectively process it.

Qut dat edBi ndi ngl nf or mati on (19)
The information in a server’s binding database conflicts with the
i nformation found in an i nconmi ng BNDUPD nessage and the server
believes that the infornmation in its binding database nore
accurately reflects reality.

Server Shutti ngDown (20)

The server is undergoing an operator-directed or otherw se pl anned
shut down.

M ugal ski & Ki nnear St andards Track [ Page 39]



RFC 8156 DHCPv6 Fail over Protocol June 2017

DNSUpdat eNot Supported (21)
A server receives a BNDUPD nessage with DNS update information
i ncluded and the server doesn’t support DNS update.

Excessi veTi neSkew (22)
A server detects that the tine skew between its current tine and
its partner’s current tine is greater than 5 seconds

6. Connection Managenent

Commruni cati on between failover partners takes place over a long-lived
TCP connection. This connection is always initiated by the primary
server, and if the long-lived connection is lost it is the
responsibility of the primary server to attenpt to reconnect to the
secondary server. The detailed process used by the primary server
when initiating a connection and by the secondary server when
responding to a connection attenpt as documented in Section 6.1 is
foll owed each tine a connection is established, regardl ess of any
previ ous connecti on between the failover partners.

6.1. Creating Connections

Every primary server inplenenting the failover protocol MJST
periodically attenpt to create a TCP connection to the dhcp-fail over
port (647) of all of its configured partners, where the period is

i mpl enent ati on dependent and SHOULD be configurable. In the event
that a connection has been rejected by a CONNECTREPLY nessage with an
OPTI ON_STATUS_CODE option contained in it or a DI SCONNECT nmessage, a
server SHOULD reduce the frequency with which it attenpts to connect
to that server, but it MJST continue to attenpt to connect
periodically.

Every secondary server inplenmenting the failover protocol MJST |isten
for TCP connection attenpts on the dhcp-failover port (647) froma
primary server.

After a primary server successfully establishes a TCP connection to a
secondary server, it MJST continue the connection process as
described in Section 8.2 of [RFC7653]. |In the | anguage of that
section, the primary failover server operates as the "requestor" and
the secondary fail over server operates as the "DHCP server". The
message that is sent over the newy established connection is a
CONNECT nessage, instead of an ACTI VELEASEQUERY nessage.

Wien a secondary server receives a connection attenpt, the only

i nformati on that the secondary server has is the | P address of the
partner initiating a connection. If it has any relationships with
the connecting server for which it is a secondary server, it should
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operate as described in Section 9.1 of [RFC7653], with the exception
that instead of waiting for an Active Leasequery nessage it will wait
for a CONNECT nessage. Once it has received the CONNECT nessage, it
will use the information in that nmessage to determ ne which
relationship this connection is to service.

If it has no secondary relationships with the connecting server, it
MUST drop the connection

To sumarize -- a primary server MJST use a connection that it has
initiated in order to send a CONNECT nmessage. Every server that is a
secondary server in a relationship MIST |isten for CONNECT nessages
fromthe primary server.

When t he CONNECT and CONNECTREPLY exchange successfully produces a
wor ki ng fail over connection, the next nmessage sent over a new
connection is a STATE nessage. See Section 6.3. Upon the receipt of
t he STATE nessage, the receiver can consider comunications "OK"

6.1.1. Sending a CONNECT Message

The CONNECT nessage is sent with information about the fail over
configuration on the primary server. The nessage MJST contain at
| east the following information in the options area:

o OPTION F PROTOCOL_VERSI ON contai ning the protocol version that the
primary server will use when sending failover nmessages.

o OPTION_F_MCLT containing the configured MCLT.

o OPTION_F _KEEPALI VE TI ME contai ning the nunber of seconds (an
interval) within which the server nust receive a nessage fromits
partner, or it will assume that communications fromthe partner
are not "OK".

o OPTION_F_MAX _UNACKED BNDUPD cont ai ni ng the naxi mum nunber of
BNDUPD nessages that this server is prepared to accept over the
fail over connection w thout causing the connection to block. This
i mpl ements application-level flow control over the connection, so
that a flood of BNDUPD nessages does not cause the connection to
bl ock and thereby prevent other nessages frombeing transnitted
over the connection and received by the failover partner
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6. 1.

2.

OPTI ON_F_RELATI ONSHI P_NAME contai ning the name of the fail over
relationship to which this connection applies. |If there is no
OPTI ON_F_RELATI ONSHI P_NAME i n the CONNECT nessage, it indicates
that there is only a single relationship between this pair of
primary and secondary servers.

OPTI ON_F_CONNECT_FLAGS contai ning i nfornmati on about certain
attributes of the connecting servers.

Recei ving a CONNECT Message

A server receiving a CONNECT nessage nust process the information in
the message and deci de whether or not to accept the connection. The
processing is perforned as foll ows:

(0]

sent-time - The secondary server checks the sent-tine to see if it
is within 5 seconds of its current tinme. See Section 7.1. If it
is not, return ExcessiveTi neSkew in the OPTI ON_STATUS CODE to

rej ect the CONNECT nessage.

OPTI ON_F_PROTOCOL_VERSI ON - The secondary server decides if the
protocol version of the primary server is supported by the
secondary server. If it is not, return NotSupported in the
OPTI ON_STATUS CODE to reject the CONNECT nessage.

OPTION_ F MCLT - Use this MCLT supplied by the primary server.
Remenber this MCLT, and use it until a different MCLT is supplied
by sonme subsequent CONNECT nessage.

OPTI ON_F_KEEPALI VE_TI ME - Renenber the keepalive-tine as the
FO KEEPALI VE_TI ME (Section 6.5) when inplenenting the
Unreachability Detection algorithmdescribed in Section 6. 6.

OPTI ON_F_MAX UNACKED BNDUPD - Ensure that the maxi mum anount of
unacked BNDUPD nessages queued to the prinmary server never exceeds
the value in the OPTI ON_F_MAX UNACKED BNDUPD opti on.

OPTI ON_F_CONNECT_FLAGS - Ensure that the secondary server can
process information fromthe primary server as specified in the
flags. For exanple, if the secondary server cannot process prefix
del egation with variabl e-si zed prefixes del egated fromthe sane
del egabl e prefix and the prinmary server says that it can, the
secondary shoul d reject the connection.
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A CONNECT nessage SHOULD al ways be foll owed by a CONNECTREPLY
message, to either (1) accept the connection or (2) reject the
connection by including an OPTI ON_STATUS _CODE option with a
status-code indicating the reason for the rejection. |If accepting
the connection attenpt, then send a CONNECTREPLY nessage with the
followi ng information:

0o OPTI ON_F_PROTOCOL_VERSI ON cont ai ni ng the protocol version being
used by the secondary server when sending failover nessages.

o OPTION_F _MCLT containing the MCLT currently in use on the
secondary server. This MJST equal the MCLT that was in the
OPTION_F_MCLT option in the CONNECT nessage.

o OPTION_F_KEEPALI VE Tl ME contai ning the nunmber of seconds (an
interval) within which the server nmust receive a nessage fromits
partner, or it will assunme that communications fromthe partner
are not "OK".

o OPTION_F_MAX UNACKED BNDUPD cont ai ni ng the naxi mum nunber of
BNDUPD nmessages that this server is prepared to accept over the
fail over connection w thout causing the connection to block. This
i npl ements application-level flow control over the connection, so
that a flood of BNDUPD nessages does not cause the connection to
bl ock and t hereby prevent other nessages frombeing transnitted
over the connection and received by the failover partner

0 OPTION_F_CONNECT_FLAGS contai ning information describing the
attributes of the secondary server that the primary needs to
know about .

After sending a CONNECTREPLY nessage to accept the prinmary server’s
CONNECT nessage, the secondary server MJST send a STATE nessage (see
Section 6.3).

6.1.3. Receiving a CONNECTREPLY Message

A server receiving a CONNECTREPLY nessage nust process the
information in the nmessage and deci de whether or not to continue to
enpl oy the connection. The processing is perforned as foll ows:

0 OPTION F PROTOCOL_VERSION - The prinary server decides if the
protocol version in use by the secondary server is supported by
the primary server. |If it is not, send a D SCONNECT nessage and
drop the connection. If it is supported, continue processing. It
is possible that the primary and secondary servers will each be
sending different versions of the protocol to the other server
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The extent to which this is supported will be defined partly by
as-yet -unknown differences in the protocols that the versions
represent and partly by the capabilities of the two

i npl ementations involved in the failover rel ationship.

0o OPTION F MCLT - Conpare the MCLT received with the configured
MCLT. |If they are different, send a DI SCONNECT nessage and drop
t he connecti on.

o OPTION_F _KEEPALI VE TI ME - Renenber the keepalive-tinme as the
FO KEEPALI VE_TI ME (Section 6.5) when inplenenting the
Unreachability Detection algorithmdescribed in Section 6.6.

o OPTION_F _MAX UNACKED BNDUPD - Ensure that the naxi mum anount of
unacked BNDUPD nessages queued to the secondary server never
exceeds the value in the OPTI ON_F_MAX UNACKED BNDUPD opti on.

0 OPTION F CONNECT_FLAGS - Ensure that the prinmary server can
process informati on fromthe secondary server as specified in the
flags. For exanple, if the primary server cannot process prefix
del egation with variabl e-si zed prefixes del egated fromthe sane
del egabl e prefix and the secondary server says that it can, the
primary should drop the connection

After receiving a CONNECTREPLY nessage that accepted the prinmary
server’s CONNECT nessage, the primary server MJST send a STATE
nmessage (see Section 6.3).

6.2. Endpoint ldentification

A failover endpoint is always associated with a set of DHCP prefixes
that are configured on the DHCP server where the endpoint appears. A
DHCP prefix MJST NOT be associated with nore than one fail over
endpoi nt .

The fail over protocol SHOULD be configured with one fail over

rel ati onshi p between each pair of failover servers. |n this case
there is one failover endpoint for that relationship on each fail over
partner. This failover relationship MJST have a uni que nane.

Any fail over endpoint can take actions and hol d uni que states.

This docunent frequently describes the behavior of the fail over
protocol in terns of primary and secondary servers, not primary and
secondary failover endpoints. However, it is inportant to renenber
that every "server" described in this docunent is in reality a

fail over endpoint that resides in a particular process and that
several failover endpoints may reside in the sane server process
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It is not the case that there is a unique failover endpoint for each
prefix that participates in a failover relationship. On one server
there is (typically) one failover endpoint per partner, regardless of
how many prefixes are managed by that conbi nation of partner and
role. On a particular server, any given prefix that participates in
failover will be associated with exactly one failover endpoint.

Wien a connection is received fromthe partner, the unique failover
endpoint to which the nessage is directed is determ ned solely by the
| Pv6 address of the partner, the relationship name, and the rol e of
the receiving server.

6.3. Sending a STATE Message

A server MJST send a STATE nessage to its fail over partner whenever
the state of the fail over endpoint changes. Sending the occasiona
duplicate STATE nmessage will not cause any problens; note, however,
that not updating the failover partner with infornmation about a
fail over endpoint state change can, in many cases, cause the entire
fail over protocol to be inoperative.

The STATE nessage is sent with information about the endpoint state
of the failover relationship. The STATE nessage MJST contain at
| east the following information in the options area:

o OPTION_F _SERVER STATE containing the state of this fail over
endpoi nt .

o OPTION_F_SERVER FLAGS containing the flag val ues associated with
this failover endpoint.

o OPTION F_START_TI ME_OF_STATE containing the tinme when this becane
the state of this failover endpoint.

0o OPTION_F_PARTNER DOMAN TI ME containing the time that this fail over
endpoi nt went into PARTNER-DOM state if this server is in
PARTNER- DOWN state. |If this server isn't in PARTNER- DOMN st at e,
do not include this option

The server sending a STATE nessage SHOULD ensure that this

information is witten to stable storage prior to enqueuing it to its
fail over partner.
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6.4. Receiving a STATE Message

A server receiving a STATE nessage nust process the information in
the message and decide how to react to the information. The
processing is perforned as foll ows:

0 OPTION F SERVER STATE - If this represents a change in state for
the failover partner, react according to the instructions in
Section 8.1. |If the state is not PARTNER-DOMN, cl ear any nenory
of the partner-down-tine.

0 OPTION F SERVER FLAGS - Renenber these flags in an appropriate
data area so they can be referenced | ater

0 OPTION_F_START_TI ME_OF_STATE - Renenber this information in an
appropriate data area so it can be referenced | ater.

0 OPTION_F_PARTNER DOMWN TIME - |f the value of the
OPTI ON_F_SERVER STATE i s PARTNER- DOAN, renenber this information
in an appropriate data area so it can be referenced later

A server receiving a STATE nessage SHOULD ensure that this
information is witten to stable storage.

6.5. Connection Mii ntenance Paraneters

The followi ng paraneters and tinmers are used to ensure the integrity
of the connections between two fail over servers.

Par anet er Default Description

FO KEEPALI VE_TI MER timer counts down to tine
connection assuned dead
due to lack of nessages

FO KEEPALI VE_TI ME 60 maxi mumtinme server will
consi der connection still up
with no nessages

FO CONTACT_PER KEEPALIVE TIME 4 nunber of CONTACT nessages
to send during partner’s
FO_KEEPALI VE_TI ME peri od

FO SEND Tl MER timer counts down to tine to send
next CONTACT nessage
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FO SEND Tl ME 15 maxi mumtine to wait between
sendi ng CONTACT nessages
if no other traffic.
Created frompartner’s
FO_KEEPALI VE_TI ME di vi ded by
FO_CONTACT_PER_KEEPALI VE_TI ME

6.6. Unreachability Detection

7.

7.

Each partner MUST nmaintain an FO SEND TI MER for each fail over
connection. The FO SEND Tl MER for a particular connection is reset
to FO SEND TIME every tine any nessage is transmitted on that
connection, and the tiner counts down once per second. |If the tinmer
reaches zero, a CONTACT nessage is transmitted on that connection and
the tiner for that connection is reset to FO SEND TIME. The CONTACT
message may be transmitted at any tine. An inplenentation MAY use
addi ti onal mechanisns to detect partner unreachability.

The FO SEND TIME is initialized fromthe configured FO KEEPALI VE TI ME
di vided by FO CONTACT PER KEEPALIVE TI ME. Wen a CONNECT or
CONNECTREPLY nessage is received on a connection, the received

OPTI ON_F_KEEPALI VE_TI ME option is checked, and the value in that
option is used to calculate the FO SEND TIME for that connection by
di viding the val ue received by the configured
FO_CONTACT_PER_KEEPALI VE_TI ME

Each partner MJUST maintain an FO _KEEPALI VE_TI MER for each fail over
connection. This tiner is initialized to FO KEEPALIVE TI ME and
counts down once per second. It is reset to FO KEEPALIVE TIME
whenever a nessage is received on that connection. |If it ever
reaches zero, that connection is considered dead. In addition, the
FO KEEPALI VE TI ME for that connection MJST be sent to the fail over
partner on every CONNECT or CONNECTREPLY nessage in the

OPTI ON_F_KEEPALI VE_TI ME opti on

Bi ndi ng Updates and Acks
1. Tinme Skew

Part ners exchange i nformati on about known | ease states. To reliably
conmpare a known | ease state with an update received froma partner
servers nust be able to reliably conpare the tines stored in the
known | ease state with the tines received in the update. The

fail over protocol adopts the sinple approach of requiring that the
fail over partners use some nmechanismto synchronize the clocks on the
two servers to within an accuracy of roughly 5 seconds.
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A mechanismto nmeasure and track relative tinme differences between
servers is necessary to ensure this synchronization. To do so, each
nmessage contains the tine of the transmission in the sent-tinme field
of the nmessage (see Section 5.2). The transmitting server MJST set
this as close to the actual transm ssion as possible. The receiving
partner MJST store its own tinmestanp of reception as close to the
actual reception as possible. The received tinestanp infornmation is
then conpared with the |ocal tinestanp.

7. 2. I nf or mati on Model

In nost DHCP servers, a |lease on an | Pv6 address or a prefix can take
on several different binding-status values, sonetines also called

"l ease states". Wiile no two DHCP server inplenentations will have
exactly the sane possibl e binding-status val ues, [RFC3315] enforces
some commonal ity anong the general semantics of the binding-status
val ues used by various DHCP server inplenentations.

In order to transnit binding database updates between one server and
anot her using the failover protocol, sonme comon bindi ng-status

val ues nmust be defined. It is not expected that these val ues
correspond to any actual inplenentation of DHCPv6 in a DHCP server,
but rather that the binding-status values defined in this docunent
shoul d be convertible back and forth between those defined bel ow and
those in use by nany DHCP server inplenentations.

The | ease bindi ng-status values defined for the fail over protocol are
listed below. Unless otherw se noted bel ow, there MAY be client
i nformati on associated with each of these binding-status val ues.

ACTIVE - The lease is assigned to a client. dient identification
data MJST appear.

EXPI RED - This value indicates that a client’s binding on a given
| ease has expired. Wen the partner acks the BNDUPD nessage of an
expired |l ease, the server sets its internal state to PEND NG FREE
Cient identification SHOULD appear

RELEASED - This value indicates that a client sent a RELEASE nessage.
When the partner acks the BNDUPD nessage of a rel eased | ease, the
server sets its internal state to PENDING FREE. dient
identification SHOULD appear.
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PENDI NG FREE - Once a lease is expired or released, its state becones
PENDI NG FREE.  Dependi ng on which al gorithmwas used to allocate a
gi ven | ease, PENDI NG FREE nmay nean either FREE or FREE- BACKUP
| mpl enent ati ons do not have to inplement this PENDI NG FREE state
but may choose to switch to the destination state directly. For
clarity of representation, this transitional PEND NG FREE state is
treated as a separate state.

FREE - This value is used when a DHCP server needs to conmunicate
that a lease is unused by any client, but it was not just
rel eased, expired, or reset by a network adm nistrator. \Wen the
partner acks the BNDUPD nessage of a FREE | ease, the server marks
the | ease as avail able for assignnment by the prinmary server. Note
that on a secondary server running in PARTNER-DOM state, after
wai ting the MCLT, the | ease MAY be allocated to a client by the
secondary server. Cient identification MAY appear and indicates,
as a hint, the last client to have used this |ease.

FREE- BACKUP - This value indicates that this | ease can be allocated
by the secondary server to a client at any tinme. Note that on the
primary server running in PARTNER-DOMN state, after waiting the
MCLT, the |l ease MAY be allocated to a client by the prinmary server
if the proportional algorithmwas used. Cdient identification MAY
appear and indicates, as a hint, the last client to have used this
| ease.

ABANDONED - This value indicates that a | ease is considered unusabl e
by the DHCP system The prinmary reason for entering such a state
is the reception of a DECLINE nessage for the | ease. dient
identification MAY appear.

RESET - This value indicates that this | ease was made avail abl e by an
operator comand. This is a distinct state so that the reason
that the | ease becane FREE can be deternmined. dient
identification MAY appear

Whi ch bi ndi ng-status values are associated with a tineout is
i mpl enent ati on dependent. Some bi ndi ng-status val ues, such as

ACTIVE, will have a tineout value in all inplenmentations, while
ot hers, such as ABANDONED, will have a tinmeout value in sone
i npl ementations and not in others. In sone inplenentations, a

bi ndi ng-status val ue may be associated with a tinmeout in sone
circunstances and not in others. The receipt of a BNDUPD nessage
with a particul ar binding-status value and an

OPTI ON_F_STATE_EXPI RATI ON_TI ME i ndi cates that this particul ar

bi ndi ng-status value is associated with a tineout.
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The | ease state nmachine is presented in Figure 2. Most states are
stationary, i.e., the |lease stays in a given state until an external
event triggers transition to another state. The only transitive
state is PENDING FREE. Once it is reached, the state machine

i Mmedi ately transitions to either FREE or FREE- BACKUP st at e.

S RS +
R >| ACTIVE | <-------------- \
| SRR + |
| | |
I |/--(8)--/ (|3) \--(9)-\ I
| V V V |
| S e + temmmmm + tmmmmmmaas +
| | EXPI RED| | RELEASED] | ABANDONED] |
| [ S + [ S + [ S —— +
| | | | |
| | | (10) |
| | | \Y |
| | | Hoo-oooo- + |
| | | | RESET | |
| | | Hommmoo-- +
| | | | |
I \--(4)--\| (|4) |/--(4)--/ I
(1) V V V (2)
| [=mmmmen-- \ |
| | PENDI NG | |
| | FREE | |
| Ve / |
| | |
| [-(5)--1 \-(6)-\ |
| | | |
| \Y \Y |
| [ S + [ S + |
\--- - FREE | <--(7)-->| FREE- BACKUP| - - - - - /
S RS + e +

PENDI NG FREE transition

Figure 2: Lease State Machine
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Transitions between states will result fromthe foll owi ng events:

(1)
(2)
(3)
(4)

(5)

(6)

(7)

(8)
(9)

(10)

M ugal ski

The primary server allocates a |ease.
The secondary server allocates a |ease.
The client sends RELEASE, and the |ease is rel eased.

The partner acknow edges the state change. This transition MAY
al so occur if the server is in PARTNER-DOMN state and the MCLT
has passed since the entry into RELEASED, EXPlI RED, or RESET
st at es.

The | ease belongs to a pool that is governed by proportiona
al I ocation, or independent allocation is used and this |ease
bel ongs to the prinmary server’s pool

The | ease belongs to a pool that is governed by independent
al l ocation, and the | ease belongs to the secondary server

A pool rebal ance event occurs (POOLREQ POOLRESP nessages are
exchanged). Del egable prefixes belonging to the primary server
can be assigned to the secondary server’s pool (transition from
FREE t o FREE- BACKUP) or vice versa

The | ease has expired.

A DECLI NE nessage is received, or a lease is deened unusabl e
for other reasons.

An adninistrative action is taken to restore an abandoned | ease
to a usable state. This transition MAY occur due to

i mpl erent ati on-specific handling of an ABANDONED | ease. One
possi bl e exanple of this is a Neighbor Discovery or |ICWMPv6 Echo
check to see if the address is still in use.
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The | ease that is no longer in use (due to expiration or rel ease)
becones PENDI NG FREE. Dependi ng on what allocation algorithmis
used, the lease that is no longer in use returns to the prinmary poo
(FREE) or the secondary pool (FREE-BACKUP). The conditions for
specific transitions are depicted in Figure 3.

o e e [ TS S +
[ \ Lease owner |

I \ | Primary | Secondary

| Al gorithm \ | |
S Fomm e e o S +
| Proportional | FREE | FREE- BACKUP
| I ndependent | FREE | FREE |
o e oo [ TS R +

Figure 3: PENDI NG FREE State Transitions
7.3. Tinmes Required for Exchangi ng Bi ndi ng Updates

Each server nust keep track of the follow ng specific tinmes beyond
those required by the base DHCP specification [ RFC3315].

expiration-tine
The greatest lifetine that this server has ever acked to its
failover partner in a BNDREPLY nessage.

acked-partner-lifetinme
The greatest lifetine that the failover partner has ever acked to
this server in a BNDREPLY nessage

partner-lifetine
The tine value that will be sent (or that has been sent) to the
partner to indicate the time after which the partner can consider
the | ease expired. Wen a BNDUPD nessage is received, this val ue
can be updated fromthe received OPTI ON_F_EXPI RATI ON_TI ME

client-last-transaction-tinme
The tine when this server nost recently interacted with the client
associated with this |ease.

partner-rawclt-tinme
The tine when the partner nost recently interacted with the client
associated with this lease. This tinme renmains exactly as it was
received by this server and MUST NOT be adjusted in any way.
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start-tinme-of-state
The tine when the binding-status of this | ease was changed to its
current val ue.

Sstate-expiration-tine
The tine when the current state of this lease will expire.

7.4. Sending Binding Updates

Every BNDUPD nessage contains information about either (1) a single
client binding in an OPTI ON_CLI ENT_DATA option that includes | AADDR
or | APREFI X options associated with that client or (2) a single
prefix | ease in an OPTION | APREFI X option for prefixes that are
currently not associated with any clients.

Al'l information about a particular client binding MIST be cont ai ned
in a single OPTION_CLI ENT_DATA option (see Section 4.1.2.2 of

[ RFC5007]). The OPTION _CLI ENT_DATA option contains at |east the data
shown below in its client-options section:

0 OPTION_CLIENTID containing the DU D of the client nost recently
associated with this | ease MIST appear.

o0 OPTION LQ BASE TIME containing the absolute tinme that the
i nfornmati on was placed in this OPTI ON_CLI ENT_DATA option (see
Section 6.3.1 of [RFC7653]) MJST appear.

0 OPTION_VSS (see Section 3.4 of [RFC6607]). This option MJIST NOT
appear if the information in this OPTI ON_CLI ENT_DATA option is
associated with the global, default VPN. This option MJST appear
if the information in this OPTION CLI ENT_DATA option is associ ated
with a VPN other than the global, default VPN. Support of
[ RFC6607] is not required, and if it is not supported, then an
OPTI ON_VSS MUST NOT appear. |f [RFC6607] is supported, then an
OPTI ON_VSS MJST appear if and only if a VPN other than the gl obal,
default VPN is used.

0 OPTI ON_F_RECONFI GURE_DATA containing the tine and reconfigure key,
if any.

0 OPTION_LQ RELAY _DATA containing information described in
Section 4.1.2.4 of [RFC5007], if any exists.
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0 OPTION IA NA or OPTION IA TA for an | Pv6 address, or OPTION | A PD
for an I Pv6 prefix. Mre than one of either of these options MAY
appear if nmore than one of themare associated with this client.
At least one of an OPTION IA NA, OPTION IA TA, or OPTION | A PD
nust appear.

* |AID- ldentity Association used by the client, while obtaining
a given lease. Note that (1) one client may use many | Al Ds
sinul taneously and (2) 1AIDs for OPTION_IA NA, OPTION_I A TA
and OPTION_I A PD are orthogonal number spaces.

* Tl time sent to client.

* T2 time sent to client.

* Inside of the A NA-options, | A TA-options, or | A PDoptions
secti ons:

+ OPTION_ | AADDR for an | Pv6 address or an OPTI ON_| APREFI X for
an | Pv6 prefix MJST appear.

- | Pvb address or IPv6 prefix (with length).

- Preferred lifetime sent to client.

- Valid lifetinme sent to client.

- Inside of the | Aaddr-options or |Aprefix-options:

o0 OPTION_F _BI NDI NG_STATUS cont ai ni ng t he bi ndi ng- st at us
MJST appear.

0 OPTION_F_START_TI ME_OF_STATE cont ai ni ng the
start-time-of-state MJUST appear.

o OPTION_F_STATE _EXPI RATI ON_TI ME (absol ute) containing
the state-expiration-tine*.

o OPTION CLT TIME (relative) containing the

client-last-transaction-tinme. See [RFC5007] for a
description of this option.

0 OPTION_F_PARTNER LI FETI ME (absol ute) containing the
partner-lifetinme*.

0 OPTION_F_PARTNER RAW CLT_TI ME (absol ute) contai ning
the partner-rawclt-tine.
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0 OPTION_F_EXPI RATI ON_TI ME (absol ute) containing the
expiration-tinme*.

0 OPTION_CLI ENT_FQDN containing the FQDN i nformation
associated with this |lease and client, if any.

Informati on about a prefix lease is contained in a single

OPTI ON_I APREFI X option. Only a single OPTION_| APREFI X option nay
appear in a BNDUPD nessage outside of an OPTI ON_CLI ENT_DATA opti on.
In detail:

o0 OPTION | APREFI X for a prefix |ease.
* | Pve prefix (with length).
* Inside of the | Aprefix-options section:

+ OPTION VSS (see Section 3.4 of [RFC6607]). This option
MUST NOT appear if the information in this OPTI ON_| APREFI X
option is associated with the global, default VPN. This
option MJST appear if the information in this
OPTI ON_I APREFI X option is associated with a VPN ot her than
the gl obal, default VPN  Support of [RFC6607] is not
required, and if it is not supported, then an OPTI ON_VSS
MUST NOT appear. |If [RFC6607] is supported, then an
OPTI ON_VSS MUST appear if and only if a VPN other than the
gl obal , default VPN is used.

+ OPTION_LQ BASE TI ME containing the absolute time that this
i nformati on was placed in this OPTIONS | APREFI X option (see
Section 6.3.1 of [RFC7653]) MJST appear.

+ OPTI ON_F_BI NDI NG_STATUS cont ai ni ng t he bi ndi ng-status MJST
appear.

+ OPTION_F_START_TI ME_OF_STATE contai ning the
start-tinme-of-state MUST appear.

+ OPTI ON_F_STATE_EXPI RATI ON_TI ME (absol ute) containing the
state-expiration-tinme*.

+ OPTION_F_PARTNER LI FETI ME (absol ute) containing the
partner-lifetine*.

+ OPTI ON_F_EXPI RATI ON_TI ME (absol ute) containing the
expiration-time*.
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Itens marked with a single asterisk (*) MJST appear only if the val ue
in the OPTI ON_F_BI NDI NG_STATUS is associated with a timeout;
otherwi se, it MJST NOT appear. See Section 7.2 for details.

The OPTION_CLT_TIME MJST, if it appears, be the tine that the server
last interacted with the DHCP client. It MJST NOT be, for instance,
the tine that the lease expired if there has been no interaction with
the DHCP client in question.

A server SHOULD be prepared to clean up DNS i nformati on once the

| ease expires or is released. See Section 9 for a detailed

di scussi on about DNS update. Another reason the partner nmay be
interested in keeping additional data is to enable better support for
Leasequery [ RFC5007], Bul k Leasequery [RFC5460], or Active Leasequery
[ RFC7653], sone of which feature queries based on Relay-I1D, |ink
address, or Renote-ID

7.5. Receiving Binding Updates
7.5.1. NMonitoring Tinme Skew

The sent-tine fromthe failover nessage is conpared with the current
time of the receiving server as recorded when it received the
message. The difference is noted, and if it is greater than

5 seconds the receiving server SHOULD drop the connection. A nessage
SHOULD be 1 ogged to signal the reason for the connection being

dr opped.

Any tinme can be before, after, or essentially the sane as anot her
time. Any tine that ends up being +/- 5 seconds of another tine
SHOULD be considered to be representing the sane tine when perfornng
a conparison between two tines.

7.5.2. Acknow edgi ng Reception

Upon acceptance of a binding update, the server MJUST notify its
partner that it has processed the binding update (and updated its

| ease state database if necessary) by sending a BNDREPLY nessage. A
server MJST NOT send the BNDREPLY nessage before its binding database
i s updat ed.
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7.5.3. Processing Binding Updates

Wien a BNDUPD nessage is received, it MJST contain either a single
OPTI ON_CLI ENT_DATA option or a single OPTI ON_I APREFI X opti on.

When anal yzi ng a BNDUPD nessage froma partner server, if there is
insufficient information in the BNDUPD nessage to process it, then it
is rejected with an OPTI ON_STATUS CODE of

"M ssi ngBi ndi ngl nf or mati on".

The server receiving a BNDUPD nessage fromits partner nust eval uate
the received information in each OPTI ON_CLI ENT_DATA or | APREFI X
option to see if it is consistent with the server’s already-known
state and, if it is not, decide to accept or reject the infornmation.
Section 7.5.4 provides details regardi ng how the server nakes this
det ermi nati on.

A server receiving a BNDUPD nessage MJST respond to the sender of
that nmessage with a BNDREPLY nessage that contains the sane
transaction-id as the BNDUPD nessage. This BNDREPLY nessage MJST
contain either a single OPTION_CLI ENT_DATA option or a single

OPTI ON_I APREFI X option, corresponding to whatever was received in the
BNDUPD nessage.

An OPTI ON_CLI ENT_DATA option or an OPTI ON_| APREFI X option in the
BNDREPLY nessage that is accepted SHOULD NOT contain an

OPTI ON_STATUS_CODE unl ess a status nessage needs to be sent to the
fail over partner, in which case it SHOULD i ncl ude an

OPTI ON_STATUS_CODE option with a status-code indicating success and
what ever nessage i s needed.

To indicate rejection of the information in an OPTI ON_CLI ENT_DATA
option or an OPTI ON_|I APREFI X option, an OPTI ON_STATUS CODE SHOULD be
included with a status-code indicating an error in the

OPTI ON_CLI ENT_DATA option or OPTION_| APREFI X option in the BNDREPLY
nessage.

7.5.4. Accept or Reject?

The first task in processing the information in an OPTI ON_CLI ENT_DATA
option or OPTION_I APREFI X option is to extract the client information
(if any) and lease information out of the option and to access the
address |l ease or prefix lease information in the server’s binding

dat abase.

If an OPTION_VSS option is specified in the OPTI ON_CLI ENT_DATA option

or OPTION_I APREFI X option and the VPN specified in the OPTI ON_VSS
option does not appear in the configuration of the receiving server,

M ugal ski & Ki nnear St andards Track [ Page 57]



RFC 8156 DHCPv6 Fail over Protocol June 2017

then reject the entire OPTI ON_CLI ENT_DATA option or OPTI ON_| APREFI X
option by including an OPTI ON_STATUS CODE option with a status-code
of "ConfigurationConflict".

If the |l ease specified in the OPTI ON_CLI ENT_DATA option or

OPTI ON_| APREFI X option is not a | ease associated with the fail over
endpoi nt that received the OPTI ON _CLI ENT_DATA option, then reject it
by i ncluding an OPTI ON_STATUS CODE option with a status-code of
"ConfigurationConflict".

In general, acceptance or rejection is based on the conparison of two
different tine values -- one fromthe OPTI ON_CLI ENT_DATA option or
OPTI ON_| APREFI X option in the BNDUPD nessage, and one fromthe
receiving server’s binding database associated with the address or
prefix | ease found in the BNDUPD nessage. The tinme for the BNDUPD
nmessage where the OPTI ON_F_BI NDI NG STATUS i s ACTI VE, EXPI RED, or
RELEASED is the OPTION_CLT_TIME if one appears, or the

OPTI ON_F_START _TI ME_OF_STATE if one does not. For other

bi ndi ng-status val ues, the tinme for the BNDUPD nessage is the

later of (1) the OPTION.CLT_TIME if one appears or (2) the

OPTI ON_F_START_TI ME_O-_STATE. The time for the lease in the server’s
bi ndi ng database is the client-last-transaction-tinme if one appears,
or the start-tinme-of-state if one does not.

The basic approach is to conpare these tines, and if the one fromthe
BNDUPD nessage is clearly later, then accept the information in the
OPTI ON_CLI ENT_DATA option or OPTION_| APREFI X option. |If the one from
the server’s binding database is clearly later, then reject the
information in the BNDUPD nessage. The chall enge conmes when they are
essentially the sane (i.e., +/- 5 seconds). |In this case, they are
considered identical, despite the minor differences. Figure 4 shows
a table containing the rules for dealing with all of these

si tuations.

bi ndi ng-status in recei ved OPTI ON_CLI ENT_DATA
or OPTI ON_I APREFI X
bi ndi ng-status in
receiving server'’'s FREE RESET
| ease state DB ACTIVE EXPIRED RELEASED FREE- BACKUP ABANDONED

ACTI VE accept(3) tine(l) accept time(1) accept
EXPI RED accept accept accept accept accept
RELEASED accept accept accept accept accept
FREE/ FREE- BACKUP accept accept accept accept accept
RESET time(2) accept accept accept accept
ABANDONED accept accept accept accept accept

Figure 4: Conflict Resol ution
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accept: If the tinme value in the OPTI ON_CLI ENT_DATA option or
OPTI ON_I APREFI X option is later than the time value in the
server’s binding database, accept it, else reject it.

time(1l): If the current tine is later than the receiving server’s
state-expiration-tine, accept it, else reject it.

time(2): If the OPTION CLT TIME value (if it appears) in the
OPTI ON_CLI ENT_DATA is later than the start-tine-of-state in the
recei ving server’s binding, accept it, else reject it.

accept,tine(l),tine(2): |If rejecting, use a status-code of
" Qut dat edBi ndi ngl nf or mati on".

accept(3): If the clients in an OPTI ON_CLI ENT_DATA option and in a
receiving server’'s binding differ, then if tinme(2) or the
receiving server is a secondary accept it, else reject it with a

status-code of "AddresslinUse". |If the clients match, accept the
updat e.
The | ease update may be accepted or rejected. If a lease is rejected

wi t h "Qut dat edBi ndi ngl nformation", then the flag in the |ease that

i ndicates that the partner should be updated with the information in
this | ease SHOULD be set; otherwi se, it SHOULD NOT be changed. If
this flag was previously not set, then an update MAY be transnitted
i mediately to the partner (though the BNDREPLY to this BNDUPD
nmessage SHOULD be sent first). |If this flag was previously set, an
update SHOULD NOT be transnmitted imediately to the partner. In this
case, an update will be sent during the next periodic scan, but not

i medi ately, thus preventing a possible update stormshould the
servers be unable to agree. Utinately, the server with the nost
recent binding information should have its update accepted by its
part ner.

7.5.5. Accepting Updates

When the information in an OPTI ON_CLI ENT_DATA option or

OPTI ON\_I APREFI X option has been accepted, sonme of that information is
stored in the receiving server’'s binding database, and a
correspondi ng OPTI ON_CLI ENT_DATA option or OPTION_| APREFI X option is
entered into a BNDREPLY nessage. The information to enter into the
OPTI ON_CLI ENT_DATA option or OPTION_| APREFI X option in the BNDREPLY
message i s described in Section 7.6.
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The informati on contained in an accepted OPTI ON_CLI ENT_DATA option is

stored in the receiving server’s binding database as foll ows:

1.

2.

The OPTION CLIENTID is used to find the client.

The other data contained in the top level of the
OPTI ON_CLI ENT_DATA option is stored with the client as
appropri ate.

For each of the OPTION_IA NA, OPTION_IA TA, or OPTION_IA PD
options in the OPTI ON_CLI ENT_DATA option and for each of the
OPTI ON_| AADDR or OPTI ON_| APREFI X options in the A * options:

a.

b.

OPTI ON_F_BI NDI NG_STATUS is stored as the binding-status.
OPTI ON_F_PARTNER LI FETIME is stored in the expiration-tine.

OPTI ON_F_STATE_EXPI RATION_TIME is stored in the
state-expiration-tine.

OPTION_CLT_TI ME [ RFC5007] is stored in the
partner-rawclt-tine.

OPTI ON_F_PARTNER _RAW CLT_TI ME repl aces the
client-last-transaction-tine if it is later than the current
client-last-transaction-tine.

OPTI ON_F_EXPI RATI ON_TI ME repl aces the partner-lifetime if it
is later than the current partner-lifetine.

The information contained in an accepted single OPTI ON_| APREFI X
option that is not contained in an OPTI ON_CLI ENT_DATA option is
stored in the receiving server’'s binding database as foll ows:

1. The IPv6 prefix is used to find the prefix.

2. Inside of the | Aprefix-options section:
a. OPTION_F_BI NDI NG _STATUS is stored as the binding-status.
b. OPTI ON_F_PARTNER_LI FETI ME (if any) is stored in the
expiration-tinme.
c. OPTION F_STATE EXPIRATION TIME (if any) is stored in the

M ugal ski
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7.

6.

d. OPTION_F_EXPI RATION TIME (if any) replaces the
partner-lifetime if it is later than the current
partner-lifetine.

Sendi ng Bi ndi ng Replies

A server MJST respond to every BNDUPD nessage with a BNDREPLY
nmessage. The BNDREPLY nessage MJUST contain an OPTI ON_CLI ENT_DATA
option if the BNDUPD nmessage contai ned an OPTI ON_CLI ENT_DATA opti on,
or it MIUST contain an OPTI ON_| APREFI X option if the BNDUPD nessage
cont ai ned an OPTI ON_|I APREFI X option. The BNDREPLY nessage MJUST have
the sane transaction-id as the BNDUPD nessage to which it is a
response.

Acceptance or rejection of all of or a particular part of the BNDUPD
message is signaled with an OPTI ON_STATUS CCDE option. An

OPTI ON_STATUS_CODE option containing a status-code representing an
error is significant, while an OPTI ON _STATUS CCODE opti on whose

st at us-code contains success is considered informational but does not
af fect the processing of the BNDREPLY nessage when it is received by
the server that sent the BNDUPD nessage.

Rej ection of all of or part of the information in a BNDUPD nmessage is
signaled in a BNDREPLY nessage by using the OPTI ON_STATUS CODE
message with an error in the status-code field. This rejection can
take place at either of two levels -- the top level of the option

hi erarchy or the bottomlevel of the option hierarchy:

1. Entire BNDUPD: The OPTI ON_STATUS CODE containing an error is
present in the outernost option of the BNDREPLY nessage -- either
the single OPTION _CLI ENT_DATA option or the single
OPTI ON_I APREFI X option. An exanple of this sort of error m ght
be that an OPTI ON_VSS option was present and specified a VPN that
m ght not exist in the receiving server.

2. Single address or prefix: The OPTI ON_STATUS CODE contai ni ng an
error is present in a single | AADDR or | APREFI X option that is
itself contained in an OPTION | A NA, OPTION IA TA, or
OPTION_I A PD option. An exanple of this sort of error might be
that a particular | Pv6 address was specified in an | AADDR option
that doesn’t appear in the receiving server’s configuration.

Rej ection occurring at either of these levels indicates rejection of
all of the information contained in the option (including any other
options contained in that option) where the OPTI ON_STATUS CODE opti on
contai ning an error appears. The converse is not true -- an

OPTI ON_STATUS_CODE opti on contai ni ng success does not signify that

all of the contained infornmation has been accept ed.
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If the BNDREPLY nessage contains an OPTI ON_CLI ENT_DATA option, then
t he OPTI ON_CLI ENT_DATA option MJST contain at |east the data shown
belowin its client-options section:

(o]

OPTI ON_CLI ENTI D containing the DU D of the client nost recently
associated with this | Pv6 address.

OPTI ON_VSS from the BNDUPD nessage, if any.

OPTION IA NA or OPTION IA TA for an I Pv6 address or OPTION I A PD
for an I Pv6 prefix. Mre than one of either of these options NMAY
appear if there are nore than one of themassociated with this
client.

* Inside of the A NA-options, | A TA-options, or | A PD options
secti ons:

+ OPTION_ | AADDR for an | Pv6 address or an OPTI ON_| APREFI X for
an | Pv6 prefix.

- | Pv6 address or IPv6 prefix (with |length).
- Inside of the | Aaddr-options or |Aprefix-options:

o OPTI ON_STATUS CODE containing an error code, or
contai ning a success code if a nmessage is required.
An OPTI ON_STATUS_CCDE option SHOULD NOT appear with a
success code unl ess a nessage associated with the
success code needs to be included. The |lack of an
OPTI ON_STATUS _CODE option is an indication of success.

o OPTION_F_BI NDI NG_STATUS cont ai ni ng t he bindi ng- st at us
recei ved in the BNDUPD nessage.

o OPTION_F_STATE_EXPI RATI ON_TI ME (absol ute) containing
the state-expiration-tine received in the BNDUPD
nessage.

0 OPTI ON_F_PARTNER LI FETI ME_SENT (absol ute) containing a
duplicate of the OPTI ON_F_PARTNER LI FETI ME received in
t he BNDUPD nessage.
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If the BNDREPLY nessage contains a single OPTION | APREFI X option not
contained in an OPTI ON_CLI ENT_DATA option, then the OPTI ON_|I APREFI X
option MJST contain at |east the data shown bel ow

o |IPve prefix (with length).
o | Aprefix-options:
*  OPTION_VSS fromthe BNDUPD nessage, if any.

*  OPTI ON_STATUS_CODE contai ning an error code, or containing a
success code if a nessage is required. |If the information in
the correspondi ng OPTI ON | APREFI X i n the BNDUPD nessage was
accepted and no status nmessage was required (which is the usual
case), no OPTI ON_STATUS CODE option appears.

*  OPTI ON_F_BI NDI NG_STATUS cont ai ni ng the bi ndi ng-status received
in the BNDREPLY nessage.

*  OPTI ON_F_STATE_EXPI RATI ON_TI ME (absol ute) containing the
state-expiration-tinme received in the BNDREPLY nessage.

*  OPTI ON_F_PARTNER_LI FETI ME_SENT (absol ute) containing a
duplicate of the OPTION_F_PARTNER LI FETI ME received in the
BNDREPLY nessage.

7.7. Receiving Binding Acks

When a BNDREPLY nessage is received, the overall OPTION_CLI ENT_DATA
option or the overall OPTION_| APREFI X option may contain an

OPTI ON_STATUS _CODE containing an error that represents a rejection of
the entire BNDUPD nessage. An enclosed OPTION_I A NA, OPTION_I A TA
or OPTION_IA PD option may al so contain an OPTI ON_STATUS CCDE
containing an error that indicates that everything in the containing
option has been rejected. Alternatively, an individual |AADDR or

| APREFI X option nay contain an OPTI ON_STATUS CCDE option containing
an error that indicates that the | AADDR or | APREFI X option has been
rejected. An OPTI ON_STATUS CODE contai ning a success code has no
bearing on the acceptance status of the BNDREPLY nessage at any

| evel .

Recei pt of a rejection (or a part of a BNDREPLY nessage that has been

rejected) requires no processing, other than renmenbering that it has
been encount er ed.
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The information contained in the BNDREPLY nessage in an
OPTI ON_CLI ENT_DATA that represents an acceptance is stored with the
appropriate client and | ease, as foll ows:

1. The OPTION CLIENTID is used to find the client.

2. For each of the OPTION IA NA, OPTION IA TA or OPTION | A PD
options in the OPTI ON_CLI ENT_DATA option and for each of the
OPTI ON\_I| AADDR or OPTI ON_I APREFI X options they contain:

a. OPTION_F _PARTNER LI FETIME SENT is stored in the
acked-partner-lifetine.

b. The partner-lifetime is set to O to indicate that no nore
i nformati on needs to be sent to the partner.

Alternatively, the BNDREPLY nmessage nmay contain a single

OPTI ON_| APREFI X option not contained in an OPTI ON_CLI ENT_DATA opti on,
representing infornmation concerning a single prefix lease. If the

| Aprefix-options section of the OPTI ON_I APREFI X option contains an
OPTI ON_STATUS_CODE representing an error, then it is considered a
rejection of the correspondi ng BNDUPD nessage. |f the

OPTI ON_I APREFI X option does not contain an OPTI ON_STATUS_CODE option
or if the OPTI ON_STATUS CODE option contains a success status, then
the three itens in the following list are stored in the | ease state
dat abase, in the section associated with the prefix |ease represented
by the OPTI ON_I APREFI X opti on.

1. OPTI ON_F_BI NDI NG_STATUS cont ai ni ng t he bi ndi ng-status received in
t he BNDREPLY nessage.

2. OPTION_F_STATE EXPI RATI ON_TI ME (absol ute) containing the
state-expiration-tinme received in the BNDREPLY nessage.

3.  OPTION_F_PARTNER LI FETI ME_SENT (absol ute) containing a duplicate

of the OPTION_F _PARTNER LI FETI ME received in the BNDREPLY
message.
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7.8. BNDUPD/ BNDREPLY Dat a Fl ow

Pr ot ocol
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Figure 5 shows the relationship of the times described in Section 7.3

to the options used to transmit them

It also relates the tines on

one failover partner to the other failover partner

Source on
Sendi ng Server ->

OPTION_F in
BNDUPD nessage ->

St orage on
Recei ving Server

[ al ways updat e]

partner-lifetine PARTNER_LI FETI ME

client-last-transaction-tinme CLT_TIME
start-tine-of-state START_TI ME_OF_STATE

expiration-tine

partner-rawclt-time
start-tinme-of-state

state-expiration-tine STATE EXPI RATI ON TI ME state-expiration-tinme

[update only if received > current]

expiration-tine EXPI RATI ON_TI ME

partner-rawclt-time PARTNER RAWCLT TI ME
client-last-transaction-tine

partner-lifetinme

BNDREPLY - - - - -« = = s e me e

St orage on
Recei vi ng Server <-

OPTION_F in
BNDUPD nessage <-

St orage on
Sendi ng Server

[ al ways updat e]

acked-partner-lifeti me PARTNER LI FETI ME_SENT duplicate of received
PARTNER_LI FETI ME

(nothing to update) STATE_EXPI RATI ON_TI ME state-expiration-tinme

Fi gure 5: BNDUPD and BNDREPLY Ti me Handl i ng
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8. Endpoint States
8.1. State Machine Operation

Each server (or, nore accurately, failover endpoint) can take on a
variety of failover states. These states play a crucial role in
deternmining the actions that a server will perform when processing a
request froma DHCP client as well as dealing with changi ng externa
conditions (e.g., loss of connection to a failover partner).

The failover state in which a server is running controls the
foll owi ng behavi ors:

0 Responsiveness - the server is either responsive to DHCP client
requests, renew responsive, or unresponsive.

o Allocation Pool - which pool of addresses (or prefixes) can be
used for advertisenent on receipt of a SCLICIT or allocation on
recei pt of a REQUEST, RENEW or REBI ND nessage.

0 MCLT - ensure that valid lifetines are not beyond what the partner
has acked plus the MCLT (unless the failover state doesn’'t require
this restriction).

A server will transition fromone failover state to another based on
the specific values held by the followi ng state vari abl es:

0o Current failover state.
0 Communications status ("OK' or not "OK").
o Partner’s failover state (if known).

Whenever any of the above state variabl es change state, the state
machi ne i s invoked, which may then trigger a change in the current
failover state. Thus, whenever the conmmunications status changes,
the state machi ne processing is invoked. This may or nmay not result
in a change in the current failover state.

Whenever a server transitions to a new fail over state, the new state
MUST be conmunicated to its failover partner in a STATE nessage if

t he conmuni cations status is "OK". In addition, whenever a server
nmakes a transition into a new state, it MJST record the new state,
its current understanding of its partner’s state, and the tine at
which it entered the new state in stable storage.
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The state transition diagram bel ow (Figure 6) gives a condensed view
of the state nmachine. |If there are any differences between text
describing a particular state and the infornmation shown in Figure 6,
the text should be considered authoritative.

In Figure 6, the ternms "responsive", "r-responsive", and
"unresponsi ve" appear in the states and refer to whether the server
in the indicated state is allowed to be responsive, renew responsive,
or unresponsive, respectively. The "+", "-", or "*" in the upper
right corner of each state is a notation about whether conmunication
is ongoing with the other server, with "+" meaning that

conmuni cations are "OK", "-" neaning that conmmunications are
interrupted, and "*" neaning that conmunications nay be either "K'
or interrupted.

M ugal ski & Ki nnear St andards Track [ Page 67]



RFC 8156 DHCPv6 Fail over Prot ocol June 2017
oo + V. oAeemmeeo oo +
| RECOVER * | | | STARTUP - |
| (unresponsive) | +->+(unresponsive)|
[ Fomm e o - + S +
+-Comm K F-- - e - - +
| O her State: | PARTNER- DOMN - +<-----ommmmm i oo o +
| RESOLUTI ON- | NTER. | (responsive) | n
All POTENTI AL- Homm e + |
O hers CONFLICT------------ | -------- + |
CONFLI CT- DONE Comm K | R R + |
UPDREQ or O her State: | +--+ RESOLUTION - | |
UPDREQALL | | | | | INTERRUPTED | |
Rcv UPDDONE RECOVER All | | | (responsive) | |
I e + | Qhers | | H+------ +o---- +-+ |
+- >+RECOVER-WAI T * | RECOVER- | | ] n | |
| (unresponsive) | WAIT or | | Conmm | Ext . |
R +---+ DONE | | XK Comm Cmd- - - - >+
Comm - - - + Wait MCLT | Y vV V Fail ed |
Changed | \/ +-- -+ R +- - -+ | |
I e S ++ | | POTENTIAL + +------- + |
| | RRECOVER-DONE * | Wit | CONFLICT oo + |
+->+(unresponsive) | for | (unresponsi ve) | Primary |
SR R + Oher +>+----+-------- ++ resolve Comm |
Comm K State: | A conflict Changed|
+---Other State:-+ RECOVER- | Secondary | Y vV |
| | | DONE | resol ve |+t - +- -4+ |
| All Ohers: POTENT. | | conflict | | CONFLI CT-DONE * | |
| Wait for CONFLICT--]----- + | | | (responsive) | |
| Gther State: \% \% | +------- R +
| NORMAL or RECOVER- R L +---+ | Oher State: NORVAL |
| | DONE | NORVAL S R + |
| R T T +-->+ pri: responsive +------- Ext ernal Commuand- - >+
| A A | sec: r-responsive| | |
| | [ to------- + | |
| | | | | |
| Wait for Comm OK Comm Fail ed | Ext er nal
| O her O her | | Conmmand
| State: State: Start Auto | or
| RECOVER- DONE NORMAL Part ner Down Comm K Aut o
| | COWM - | NT. Ti mer O her State: Part ner
| Comm K | \% Al Ohers Down
| O her State: | +--------- Fomee - + | expiration
| RECOVER +--+ COVMUNI CATIONS - +----+ |
| S | NTERRUPTED | |
RECOVER (responsive) i >+
RECOVER- WAl T--------- D R R R +
Fi gure 6: Failover Endpoint State Machine
M ugal ski & Ki nnear St andards Track [ Page 68]



RFC 8156 DHCPv6 Fail over Protocol June 2017

8.2. State Machine Initialization

The state machine is characterized by storage (in stable storage) of
at least the followi ng i nformation

o Current failover state.

0 Previous failover state.

o Start time of current fail over state.

o Partner’s failover state.

o Start time of partner’s failover state.

o Time nost recent nessage received from partner.

The state nmachine is initialized by reading these data itens from
stabl e storage and restoring their values fromthe infornmation saved.
If there is no information in stable storage concerning these itens,
then they should be initialized as foll ows:

0 Current failover state: Primary: PARTNER- DOAN, Secondary: RECOVER
0 Previous failover state: None.

o Start time of current failover state: Current tine.

o Partner’s failover state: None until reception of STATE nessage.

o Start time of partner’s failover state: None until reception of
STATE nessage.

o Time nost recent nmessage received frompartner: None until message
received.
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8.3. STARTUP State

The STARTUP state affords an opportunity for a server to probe its
partner server before starting to service DHCP clients. Wen in the
STARTUP state, a server attenpts to learn its partner’s state and
determne (using that information if it is available) what state it
shoul d enter.

The STARTUP state is not shown with any specific state transitions in
the state machi ne diagram (Figure 6) because the processing during
the STARTUP state can cause the server to transition to any of the
other states, so that specific state transition arcs would only
obscure other information.

8.3.1. Operation in STARTUP State
The server MJST NOT be responsive to DHCP clients in STARTUP state.

Whenever a STATE nessage is sent to the partner while in STARTUP
state, the STARTUP flag MJUST be set in the OPTI ON _F_SERVER FLAGS
option and the previously recorded failover state MIST be placed in
t he OPTI ON_F_SERVER STATE option, each of which is included in the
STATE nessage.

8.3.2. Transition out of STARTUP State

The algorithmbelowis followed every tinme the server initializes
itself and enters STARTUP state.

The vari abl es PREVI QUS- STATE and CURRENT- STATE are defined for use in
the al gorithm description below. PREVIOUS STATE is sinply for
storage of a state, while CURRENT- STATE not only stores the current
state but al so changes the current state of the failover endpoint to
what ever state is set in CURRENT- STATE.

Step 1: If there is any record of a previous failover state in stable
storage for this server, then set the PREVI QUS- STATE to the
| ast recorded value in stable storage and the TI ME- OF- FAI LURE
to the tine the server failed or a tine beyond which the
server could not have been operating, and go to Step 2.

If there is no record of any previous failover state in
stable storage for this server, then set the PREVI QUS- STATE
to RECOVER, and set the TIME-OF-FAILURE to 0. This will

all ow two servers that already have |l ease information to
synchroni ze thensel ves prior to operating.
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Step 2:

Step 3:

Step 4:
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In sone cases, an existing server will be comn ssioned as a
fail over server and brought back into operation when its

partner is not yet available. |In this case, the newy
commi ssioned failover server will not operate until its
partner cones online -- but it has operational

responsibilities as a DHCP server nonetheless. To properly
handl e this situation, a server SHOULD be configurable in
such a way as to nove directly into PARTNER-DOWN state after
the startup period expires if it has been unable to contact
its partner during the startup period.

I npl enentations will differ in the ways that they deal wth
the state machine for fail over endpoint states. |n nany
cases, state transitions will occur when conmuni cations go
from"OK" to failed or fromfailed to "OK", and sone

i npl ementations will inplement a portion of their state
machi ne processing based on these changes.

In these cases, during startup, if the PREVI QUS- STATE i s one
wher e communi cations were "OK", then set the PREVI OQUS- STATE
to the state that is the result of the comunication failed
state transition when in that state (if such a transition
exists -- sone states don’t have a conmunication failed state
transition, since they allow both "comunications OK' and
"failed").

Start the STARTUP state tiner. The tine that a server
remains in the STARTUP state (absent any conmmuni cations with
its partner) is inplementation dependent but SHOULD be short.
It SHOULD be | ong enough for a TCP connection to a heavily

| oaded partner to be created across a sl ow network.

If the server is a primary server, attenpt to create a TCP
connection to the failover partner. |If the server is a
secondary server, listen on the failover port and wait for
the primary server to connect. See Section 6. 1.
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Step 5: Wait for "conmunications OK".

When and if communi cati ons beconme "K', clear the STARTUP
flag, and set the CURRENT- STATE to t he PREVI QUS- STATE.

If the partner is in PARTNER-DOM state and if the tine at
which it entered PARTNER- DOMN state (as received in the

OPTI ON_F_START_TI ME_OF_STATE option in the STATE nessage) is
later than the last recorded tine of operation of this
server, then set CURRENT-STATE to RECOVER. If the tine at
which it entered PARTNER-DOMN state is earlier than the |ast
recorded tine of operation of this server, then set

CURRENT- STATE t o POTENTI AL- CONFLI CT.

Then, transition to the CURRENT- STATE and take the
"comuni cations OK' state transition based on the
CURRENT- STATE of this server and the partner.

Step 6: If the startup tine expires prior to comunications beconing
"OK", the server SHOULD transition to PREVI OUS- STATE.

8.4. PARTNER- DOMN St ate

PARTNER- DOWN state is a state either server can enter. Wen in this
state, the server assunes that it is the only server operating and
serving the client base. If one server is in PARTNER-DOM state, the
ot her server MJST NOT be operating.

A server can enter PARTNER-DOM state as a result of either

(1) operator intervention (when an operator deternines that the
server’'s partner is, indeed, down) or (2) an optional

aut o- part ner-down capability where PARTNER-DOM state is entered
automatically after a server has been in COVMIN CATI ONS- | NTERRUPTED
state for a predetermn ned period of tine.

8.4.1. CQperation in PARTNER-DOMWN State

The server MJST be responsive in PARTNER-DOMN state, regardl ess of
whether it is primary or secondary.

It will allow renewal of all outstanding |eases.

For del egabl e prefixes, the server will allocate |eases fromits own
pool, and after a fixed period of time (the MCLT interval) has

el apsed fromentry into PARTNER-DOM state, it may allocate del egabl e
prefixes fromthe set of all avail able pools. The server MJST fully
deplete its own pool before starting allocations fromits downed
partner’s pool.
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| Pv6 addresses avail abl e for independent allocation by the other
server (upon entering PARTNER- DOMN state) SHOULD NOT be allocated to
aclient. |If one elects to do so anyway, they MJST NOT be all ocated
to a newclient until the MCLT beyond the entry into PARTNER- DOAN
state has el apsed.

A server in PARTNER-DOMN state MJUST NOT allocate a | ease to a DHCP
client different fromthe client to which it was allocated at the
time of entry into PARTNER-DOM state until the MCLT beyond the

maxi mum of the following tinmes: client expiration tinme, nost recently
transmitted partner-lifetime, nost recently received ack of the
partner-tine fromthe partner, and nost recently acked
partner-lifetime to the partner. |If this tinme would be earlier than
the current tinme plus the MCLT, then the time the server entered
PARTNER- DOMN state plus the MCLT is used.

The server is not restricted by the MCLT when offering valid
lifetinmes while in PARTNER- DOM st at e.

In the unlikely case when there are two servers operating in
PARTNER- DOMN state, there is a chance that duplicate | eases for the
same prefix could be assigned. This |eads to a POTENTI AL- CONFLI CT
(unresponsive) state when the servers reestablish contact. This

i ssue of duplicate | eases can be prevented as |long as the server
grants new | eases fromits own pool; therefore, the server operating
i n PARTNER- DOAN state MJUST use its own pool first for new | eases

bef ore assigning any |l eases fromits downed partner’s pool.

8.4.2. Transition out of PARTNER- DOMNN St at e

When a server in PARTNER- DOMWN state succeeds in establishing a
connection to its partner, its actions are conditional on the state
and flags received in the STATE nessage fromthe other server as part
of the process of establishing the connection.

If the STARTUP bit is set in the OPTION F SERVER FLAGS option of a
recei ved STATE nessage, a server in PARTNER- DOAN state MJST NOT take
any state transitions based on reestablishing communications. If a
server is in PARTNER-DOMN state, it ignores all STATE nessages from
its partner that have the STARTUP bit set in the

OPTI ON_F_SERVER FLAGS option of the STATE nessage.
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If the STARTUP bit is not set in the OPTI ON_F_SERVER FLAGS option of
a STATE nessage received fromits partner, then a server in

PARTNER- DOMN state takes the foll owi ng actions, based on the state of
the partner as received in a STATE nessage (either imediately after
est abl i shing communi cations or at any tine |ater when a new state is
recei ved):

o |If the partner is in NORMAL, COVMUNI CATI ONS- | NTERRUPTED,
PARTNER- DOAN, POTENTI AL- CONFLI CT, RESOLUTI ON- | NTERRUPTED, or
CONFLI CT-DONE state, then transition to POTENTI AL- CONFLI CT st ate.

o If the partner is in RECOVER or RECOVER-WAIT state, then stay in
PARTNER- DOMN st at e.

o If the partner is in RECOVER-DONE state, then transition to
NORVAL st at e.

8.5. RECOVER State

This state indicates that the server has no information in its stable
storage or that it is reintegrating with a server in PARTNER- DOMAN
state after it has been down. A server in this state MJST attenpt to
refresh its stable storage fromthe other server.

8.5.1. (Qperation in RECOVER State
The server MUST NOT be responsive in RECOVER state.

A server in RECOVER state will attenpt to reestablish communications
with the other server.

8.5.2. Transition out of RECOVER State

If the other server is in POTENTI AL- CONFLI CT, RESOLUTI ON- | NTERRUPTED,
or CONFLI CT- DONE st ate when conmuni cati ons are reestablished, then
the server in RECOVER state will nove itself to POTENTI AL- CONFLI CT
state.

If the other server is in any other state, then the server in RECOVER
state will request an update of m ssing binding information by

sendi ng an UPDREQ nmessage. |If the server has deternmined that it has
lost its stable storage because it has no record of ever having
talked to its partner even though its partner does have a record of
communicating with it, it MJST send an UPDREQALL nessage; ot herwi se,
it MJUST send an UPDREQ nessage.

It will wait for an UPDDONE nmessage, and upon recei pt of that nmessage
it wll transition to RECOVER-WAIT state.
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I f comrunication fails during the reception of the results of the
UPDREQ or UPDREQALL nessage, the server will remain in RECOVER state
and will reissue the UPDREQ or UPDREQALL nessage when conmuni cations
are reestablished.

I f an UPDDONE nessage isn't received within an inpl enentation-
dependent anmount of tine and no BNDUPD nessages are being received,
t he connecti on SHOULD be dropped.

A B
Server Server
| |

RECOVER PARTNER- DOWN
| |
| >--UPDREQ ------------------- > |
| |
| R T BNDUPD- - < |
| >--BNDREPLY------------------ > |
|
| R BNDUPD- - <
| >--BNDREPLY------------------ >
|
| S LR UPDDONE- - <
|

RECOVER- WAI T
|
| >--STATE- (RECOVER-VAIT)------ >
|
|

Wait MCLT from |l ast known
time of failover operation

|
RECOVER- DONE

|

| >-- STATE- ( RECOVER- DONE) - - - - - - >

| Qe ( NORMAL) - STATE- - <
NORMAL

| >---- State- (NORMAL)------==c------ >

Figure 7: Transition out of RECOVER State

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
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| NORMVAL
I
I
I
I
I
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If at any tinme while a server is in RECOVER state comuni cation
fails, the server will stay in RECOVER state. Wen conmuni cations
are restored, it will restart the process of transitioning out of
RECOVER st at e.

8.6. RECOVER-WAIT State

This state indicates that the server has sent an UPDREQ or UPDREQALL
nmessage and has received the UPDDONE nessage indicating that it has
recei ved all outstandi ng binding update information. In the
RECOVER-WAI T state, the server will wait for the MCLT in order to
ensure that any processing that this server m ght have done prior to
losing its stable storage will not cause future difficulties.

8.6.1. Operation in RECOVER-VWAIT State
The server MJST NOT be responsive in RECOVER-WAI T state.
8.6.2. Transition out of RECOVER-WAIT State

Upon entry into RECOVER-WAI T state, the server MJST start a timer
whose expiration is set to a tine equal to the tinme the server went
down (the TIME- O FAILURE from Section 8.3.2), if known, or the tine
the server started (if the Tl ME-O- FAI LURE i s unknown), plus the
MCLT. When this timer expires, the server will transition into
RECOVER- DONE st at e.

This allows any | Pv6 addresses or prefixes that were all ocated by
this server prior to the loss of its client binding information in
stable storage to contact the other server or to tine out.

If the server has never before run failover, then there is no need to
wait in this state, and the server MAY transition i mediately to
RECOVER- DONE state. However, to deternmine if this server has run
failover, it is vital that the information provided by the partner be
utilized, since the stable storage of this server may have been | ost.

I f comrunication fails while a server is in RECOVER-WAIT state, it
has no effect on the operation of this state. The server SHOULD
continue to operate its tinmer, and if the timer expires during the
peri od where conmuni cations with the other server have failed, then
the server SHOULD transition to RECOVER-DONE state. This is rare --
failover state transitions are not usually nmade whil e communicati ons
are interrupted, but in this case there is no reason to inhibit this
transition.
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8.7. RECOVER-DONE State

This state exists to allow an interl ocked transition for one server
from RECOVER state and anot her server from PARTNER- DOAN or
COVMUNI CATI ONS- | NTERRUPTED st ate i nto NORVAL st ate.

8.7.1. (Qperation in RECOVER-DONE State

A server in RECOVER-DONE state SHOULD be renew responsive and NMAY
respond to RENEWrequests but MIST only change the state of a |ease
that appears in the RENEWrequest. It MJST NOT all ocate any

addi ti onal |eases when in RECOVER-DONE state and should only respond
to RENEWrequests where it already has a record of the |ease.

8.7.2. Transition out of RECOVER- DONE St at e

When a server in RECOVER-DONE state determines that its partner
server has entered NORMAL or RECOVER-DONE state, it will transition
i nto NORVAL st at e.

If the partner server enters RECOVER or RECOVER-VWAIT state, this
server transitions to COVMUNI CATI ONS- | NTERRUPTED.

If the partner server enters POTENTI AL- CONFLICT state, this server
enters POTENTI AL- CONFLI CT state as wel | .

If communication fails while in RECOVER-DONE state, a server wll
stay i n RECOVER- DONE st at e.

8.8. NORMAL State

NORMAL state is the state used by a server when it is comunicating
with the other server and any required resynchroni zati on has been
performed. While sone binding database synchronization is perforned
in NORVAL state, potential conflicts are resolved prior to entry into
NORMAL state, as is binding database data | oss.

Wien entering NORMAL state, a server will send to the other server
all currently unacknow edged bi ndi ng updat es as BNDUPD nessages.

When the above process is conplete, if the server entering NORVAL

state is a secondary server, then it will request del egabl e prefixes
for allocation using the POOLREQ nessage.
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8.8.1. (Qperation in NORVAL State

The primary server is responsive in NORVAL state. The secondary is
renew responsive in NORMAL state.

When in NORMAL state, a prinary server will operate in the foll ow ng
nanner :

Valid lifetime cal cul ations
As discussed in Section 4.4, the lease interval given to a DHCP
client can never be nore than the MCLT greater than the nost
recently acknow edged partner lifetine received fromthe fail over
partner or the current tinme, whichever is later

As long as a server adheres to this constraint, the specifics of
the lease interval that it gives to a DHCP client or the val ue of
the partner lifetime sent to its failover partner are

i mpl enent ati on dependent.

Lazy update of partner server
After sending a REPLY that includes a | ease update to a client,
the server servicing a DHCP client request attenpts to update its
partner with the new binding information. See Section 4.3.

Real | ocati on of |eases between clients
Whenever a client binding is released or expires, a BNDUPD nessage
must be sent to the partner, setting the binding state to RELEASED
or EXPI RED. However, until a BNDREPLY is received for this
message, the | ease cannot be allocated to another client. It
cannot be allocated to the sane client again i f a BNDUPD nessage
was sent; otherwise, it can. See Section 4.2.2.1 for details.

In NORMAL state, each server receives binding updates fromits
partner server in BNDUPD nessages (see Section 7.5.5). It records
these in its binding database in stable storage and then sends a
correspondi ng BNDREPLY nessage to its partner server (see

Section 7.6).

8.8.2. Transition out of NORMAL State

If a server in NORMAL state receives an external command informing it
that its partner is down, it will transition inmediately into
PARTNER- DOMNN state. Generally, this would be an unusual situation
where sone external agency knew the partner server was down prior to
the failover server discovering it on its own.
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If a server in NORMAL state fails to receive acks to nessages sent to
its partner for an inplenentation-dependent period of time, it MAY
nove into COVMUNI CATI ONS- | NTERRUPTED state. This situation night
occur if the partner server was capable of maintaining the TCP
connection between the server and al so capable of sending a CONTACT
message periodically but was (for sone reason) incapable of

processi ng BNDUPD nessages.

If it is determined that communications are not "OK' (as defined in
Section 6.6), then the server should transition into
COVMUNI CATI ONS- | NTERRUPTED st at e.

If a server in NORMAL state receives any nessages fromits partner
where the partner has changed state fromthat expected by the server
in NORVMAL state, then the server should transition into

COMMUNI CATI ONS- | NTERRUPTED st ate and take the appropriate state
transition fromthere. For exanple, it would be expected that the
partner would transition from POTENTI AL- CONFLI CT state i nto NORVAL
state but not that the partner would transition from NORMAL state

i nt o POTENTI AL- CONFLI CT state.

If a server in NORMAL state receives a D SCONNECT nessage fromits
partner, then the server should transition into
COVMUNI CATI ONS- | NTERRUPTED st at e.

8.9. COWUNI CATI ONS- | NTERRUPTED St at e

A server goes into COVMJNI CATI ONS- | NTERRUPTED st at e whenever it is
unabl e to conmmunicate with its partner. Primary and secondary
servers cycle automatically (w thout administrative intervention)

bet ween NORMAL state and COVMUNI CATI ONS- | NTERRUPTED state as the
networ k connection between themfails and recovers, or as the partner

server cycl es between operational and non-operational. No allocation
of duplicate |eases can occur while the servers cycle between these
st at es.

Wien a server enters COVMUNI CATI ONS- | NTERRUPTED state, if it has been
configured to support an autonmatic transition out of

COVMUNI CATI ONS- | NTERRUPTED st ate and i nto PARTNER-DOM state (i.e.,
aut o- part ner-down has been configured), then a tinmer is started for
the I ength of the configured auto-partner-down period.

A server transitioning into the COVUNI CATI ONS- | NTERRUPTED state from

the NORMAL state SHOULD rai se an alarmcondition to alert
adm nistrative staff to a potential problemin the DHCP subsystem
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8.9.1. (Qperation in COMMUNI CATI ONS- | NTERRUPTED St at e

In this state, a server MJIST respond to all DHCP client requests.
When al |l ocati ng new | eases, each server allocates fromits own pool,
where the primary MJST all ocate only FREE del egabl e prefixes and the
secondary MJST al |l ocate only FREE- BACKUP del egabl e prefixes, and each
server allocates fromits own independent |Pv6 address ranges. Wen
respondi ng to RENEW nessages, each server will allow continued
renewal of a DHCP client’s current |ease, regardl ess of whether that
| ease was given out by the receiving server or not, although the
renewal period MJUST NOT exceed the MCLT beyond the later of (1) the
partner lifetinme already acknow edged by the other server or (2) now.

However, since the server cannot comunicate with its partner in this
state, the acknow edged partner lifetinme will not be updated, despite
conti nued RENEW nessage processing. This is likely to eventually
cause the actual lifetimes to converge to the MCLT (unless this is
greater than the desired | ease tinme, which would be unusual).

The server should continue to try to establish a connection with its
part ner.

8.9.2. Transition out of COMWUNI CATI ONS- | NTERRUPTED St at e
If the auto-partner-down tinmer expires while a server is in
COMMUNI CATI ONS- | NTERRUPTED state, it will transition imediately into
PARTNER- DOMN st at e.
If a server in COVMUNI CATI ONS-| NTERRUPTED st ate receives an external
command infornming it that its partner is down, it will transition
i medi ately i nto PARTNER- DOMN st at e.
I f communi cations with the other server are restored, then the server
i n COVMUNI CATI ONS- | NTERRUPTED state will transition into another
state based on the state of the partner:

o0 NORMVAL or COVMUNI CATI ONS- | NTERRUPTED: Transition into
NORMVAL st at e.

0 RECOVER Stay in COVMUNI CATI ONS- | NTERRUPTED st at e.
0 RECOVER-DONE: Transition into NORVAL state.

0 PARTNER- DOWN, POTENTI AL- CONFLI CT, CONFLI CT- DONE, or
RESOLUTI ON- | NTERRUPTED: Transition into POTENTI AL- CONFLI CT st at e.
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Figure 8 illustrates the transition from NORMAL state to
COMMUNI CATI ONS- | NTERRUPTED st at e and then back to NORMAL state again.

Primary Secondary
Server Server
NORMAL NORMAL

| >--CONTACT------------------- > |
| S R CONTACT- - < |

| [ TCP connecti on broken] |
COVMUNI CATI ONS- : COVMUNI CATI ONS-
| NTERRUPTED : | NTERRUPTED
[attenpt new TCP connecti on] |
[ connecti on succeeds]

|
| |
| >--CONNECT------------------- > |
| R CONNECTREPLY- - < |
| > -STATE--------------------- > |
| NORIVAL
| A STATE- - - - - < |
NORMVAL |
| |
| >--BNDUPD-------------------- > |
| S R BNDREPLY- - < |
| |
| S LT TP BNDUPD- - < |
| >------ BNDREPLY-------------- > |
| |
| S R POOLREQ - < |
| >--POOLRESP------------------ > |
| |
| >--BNDUPD- (#1)--------------- > |
| R BNDREPLY- - < |
| |
| >--BNDUPD- (#2)--------------- > |
| S R BNDREPLY- - < |
| |

Figure 8: Transition from NORMAL State
t o COVMUNI CATI ONS- | NTERRUPTED St ate and Back
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8.10. POTENTI AL- CONFLICT State

This state indicates that the two servers are attenpting to
reintegrate with each other but at |east one of themwas running in a
state that did not guarantee that automatic reintegration would be
possi ble. I n POTENTI AL- CONFLI CT state, the servers nay deternne
that the sane | ease has been offered and accepted by two different
clients.

A goal of the failover protocol is to mnimze the possibility that
POTENTI AL- CONFLI CT state is ever entered.

When a prinmary server enters POTENTI AL- CONFLI CT state, it should
request that the secondary send it all updates that the primary
server has not yet acknow edged by sendi ng an UPDREQ nessage to the
secondary server.

A secondary server entering POTENTI AL- CONFLICT state will wait for
the primary to send it an UPDREQ nessage.

8.10.1. Operation in POTENTI AL- CONFLICT State

Any server in POTENTI AL- CONFLI CT state MJUST NOT process any inconing
DHCP requests.

8.10.2. Transition out of POTENTI AL- CONFLI CT St ate

I f communication with the partner fails while in POTENTI AL- CONFLI CT
state, then the server will transition to RESCLUTI ON- | NTERRUPTED
state.

Wienever either server receives an UPDDONE nmessage fromits partner
while in POTENTI AL- CONFLI CT state, it MJST transition to a new state.
The primary MJST transition to CONFLI CT-DONE state, and the secondary
MUST transition to NORVAL state. This will cause the primary server
to | eave POTENTI AL- CONFLI CT state prior to the secondary, since the
primary sends an UPDREQ nessage and recei ves an UPDDONE nessage

bef ore the secondary sends an UPDREQ nessage and receives its UPDDONE
nmessage.

When a secondary server receives an indication that the primry

server has made a transition from POTENTI AL- CONFLI CT to CONFLI CT- DONE
state, it SHOULD send an UPDREQ nessage to the primary server.
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Primary Secondary
Server Server

| |

POTENTI AL- CONFLI CT POTENTI AL- CONFLI CT
|

| >-UPDREQ------------------- > |

| |

| R R BNDUPD- - < |

| >--BNDREPLY--------cmnommo- > |

|

| R T BNDUPD- - <

| >--BNDREPLY--------mnmmmmnoo- >

|

| S T UPDDONE- - <

|
|
|
|
CONFLI CT- DONE |
>- - STATE- - ( CONFLI CT- DONE) - - - - > |
|
|
|
|

|

| R T UPDREQ- - <

|

| >~ BNDUPD- - < - << oo e e oo >

| e BNDREPLY- - <

| >- - BNDUPD- - < << oo > N

| e BNDREPLY- - < |

| |

| > - UPDDONE- - - < < - <<= <o m e e e oo > |

| NORMAL

| S STATE- - (NORMAL) - - < |
NORMAL |

| >-- STATE-- (NORMAL) - - -~ - -~ - > |

| |

| e POOLREQ - < |

| >oee- POOLRESP- - < < =~ - == < - - - - > |

| |

Figure 9: Transition out of POTENTIAL- CONFLICT State
8.11. RESOLUTI ON- | NTERRUPTED St at e

This state indicates that the two servers were attenpting to
reintegrate with each ot her in POTENTI AL- CONFLI CT state but
communi cation failed prior to conpletion of reintegration.

The RESOLUTI ON- | NTERRUPTED st at e exi sts because servers are not
responsi ve in POTENTI AL- CONFLI CT state, and if one server drops out
of service while both servers are in POTENTI AL- CONFLI CT state, the
server that remains in service will not be able to process DHCP
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client requests and there will be no DHCP server available to process
client requests. The RESCLUTI ON-| NTERRUPTED state is the state that
a server noves to if its partner disappears while it is in

POTENTI AL- CONFLI CT state.

Wien a server enters RESCLUTI ON-| NTERRUPTED state, it SHOULD rai se an
alarmcondition to alert administrative staff of a problemin the
DHCP subsystem

8.11.1. Operation in RESCLUTI ON- | NTERRUPTED St at e

In this state, a server MJST respond to all DHCP client requests.
When al |l ocating new | eases, each server SHOULD allocate fromits own
pool (if that can be determ ned), where the primary SHOULD al | ocate
only FREE | eases and the secondary SHOULD al | ocate only FREE- BACKUP
| eases. \When responding to renewal requests, each server will allow
continued renewal of a DHCP client’s current |ease, independent of
whet her that | ease was given out by the receiving server or not,

al t hough the renewal period MJST NOT exceed the MCLT beyond the
later of (1) the partner lifetine already acknow edged by the other
server or (2) now.

However, since the server cannot comunicate with its partner in this
state, the acknow edged partner lifetime will not be updated in any
new bi ndi ngs.

8.11.2. Transition out of RESOLUTI ON-| NTERRUPTED St at e

If a server in RESOLUTI ON-|I NTERRUPTED state receives an external
command infornming it that its partner is down, it will transition
i medi ately i nto PARTNER- DOMN st at e.

If communications with the other server are restored, then the server
in RESCLUTI ON- | NTERRUPTED state will transition into
POTENTI AL- CONFLI CT st at e.

8.12. CONFLI CT-DONE State

This state indicates that during the process where the two servers
are attenpting to reintegrate with each other, the primary server has
received all of the updates fromthe secondary server. It nakes a
transition into CONFLI CT-DONE state so that it can be totally
responsive to the client load. There is no operational difference
bet ween CONFLI CT- DONE and NORMAL for the primary server, as in both
states it responds to all clients’ requests. The distinction between
CONFLI CT- DONE and NORMAL states is necessary in the event that a

| oad- bal anci ng extension is ever defined.
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8.12.1. (Operation in CONFLICT-DONE State

A primary server in CONFLICT-DONE state is fully responsive to al
DHCP clients (sinmilar to the situation in COVMUN CATI ONS- | NTERRUPTED
state).

If communication fails, remain in CONFLI CT-DONE state. |If
conmuni cati on becones "OK', remain in CONFLI CT-DONE state until the
conditions for transition out of CONFLICT-DONE state are satisfied.

8.12.2. Transition out of CONFLI CT-DONE State

I f comruni cation with the partner fails while in CONFLI CT- DONE st at e,
then the server will rermain in CONFLI CT- DONE st at e.

When a primary server deternines that the secondary server has nade a
transition into NORVAL state, the primary server will also transition
into NORVAL state.

9. DNS Updat e Consi derations

DHCP servers (and clients) can use "DNS update" as described in
RFC 2136 [RFC2136] to maintain DNS name mappings as they nmaintain
DHCP | eases. Many different admi nistrative nodels for DHCP- DNS
integration are possible. Descriptions of several of these nodels,
and gui delines that DHCP servers and clients should follow in
carrying themout, are laid out in RFC 4704 [ RFC4704].

The nature of the failover protocol introduces sone issues concerning
DNS updates that are not part of non-fail over environments. This
section describes these issues and defines the information that

fail over partners should exchange in order to ensure consistent
behavior. The presence of this section should not be interpreted as
a requirenent that an inplenentation of the DHCPv6 fail over protoco
al so support DNS updat es.

The purpose of this discussionis to clarify the areas where the
fail over and DHCP DNS update protocols intersect for the benefit of
i mpl enent ati ons that support both protocols, not to introduce a new
requirenent into the DHCPv6 failover protocol. Thus, a DHCP server
that inplenents the failover protocol MAY al so support DNS updates,
but if it does support DNS updates it SHOULD utilize the techniques
described here in order to correctly distribute them between the
failover partners. See RFC 4704 [RFC4704] as well as RFC 4703

[ RFC4703] for information on how DHCP servers deal with potential
conflicts when updating DNS even wi thout fail over.
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From the standpoint of the failover protocol, there is no reason why
a server that is utilizing the DNS update protocol to update a DNS
server should not be a partner with a server that is not utilizing
the DNS update protocol to update a DNS server. However, a server
that is not able to support DNS update or is not configured to
support DNS update SHOULD out put a warni ng nessage when it receives
BNDUPD nessages that indicate that its failover partner is configured
to support the DNS update protocol to update a DNS server. An

i mpl erent ati on MAY consider this an error and refuse to accept the
BNDUPD nmessage by returning the status DNSUpdat eNot Supported in an
OPTI ON_STATUS_CODE option in the BNDREPLY nessage, or it MAY choose
to operate anyway, having warned the adm nistrator of the problemin
sone way.

9.1. Relationship between Failover and DNS Update

The fail over protocol describes the conditions under which each
fail over server may renew a lease to its current DHCP client and
descri bes the conditions under which it may grant a | ease to a new
DHCP client. An anal ogous set of conditions determ nes when a

fail over server should initiate a DNS update, and when it should
attenpt to renove records fromthe DNS. The failover protocol’s
conditions are based on the desired external behavior: avoiding
duplicate address and prefix assignnents, allowing clients to
continue using | eases that they obtained fromone failover partner
even if they can only communicate with the other partner, and

all owi ng the secondary DHCP server to grant new | eases even if it is
unabl e to communi cate with the primary server. The desired externa
DNS updat e behavior for DHCPv6 fail over servers is simlar to that
descri bed above for the failover protocol itself:

1. Allowtinely DNS updates fromthe server that grants a lease to a
client. Recognize that there is often a DNS update "lifecycle"
that parallels the DHCP | ease lifecycle. This is likely to
i nclude the addition of records when the |ease is granted and the
renoval of DNS records when the |l ease is subsequently nmade
avail able for allocation to a different client.

2. Communi cate enough informati on between the two fail over servers
to allow one to conplete the DNS update |ifecycle even if the
other server originally granted the |ease.

3. Avoid redundant or overl appi ng DNS updat es where both fail over

servers are attenpting to perform DNS updates for the sane
| ease-client binding.
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4. Avoid situations where one partner is attenpting to add resource
records (RRs) related to a | ease binding while the other partner
is attenpting to renove RRs related to the sane | ease binding.

VWhi | e DHCPv6 servers configured for DNS update typically perform

t hese operations on both the AAAA and the PTR RRs, this is not
required. It is entirely possible that a DHCPv6 server could be
configured to only update the DNS with PTR records, and the DHCPv6
clients could be responsible for updating the DNS with their own AAAA
records. In this case, the discussions here would apply only to the
PTR records

9.2. Exchangi ng DNS Update Infornation

In order for either server to be able to conplete a DNS update or to
renove DNS records that were added by its partner, both servers need
to know the FQDN associated with the |ease-client binding. In
addition, to properly handl e DNS updates, additional information is
required. Al of the following infornmation needs to be transmitted
between the failover partners:

1. The FQDN that the client requested be associated with the | ease.
If the client doesn’t request a particular FQDN and one is
synt hesi zed by the failover server or if the failover server is
configured to replace a client-requested FQDN with a different
FQDN, then the server-generated val ue woul d be used.

2. The FQDN that was actually placed in the DNS for this lease. It
may differ fromthe client-requested FQDN due to sone form of
di sanbi guati on or other DHCP server configuration (as described
above).

3. The status of any DNS update operations in progress or conpleted.

4. Information sufficient to allow the fail over partner to renove
the FQDN fromthe DNS, should that becone necessary.

These data itens are the mini num necessary set to reliably allow two
fail over partners to successfully share the responsibility to keep
the DNS up to date with the |l eases allocated to clients.

This information would typically be included i n BNDUPD nessages sent
fromone failover partner to the other. Failover servers MAY choose
not to include this information in BNDUPD nmessages if there has been
no change in the status of any DNS update related to the | ease.
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The partner server receiving BNDUPD nessages containing the DNS
update informati on SHOULD conpare the status information and the FQDN
with the current DNS update information it has associated with the

| ease binding and update its notion of the DNS update status

accordi ngly.

Some inplenmentations will instead choose to send a BNDUPD nessage

wi thout waiting for the DNS update to conplete and then will send a
second BNDUPD nessage once the DNS update is conplete. O her

i npl ementations will delay sending the partner a BNDUPD nmessage unti
the DNS update has been acknow edged by the DNS server, or until some
tine limt has elapsed, in order to avoid sending a second BNDUPD
nessage

The FQDN option contains the FQDN that will be associated with the
AAAA RR (if the server is performing a AAAA RR update for the
client). The PTR RR can be generated automatically fromthe | Pv6
address value. The FQDN nay be conposed in any of several ways,
dependi ng on server configuration and the information provided by the
client in its DHCP nessages. The client may supply a hostnane that

it wuld like the server to use in forming the FQDN, or it may supply
the entire FQDN. The server may be configured to attenpt to use the
information the client supplies, it may be configured with an FQDN to
use for the client, or it may be configured to synthesize an FQDN

Since the server interacting with the client may not have conpl eted
the DNS update at the time it sends the first BNDUPD nessage about
the | ease binding, there may be cases where the FCQDN in | ater BNDUPD
messages does not match the FQN included in earlier nmessages. For
exanpl e, the responsive server may be configured to handl e situations
where two or nore DHCP client FQDNs are identical by nodifying the
nost-specific label in the FQDNs of sone of the clients in an attenpt
to generate unique FQDNs for them (a process sonetines called

"di sambi guation"). Alternatively, at sites that use some or all of
the information that clients supply to formthe FQDN, it’s possible
that a client’s configuration may be changed so that it begins to
supply new data. The server interacting with the client nmay react by
renoving the DNS records that it originally added for the client and
replacing themw th records that refer to the client’s new FQDN. In
such cases, the server SHOULD include the actual FQDN that was used

i n subsequent DNS update options in any BNDUPD nessages exchanged
between the failover partners. This server SHOULD i ncl ude rel evant
information in its BNDUPD nessages. This infornmation may be
necessary in order to allow the non-responsive partner to detect
client configuration changes that change the hostnane or FQDN data
that the client includes in its DHCPv6 requests.
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9.3. Adding RRs to the DNS

A failover server that is going to perform DNS updates SHOULD
initiate the DNS update when it grants a new lease to a client. The
server that did not grant the | ease SHOULD NOT initiate a DNS update
when it receives the BNDUPD nessage after the | ease has been granted.
The failover protocol ensures that only one of the partners will
grant a lease to any individual client, so it follows that this

requi renent will prevent both partners frominitiating updates

simul taneously. The server initiating the update SHOULD foll ow the
protocol in RFC 4704 [RFCA704]. The server may be configured to
performa AAAA RR update on behalf of its clients, or not.
Odinarily, a failover server will not initiate DNS updates when it
renews | eases. In tw cases, however, a failover server MAY initiate
a DNS update when it renews a lease to its existing client:

1. When the | ease was granted before the server was configured to
perform DNS updates, the server MAY be configured to perform
updates when it next renews existing | eases.

2. If a server is in PARTNER-DOMWN state, it can conclude that its
partner is no longer attenpting to performan update for the
existing client. |If the remaining server has not recorded that
an update for the binding has been successfully conpleted, the
server MAY initiate a DNS update. It nmay initiate this update
i medi ately upon entry into PARTNER-DOM state, it may perform
this in the background, or it may initiate this update upon next
hearing fromthe DHCP client.

Note that, regardless of the use of failover, there is a use case for
updating the DNS on every lease renewal. |If there is a concern that
the information in the DNS does not match the information in the DHCP
server, updating the DNS on | ease renewal is one way to gradually
ensure that the DNS has information that corresponds correctly to the
information in the DHCP server
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9.4. Deleting RRs fromthe DNS

The failover server that makes a | ease PENDI NG FREE SHOULD initi ate
any DNS deletes if it has recorded that DNS records were added on
behal f of the client.

A server not in PARTNER-DOMN state "makes a | ease PENDI NG FREE" when
it initiates a BNDUPD nmessage with a bindi ng-status of FREE,

FREE- BACKUP, EXPI RED, or RELEASED. |Its partner confirnms this status
by acking that BNDUPD nmessage, and upon recei pt of the BNDREPLY
message the server has "made the | ease PENDI NG FREE'. Conversely, a
server in PARTNER-DOMN state "nakes a | ease PENDI NG FREE' when it
sets the binding-status to FREE, since in PARTNER-DOMN state no
conmmuni cations with the partner are required.

It is at this point that it should initiate the DNS operations to
delete RRs fromthe DNS. Its partner SHOULD NOT initiate DNS del etes
for DNS records related to the | ease binding as part of sending the
BNDREPLY nessage. The partner MAY have i ssued BNDUPD nessages with a
bi ndi ng- status of FREE, EXPlI RED, or RELEASED previously, but the
other server will have rejected these BNDUPD nessages.

The fail over protocol ensures that only one of the two partner
servers will be able to make a | ease PENDI NG FREE. The server making
the | ease PENDI NG FREE nay be doing so while it is conmunicating in
NORMAL state with its partner, or it may be in PARTNER- DOMN st at e.

If a server is in PARTNER-DOM state, it may be perform ng DNS
deletes for RRs that its partner added originally. This allows a
single remaining partner server to assunme responsibility for all of
the DNS update activity that the two servers were undertaking.

Anot her inplication of this approach is that no DNS RR del etes wil |
be performed while either server is in COVMUIN CATI ONS- | NTERRUPTED
state, since no |l eases are noved into the PENDI NG FREE state during
that peri od.

A failover server SHOULD ensure that a server failure while naking a
| ease PENDI NG FREE and initiating a DNS del ete does not sonehow | eave
the lease with an RRin the DNS with nothing recorded in the |ease
state database to trigger a DNS del ete.
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9.5.

10.

Nanme Assignnent with No Update of DNS

In sone cases, a DHCP server is configured to return a nane to the
DHCP client but not enter that name into the DNS. This is typically
a nane that it has discovered or generated frominformation it has
received fromthe client. In this case, this name information SHOULD
be conmunicated to the failover partner, if only to ensure that they
will return the same nane in the event the partner becones the server
with which the DHCP client begins to interact.

Security Considerations

DHCPv6 failover is an extension of a standard DHCPv6 protocol, so all
security considerations from Section 23 of [RFC3315] and Section 15
of [RFC3633] related to the server apply.

The use of TCP introduces sonme additional concerns. Attacks that
attenpt to exhaust the DHCP server’s avail able TCP connection
resources can conprom se the ability of legitinmate partners to
receive service. Mlicious requestors who succeed in establishing
connections but who then send invalid nessages, partial nessages, or
no nmessages at all can al so exhaust a server’s pool of avail able
connecti ons.

DHCPv6 fail over can operate in secure or insecure node. Secure node
(using Transport Layer Security (TLS) [RFC5246]) woul d be indicated

when the TCP connection between fail over partners is open to externa
monitoring or interception. |Insecure node should only be used when

the TCP connection between fail over partners remains within a set of
protected systens. Details of such protections are beyond the scope
of this docunent. Failover servers MJST use the approach docunented
in Section 9.1 of [RFC7653] to decide whether or not to use TLS when
connecting with the failover partner

The threats created by using failover directly mrror those from
using DHCPv6 itsel f: information | eakage through nonitoring, and

di sruption of address assignnent and configuration. Mnitoring the
fail over TCP connection provides no additional data beyond that
avai l able fromnonitoring the interactions between DHCPv6 clients and
the DHCPv6 server. Likewi se, manipulating the data fl ow between

fail over servers provides no additional opportunities to disrupt
address assi gnnent and configuration beyond that provided by acting
as a counterfeit DHCP server. Protection fromboth threats is easier
than with basic DHCPv6, as only a single TCP connection needs to be
protected. Either use secure node to protect that TCP connection or
ensure that it can only exist with a set of protected systens.
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11.

When operating in secure node, TLS is used to secure the connection.
The recomendations in [RFC7525] SHOULD be fol | owed when negoti ating
a TLS connecti on.
Servers SHOULD of fer configuration paraneters to linmt the sources of
i ncom ng connections through validation and use of the digital
certificates presented to create a TLS connection. They SHOULD al so
limt the nunber of accepted connections and limt the period of tine
during which an idle connection will be left open.
Aut hentication for DHCPv6 nessages [ RFC3315] MJUST NOT be used to
attenpt to secure transm ssion of the nessages described in this
docunent. |f authentication is desired, secure node using TLS SHOULD
be enpl oyed as described in Sections 8.2 and 9.1 of [RFC7653].

| ANA Consi derations
| ANA has assigned values for the foll owi ng new DHCPv6 nessage types
in the registry nmaintained at <http://ww. i ana. org/ assi gnnents/
dhcpv6- par anet er s>:
0 BNDUPD (24)
0 BNDREPLY (25)
o POOLREQ (26)
o POCOLRESP (27)
0 UPDREQ (28)
o UPDREQALL (29)
o UPDDONE (30)
0 CONNECT (31)
0o CONNECTREPLY (32)
o DI SCONNECT (33)
0 STATE (34)

0 CONTACT (35)
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| ANA has assigned val ues for the followi ng new DHCPv6 option codes in

the registry maintained at <http://ww.iana.org/assi gnnments/

dhcpv6- par anet er s>

(o]

(o]
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OPTI ON_F_BI NDI NG_STATUS (114)

OPTI ON_F_CONNECT_FLAGS (115)

OPTI ON_F_DNS_REMOVAL_| NFO ( 116)
OPTI ON_F_DNS_HOST_NAME (117)

OPTI ON_F_DNS_ZONE_NAME (118)

OPTI ON_F_DNS_FLAGS (119)

OPTI ON_F_EXPI RATI ON_TI ME (120)

OPTI ON_F_MAX_UNACKED BNDUPD (121)
OPTI ON_F_MCLT (122)

OPTI ON_F_PARTNER LI FETI ME (123)
OPTI ON_F_PARTNER LI FETI ME_SENT (124)
OPTI ON_F_PARTNER DOM_TI ME (125)
OPTI ON_F_PARTNER RAW CLT_TI ME (126)
OPTI ON_F_PROTOCOL_VERSI ON (127)
OPTI ON_F_KEEPALI VE_TI ME (128)

OPTI ON_F_RECONFI GURE_DATA (129)
OPTI ON_F_RELATI ONSHI P_NAME (130)
OPTI ON_F_SERVER FLAGS (131)

OPTI ON_F_SERVER STATE (132)

OPTI ON_F_START_TI ME_OF_STATE (133)

OPTI ON_F_STATE_EXPI RATI ON_TI ME (134)
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| ANA has assigned val ues for the followi ng new DHCPv6 status codes in
the registry maintained at <http://ww.iana.org/assi gnnments/
dhcpv6- par anet er s>:

0 AddresslnUse (16)

0 ConfigurationConflict (17)

0 M ssi ngBi ndi ngl nformati on (18)

0 Cutdat edBi ndi ngl nformation (19)

0 Server Shutti ngDown (20)

0 DNSUpdat eNot Supported (21)

0 ExcessiveTi neSkew (22)
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