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Abst r act

Thi s docunent describes an extension of the Stateless |P/ | CW
Translation for IPv6 Internet Data Center Environnments (Sl T-DC)
architecture, which allows applications, protocols, or nodes that are
i nconpatible with IPv6 and/ or Network Address Translation to operate
correctly with SIIT-DC. This is acconplished by introducing a new
component called an SIIT-DC Edge Rel ay, which reverses the
transl ati ons nade by an SII1T-DC Border Relay. The application and/or
node is thus provided with seemngly native |IPv4 connectivity that
provi des end-to-end address transparency.

The reader is expected to be familiar with the SIIT-DC architecture
described in RFC 7755.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww.rfc-editor.org/info/rfc7756
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1

I ntroduction

SII T-DC [ RFC7755] describes an architecture where | Pv4-only users can
access | Pv6-only services through a stateless translator called an
SI1 T-DC Border Relay (BR). This approach has certain [imtations,
however. In particular, the following cases will work poorly or not
at all:

0o Application protocols that do not support NAT (i.e., the lack of
end-to-end transparency of | P addresses).

0 Nodes that cannot connect to |IPv6 networks at all or that can only
connect such networks if they also provide |Pv4 connectivity
(i.e., dual-stacked networks).

0 Application software that makes use of |egacy |IPv4-only APIs or
ot herwi se makes assunptions that |1Pv4 connectivity is avail able.

By extending the SIIT-DC architecture with a new conponent called an
Edge Relay (ER), all of the above can be made to work correctly in an
ot herwi se | Pv6-only network environnent using SIIT-DC

The purpose of the ERis to reverse the | Pv4-to-1Pv6 packet

transl ations previously done by the BR for traffic arriving fromlPv4
clients and forward this as "native" IPv4 to the node or application
In the reverse direction, |Pv4 packets transmitted by the node or
application are intercepted by the ER which translates themto | Pv6

before they are forwarded to the BR, which in turn will reverse the
translations and forward themto the IPv4 client. The node or
application is thus provided with "virtual" |Pv4 Internet

connectivity that retains end-to-end transparency for the | Pv4
addr esses.

Ter m nol ogy
Thi s docunent nakes use of the follow ng terns:
SI I T-DC Border Relay (BR):
A device or a logical function that perforns statel ess protoco

transl ati on between | Pv4 and | Pv6. It MIUST do so in accordance
with [ RFC6145] and [ RFC7757].
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SI'I T-DC Edge Relay (ER):
A device or logical function that provides "native" |Pv4d
connectivity to | Pv4d-only devices or application software. It is
very simlar in function to a BR but is typically located close to
the 1 Pv4-only conponent(s) it is supporting rather than on the
outer network border of the Internet Data Center (IDC). An ER nay
be either node based (Section 3.1) or network based (Section 3.2).

| Pv4 Service Address
An | Pv4 address representing a node or service located in an |IPv6
network. It is coupled with an | Pv6 Service Address using an
Explicit Address Mapping (EAM. Packets sent to this address are
translated to I Pv6 by the BR, and possibly back to I Pv4 by an ER
bef ore reachi ng the node or service.

| Pv6 Service Address:
An | Pv6 address assigned to an application, node, or service
either directly or indirectly (through an ER). It is coupled with
an | Pv4 Service Address using an EAM | Pv4-only clients
communi cate with the | Pv6 Service Address through SIIT-DC

Explicit Address Mapping (EAM:
A bidirectional coupling between an | Pv4 Service Address and an
| Pv6 Service Address configured in a BR or ER  Wen translating
between |1 Pv4 and | Pv6, the BR/ ER changes the address fields in the
transl ated packet’'s | P header according to any matching EAM  The
EAM al gorithmis specified in [ RFC7757].

Transl ation Prefix:
An | Pv6 prefix into which the entire | Pv4 address space is nmapped,
according to the algorithmin [ RFC6052]. The translation prefix
is routed to the BR's IPv6 interface. When translating between
I Pv4 and I Pv6, a BRRER will insert/renove the translation prefix
into/fromthe address fields in the transl ated packet’s |IP header,
unl ess an EAM exi sts for the I P address that is being transl ated.

| Pv4- Converted | Pv6 Addresses
As defined in Section 1.3 of [RFC6052].

| DC:
Short for "Internet Data Center"; a data center whose main purpose
is to deliver services to the public Internet. SIIT-DCis
primarily targeted at being deployed in an IDC. An IDCis
typically operated by an Internet Content Provider or a Managed
Services Provider.
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SIHIT:
The Stateless IP/ICVW Translation Algorithm as specified in
[ RFC6145] .

XLAT:
Short for "Translation". Used in figures to indicate where a BR/
ER uses SIIT [ RFC6145] to translate | Pv4 packets to | Pv6 and vice
ver sa.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Edge Relay Description

An ER is at its core an inplenentation of the Stateless |IP/ | CW
Transl ation Al gorithm [RFC6145] that supports Explicit Address

Mappi ngs [RFC7757]. It provides virtual |Pv4 connectivity for nodes
or applications that require this to operate correctly with SIIT-DC

Packets fromthe I Pv4 Internet destined for an | Pv4 Service Address
are first translated to IPv6 by a BR The resulting | Pv6 packets are
subsequently forwarded to the ER that owns the | Pv6 Service Address
the transl ated packets are addressed to. The ER then translates them
back to I Pv4 before forwarding themto the | Pv4 application or node.
In the other direction, the exact sane translations happen, only in
reverse. This process provides end-to-end transparency of |Pv4

addr esses.

An ER nay handle an arbitrary nunber of |Pv4/1Pv6 Service Addresses
Al'l the EAMs configured in the BR that involve the I Pv4/1Pv6 Service
Addr esses handl ed by an ER MJUST al so be present in the ER s
configuration.

An ER may be inplenented in two distinct ways: as a software-based
service residing inside an otherwi se |Pv6-only node or as a networKk-
based service that provides an isolated | Pv4 network segment to which
nodes that require | Pv4 can connect. |In both cases, native |IPv6
connectivity may be provided sinmultaneously with the virtual |Pv4
connectivity. Thus, dual-stack connectivity is facilitated in case
the node or application supports it.

The choi ce between a node- or network-based ER is nade on a per-
service or per-node basis. An arbitrary nunber of each type of ER
may co-exist in an SIIT-DC architecture

This section describes the different approaches and di scusses which
approach fits best for the various use cases.
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3.1. Node-Based Edge Rel ay

[IPv4d Internet] [IPv6 Internet]

+----- |----- + |
| (BR/ XLAT) | |
S e [----- + |
| | - <| Pv6-only node/server>---------- +
[1 Pv6-only | DC networ k] | e +
| | /--(ER/ XLAT)--AF_INET Dual-stack |
e + | application |
| \-emmmme- - AF_I NET6 software |
| SRS UL +
oo e e e e e e e e e e eme e oo +

Figure 1: A Node-Based Edge Rel ay

A node-based ER is typically inplenented as a | ogical software
function that runs inside the operating systemof an |Pv6 node. It
provi des applications running on the sanme node with | Pv4
connectivity. |Its IPv4 Service Address SHOULD be considered a
regul ar | ocal address that all ows applications running on the sane
node to use it with IPv4-only APl calls, e.g., to create AF_I NET
sockets that listen for and accept inconing connections to its |Pv4
Service Address. An ER may acconplish this by creating a virtua
network adapter to which it assigns the |IPv4 Service Address and
points a default IPv4 route. This approach is sinilar to the
"Bunp-in-the-Stack" approach discussed in [ RFC6535]; however, it does
not include an Extension Nane Resol ver

As shown in Figure 1, if the application supports dual -stack
operation, IPv6 clients will be able to conunicate with it directly
using native IPv6. Neither the BR nor the ERwill intercept this
communi cati on. Support for IPv6 in the application is, however, not
a requirenent; the application may opt not to establish any |IPv6
sockets. Foregoing IPv6 in this nmanner will sinply preclude
connectivity to the service fromIPv6-only clients; connectivity to
the service fromIPv4 clients (through the BR) will continue work in
t he sanme way.

The ER requires a dedicated | Pv6 Service Address for each | Pv4
Service Address it has configured. The |IPv6 network MJUST forward
traffic to these I Pv6 Service Addresses to the node, whose operating
system MUST in turn forward themto the ER This docunment does not
attenpt to fully explore the multitude of ways this could be
acconpl i shed; however, considering that the 1 Pv6 protocol is designed
for having nultiple addresses assigned to a single node, one
particularly straight-forward way woul d be to assign the ER s | Pv6
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Service Addresses as secondary | Pv6 addresses on the node itself so
that the upstreamrouter learns of their |ocation using the |Pv6
Nei ghbor Di scovery Protocol [RFC4861].

3.2. Network-Based Edge Rel ay

[IPv4 Internet] [I1Pv6 Internet]

[ Pv6-0only | DC network] +--<I Pv4-only node/server>--+

| | e +
- - [----- + [vd-only] | | | Pv4-only |
| (ER/ XLAT)----- [network]-------- AF_INET application |
R + [segnment] | | sof t war e |
S +|

I L +

Figure 2: A Basic Network-Based Edge Rel ay

A networ k-based ER functions the exact same way as a node-based ER
does, only that instead of assigning the IPv4 Service Addresses to an
internal -only virtual network adapter, traffic destined for themare
forwarded onto a network segment to which nodes that require | Pv4
connectivity connect to. The ER also functions as the default |Pv4
router for the nodes on this network segment.

Each node on the | Pv4 network segment MJST acquire and assign an | Pv4
Service Address to a local network interface. Wile this docunent
does not attenpt to explore all the various nmethods by which this
could be acconplished, sone exanples are provided in Appendix A

The basic ER illustrated in Figure 2 establishes an | Pv4-only network
segment between itself and the I Pvd-only nodes it serves. This is
fine if the nodes it provides |IPv4 access to have no support for |Pv6
what soever; however, if they are dual -stack capable, it would not be
ideal to take away their I Pv6 connectivity in this manner. Wile it
i's RECOWENDED to use a node-based ER in this case, appropriate

i npl enent ati ons of a node-based ER might not be available for every
node. |If the application protocol in question does not work
correctly in a NAT environnent, standard SIIT-DC cannot be used

ei ther, which | eaves a network-based ER as the only renaining
solution. The follow ng subsections contain exanples on how the ER
could be inmplenented in a way that provides |Pv6 connectivity for
dual - st ack capabl e nodes
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3.2.1. Edge Relay "on a Stick"

[IPv4d Internet] [IPv6 Internet]

|
| (BRI XLAT) | |
|

| S +
| | _IPv6_ |
I/ \ |
+==== (ER/ XLAT) |
[ R VR |
| | Pv4 | +- - <Dual - st ack node/ server>--+
| S + | S +
| | /---AF_INET Dual-stack |
[ Dual -stack network segnent]----< | application |
| \--AF_INET6 software |
| - +
Fom e e e e e e e e e m o +

Figure 3: A Network-Based Edge Relay "on a Stick"

The ER "on a stick" approach illustrated in Figure 3 ensures that the
dual - stack capabl e node retains native | Pv6 connectivity by
connecting the ER s I1Pv4 and | Pv6 interfaces to the sane network
segnment, alternatively by using a single dual -stacked interface.
Native I Pv6 traffic between the I DC network and the node bypasses the
ER entirely, while IPv4 traffic fromthe node will be routed directly
to the ER (because it acts as its default I1Pv4 router), where it is
translated to | Pv6 before being transnmitted to the upstream default

| Pv6 router. The ER could attract inbound traffic to the IPv6
Service Addresses by responding to the upstreamrouter’s |IPv6

Nei ghbor Di scovery [ RFC4861] nessages for them
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3.2.2. Edge Relay That Bridges |Pv6 Packets

[IPv4d Internet] [IPv6 Internet]

\ / IPv4 +- - <Dual - st ack node/server>--+
[ S [-------------- + | S +
| /---AF_INET Dual-stack |
[ Dual -stack network segnent]----< | application |
| \--AF_INET6 software |
| - +

Fom e e e e e e e e e m o +

Figure 4: A Network-Based Edge Rel ay Containing an | Pv6 Bridge

The ER illustrated in Figure 4 will transparently bridge |Pv6 franes
between its upstream and downstreaminterfaces. |Pv6 packets sent
fromthe upstream | DC network to an | Pv6 Service Address are
intercepted by the ER (e.g., by responding to | Pv6 Nei ghbor Di scovery
[ RFC4861] nessages for then) and routed through the translation
function before being forwarded out the ER s downstreaminterface as
| Pv4 packets. The downstream network segnent thus beconmes dua

st acked.

4. Depl oynent Consi derations
4.1. |Pv6 Path MU

The 1 Pv6 Path MIU between the ER and the BR will typically be |arger
than the default value defined in Section 4 of [RFC6145] (1280
bytes), as it will typically be contained within a single

admi ni strative domain. Therefore, it is RECOWENDED that the |Pv6
Path MIU configured in the ER be raised accordingly. It is
RECOMVENDED t hat the ER and the BR use identical configured | Pv6 Path
MIU val ues.
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4.2. 1Pv4 MIU

In order to avoid | Pv6 fragnmentation, an ER SHOULD ensure that the

| Pv4 MIU used by applications or nodes is equal to the configured

| Pv6 Path MU - 20 so that a maxi num sized | Pv4 packet can fit in an
unfragnented | Pv6 packet. This ensures that the application may do
its part in avoiding IP-level fragnmentation fromoccurring, e.g., by
segment i ng/ fragmenti ng out bound packets at the application |ayer, and
advertising the maxi num size its peer nmay use for inbound packets
(e.g., through the use of the TCP Maxi num Segnent Size (MSS) option).

A node-based ER coul d acconplish this by configuring this MU val ue
on the virtual network adapter, while a network-based ER could do so
by advertising the MU to its downstream nodes using the DHCPv4
Interface MIU option [ RFC2132].

4. 3. | Pv4 ldentification Header

If the generation of IPv6 Atonic Fragnents is disabled, the val ue of
the I Pv4 Identification header will be lost during the translation
Conversely, enabling the generation of I1Pv6 Atonic Fragnments will
ensure that the IPv4 lIdentification header will be carried end to
end. Note that for this to work bidirectionally, 1Pv6 Atomc
Fragnent generation MJST be enabled on both the BR and the ER

Apart fromcertain diagnostic tools, there are few (if any)
application protocols that nake use of the IPv4 Identification
header. Therefore, the loss of the IPv4 Identification value wll
general ly not cause any probl ens.

| Pv6 Atonic Fragnents and their inpact on the |Pv4d Identification
header is further discussed in Section 4.9.2 of [RFC7755].

5. Intra-1DC | Pv4 Communi cati on

Al'though SIIT-DCis prinmarily intended to facilitate comruni cation
bet ween | Pv4-only nodes on the Internet and services located in an

| Pv6-only I DC network, an | Pv4-only node or application |ocated
behind an ER might need to communicate with other nodes or services
in the IDC. The IPv4-only node or application will need to go
through the ER, as it will typically be incapable of contacting |IPv6
destinations directly. The foll owi ng subsections discuss various
net hods on how to facilitate such conmuni cation
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5.1. Hairpinning by the SIIT-DC Border Relay

If the BR supports hairpinning as described in Section 4.2 of

[ RFC7757], the easiest solution is to nake the target service

avail abl e through SIIT-DC in the normal way; that is, by provisioning
an EAMto the BR that assigns an |IPv4 Service Address with the target
service's | Pv6 Service Address

This allows the IPv4-only node or application to transmit packets
destined for the target service' s |IPv4 Service Address, which the ER
will then translate to a correspondi ng | Pv4-converted | Pv6 address by
inserting the translation prefix [ RFC6052]. Wen this |Pv6 packet
reaches the BR it will be hairpinned and transnitted back to the
target service's |IPv6 Service Address (where it could possibly pass

t hrough anot her ER before reaching the target service). Return

traffic fromthe target service will be hairpinned in the sane
fashi on.
+-[ Pkt #1: | Pv4]-+ +--[Pkt#2: IPv6]------------- +
| SRC 192.0.2.1 | (XLAT#1) | SRC 2001: db8: a: : |
| DST 192.0.2.2 |--(@ER A)-->| DST 2001: db8:46::192.0.2.2 |---\
T + S + |

( XLAT#2)
+-[ Pkt #4: | Pv4] -+ +--[Pkt#3: IPv6]------------- + ( @BR)
| SRC 192.0.2.1 | (XLAT#3) | SRC 2001: db8:46::192.0.2.1 |
| DST 192.0.2.2 |<--(@ER B)--| DST 2001: db8: b:: | <--/
e + I +

Fi gure 5: Hairpinned | Pv4-1Pv4 Packet Fl ow

Figure 5 illustrates the flow of a hairpi nned packet sent fromthe

| Pv4-only node/ app behind ER A towards an | Pv6-only node/app behind
ER B. ER Ais configured with the EAM {192.0.2.1,2001:db8:a::} and
ER B with {192.0.2.2,2001:db8:b::}. The BRis configured with both
EAMs and supports hairpinning. Note that if the target service had
not been | ocated behind an ER, the third and final translation
(XLAT#3) woul d not have happened, i.e., the target service/ node woul d
have received and responded to packet #3 directly.

If the I Pv4-only nodes/services do not need connectivity with the
public IPv4 Internet, private |Pv4 addresses [RFC1918] could be used
as their | Pv4 Service Addresses in order to conserve the IDC
operator’s pool of public |IPv4 addresses.
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5.2. Additional EAMs Configured in Edge Rel ay

If the BR does not support hairpinning, or if the hairpinning
solution is not desired for sone other reason, intra-1DC IPv4 traffic
may be facilitated by configuring additional EAMs on the ER for each
service the IPv4-only node or application needs to comruni cate with.
This makes the | Pv6 traffic between the ER and the target service's

| Pv6 Service Address follow the direct path through the | Pv6 network.
The traffic does not pass the BR, which nmeans that this solution

m ght yield better |atency than the hairpinning approach.

The additional EAM configured in the ER consists of the target’s |Pv6
Service Address and an | Pv4 Service Address. The |Pv4-only node or
application will contact the target’s assigned | Pv4d Service Address
using its own | Pv4 Service Address as the source. The ER will then
proceed to translate the original |Pv4 packet to an |IPv6 packet. The
source address of the resulting | Pv6 packet will be the IPv6 Service
Address of the local node or application, while the destination
address will be the IPv6 Service Address of the target. Any replies
fromthe target will undergo identical translation, only in reverse.

If the target service is |ocated behind another ER, that other ER
MUST al so be provisioned with an additional EAMthat contains the
I Pv4 and | Pv6 Service Addresses of the origin | Pv4-only node or
application. Oherwise, the target service’s ER will be unable to
transl ate the source address of the inconing packets.

+- [ Pkt #1: | Pv4] -+ +--[ Pkt #2: 1 Pv6]---+

| SRC 192.0.2.1 | (XLAT#1) | SRC 2001: db8: a:: |

| DST 192.0.2.2 |--(@ER A)-->| DST 2001: db8: b:: |

oo + oo +
|

+- [ Pkt #3: | Pv4] -+ |

| SRC 192.0.2.1 | ( XLAT#2) |

| DST 192.0.2.2 |<------- (@ER B)------ /

oo +

Fi gure 6: Non-hairpinned | Pv4-1Pv4 Packet Flow

Figure 6 illustrates the flow of a packet carrying intra-1DC | Pv4d
traffic between two | Pv4-only nodes/applications that are both

| ocated behind ERs. Both ER A and ER B are configured with two EAMs:
{192.0.2.1,2001: db8:a::} and {192.0.2.2,2001:db8:b::}. The packet
will followthe regular routing path through the I Pv6 | DC network;
the BR is not involved, and the packet will not be hairpinned.
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The above approach is not nutually exclusive with the hairpinning
approach described in Section 5.1: If both EAMs above are al so
configured on the BR both 192.0.2.1 and 192.0.2.2 woul d be reachabl e
fromother I Pv4-only services/nodes using the hairpinning approach
They woul d al so be reachable fromthe I Pv4 Internet.

Note that if the target service in this exanple was not | ocated

behind an ER, but instead was a native | Pv6 service listening on
2001: db8: b::, the second translation step in Figure 6 would not

occur; the target service would receive and respond to packet #2
directly.

As with the hairpinning approach, if the | Pv4-only nodes/services do
not need connectivity to/fromthe public IPv4 Internet, private |Pv4
addresses [ RFC1918] could be used as their | Pv4 Service Addresses.
Alternatively, in the case where the target service is on native

| Pv6, the target’s assigned | Pv4 Service Address has only | oca
significance behind the ER It could therefore be assigned fromthe
| Pv4 Service Continuity Prefix [RFC7335].

6. Security Considerations

This section discusses security considerations specific to the use of
an ER See the Security Considerations section in [RFC7755] for
security considerations applicable to the SIIT-DC architecture in
gener al

If the ER receives an | Pv4 packet fromthe application/node froma
source address it does not have an EAM for, both the source and
destination addresses will be rewitten according to [ RFC6052].
After undergoing the reverse translation in the BR, the resulting

| Pv4 packet routed to the IPv4 network will have a spoofed | Pv4
source address. The ER SHOULD therefore ensure that ingress
filtering [RFC2827] is used on the ER s IPv4 interface so that such
packets are i medi ately di scarded.

If the ER receives an | Pv6 packet with both the source and
destination address equal to one of its local |IPv6 Service Addresses,
the resulting packet would appear to the | Pv4-only application/node
as locally generated, as both the source address and the destination
address will be the sane address. This could trick the application
into believing the packet cane froma trusted source (itself). To
prevent this, the ER SHOULD di scard any received | Pv6 packets that
have a source address that is either 1) equal to any of its |oca

| Pv6 Service Addresses or 2) after translation fromI|Pv6 to |Pv4,
equal to any of its local |IPv4 Service Addresses.
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Appendi x A.  Exanpl es: Network-Based | Pv4 Connectivity
A 1. Subnet with | Pv4 Service Addresses

One relatively straight-forward way to provide | Pv4 connectivity

bet ween a network-based ER and the | Pv4 node(s) it serves is to
ensure the | Pv4 Service Address(es) can be enclosed within a |arger

| Pv4 prefix. The ER may then claimone address in this prefix for
itself and use it to provide an |IPv4 default router address and
assign the I Pv4 Service Address(es) to its downstream node(s) using
DHCPv4 [ RFC2131]. For exanple, if the IPv4 Service Addresses are
192.0.2.26 and 192.0.2.27, the ER woul d configure the address
192.0.2.25/29 on its IPv4-facing interface and would add the two | Pv4
Servi ce Addresses to its DHCPv4 pool

One di sadvantage of this nethod is that |Pv4 comunicati on between
the 1 Pv4 node(s) behind the ER and ot her services nade avail able
through SI| T-DC becones i npossible, if those other services are
assigned | Pv4 Service Addresses that also are covered by the sane

| Pv4 prefix (e.g., 192.0.2.28). This happens because the |Pv4 nodes
wi Il nistakenly believe they have an on-link route to the entire
prefix and attenpt to resolve the addresses using ARP [ RFC826],

i nstead of sending themto the ER for translation to IPv6. This
probl em coul d, however, be overcone by avoi ding assigning | Pv4d
Service Addresses that overlap with an | Pv4 prefix handl ed by an ER
(at the expense of wasting sonme potential |Pv4d Service Addresses) or
by ensuring that the overlapping | Pv4 Service Addresses are only
assigned to services that do not need to conmunicate with the |IPv4d
node(s) behind the ER A third way to avoid this problemis

di scussed in Appendi x A 2.

A.2. Subnet with Unrouted | Pv4 Addresses

In order to avoid the problemdiscussed in Appendix A 1, a private
unrouted | Pv4 network that does not enconpass the | Pv4 Service
Address(es) could be used to provide connectivity between the ER and
the I Pv4-only node(s) it serves. An IPv4-only node nust then assign
its IPv4 Service Address as a secondary | ocal address, while the ER
routes each of the I Pv4 Service Addresses to its assigned node using
that node’s private on-link | Pv4d address as the next hop. This
approach woul d ensure there are no overlaps with |IPv4d Service
Addresses el sewhere in the infrastructure, but on the other hand, it
woul d preclude the use of DHCPv4 [RFC2131] for assigning the |IPv4
Servi ce Addresses
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Thi s approach creates a need to ensure that the IPv4 application is
selecting the I Pv4 Service Address (as opposed to its private on-1ink
| Pv4 address) as its source address when initiating outbound
connections. This could be acconplished by altering the Default
Address Sel ection Policy Table [RFC6724] on the |IPv4 node.
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