I nt ernet Engi neering Task Force (I ETF) S. Perreault

Request for Comments: 7659 Ji ve Communi cati ons
Cat egory: Standards Track T. Tsou
| SSN: 2070- 1721 Huawei Technol ogi es

S. Sivakumar

Ci sco Systens

T. Tayl or

PT Tayl or Consulting
Cct ober 2015

Definitions of Managed Objects for Network Address Transl ators (NATs)
Abstract

This meno defines a portion of the Managenent |nfornmation Base (M B)
for devices inplenenting the Network Address Transl ator (NAT)
function. The new M B nodul e defined in this docunent, NATV2-MB, is
i ntended to replace nodul e NAT-M B (RFC 4008). NATV2-MB i s not
backwards conpatible with NAT-M B, for reasons given in the text of
this docunent. A conpani on docunent deprecates all objects in NAT-

M B. NATV2-M B can be used for the nonitoring of NAT instances on a
devi ce capabl e of NAT function. Conpliance |levels are defined for
three application scenarios: basic NAT, pooled NAT, and

carrier-grade NAT (CQN).

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7659
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1.

The I nternet-Standard Managenent Framewor k

For a detailed overview of the documents that describe the current
I nt er net - St andard Managenent Framework, please refer to section 7 of
RFC 3410 [ RFC3410].

Managed objects are accessed via a virtual information store, terned
t he Managenent |Informati on Base or MB. MB objects are generally
accessed through the Sinple Network Managenent Protocol (SNWP)
hjects in the MB are defined using the nmechani sns defined in the
Structure of Managenent Information (SM). This meno specifies a MB
nodul e that is conpliant to the SMv2, which is described in STD 58,
RFC 2578 [ RFC2578], STD 58, RFC 2579 [RFC2579] and STD 58, RFC 2580

[ RFC2580] .

I nt roducti on

This meno defines a portion of the Managenent |nfornmation Base (M B)
for devices inplenmenting NAT functions. This MB nodul e, NATV2-M B,
may be used for the nonitoring of such devices. NATV2-M B supersedes
NAT-M B [ RFC4008], which did not fit well wth existing NAT

i npl enent ati ons, and hence was not itself much inpl enented.

[ RFC7658] provides a detailed anal ysis of the deficiencies of

NAT- M B.

Rel ative to [ RFC4008] and based on the analysis just nentioned, the
present docunent introduces the follow ng changes:

o renoved all witable configuration except that related to contro
of the generation of notifications and the setting of quotas on
the use of NAT resources;

o mninized the read-only exposure of configuration to what is
needed to provide context for the state and statistica
i nformati on presented by the M B nodul e;

o renoved the associati on between napping and interfaces, retaining
only the nmappi ng aspect;

0 replaced references to NAT types with references to NAT behaviors
as specified in [ RFC4787];

o replaced a nodul e-specific enuneration of protocols with the
standard protocol nunbers provided by the | ANA Protocol Numbers
registry

Perreault, et al. St andards Track [ Page 3]



RFC 7659 NAT M B Cct ober 2015

This M B nodul e adds the follow ng features not present in [RFC4008]:
0 additional witable protective lints on NAT state data;
o additional objects to report state, statistics, and notifications;

0 support for the carrier-grade NAT (CGN) application, including
subscri ber - awar eness, support for an arbitrary nunber of address
real ms, and support for multiple NAT instances running on a single
devi ce;

0 expanded support for address pools;

o revised indexing of port nmap entries to sinplify traceback from
external ly observabl e packet paraneters to the corresponding
i nternal endpoint.

These features are described in nore detail bel ow
The renai nder of this docunent is organized as foll ows:

0 Section 3 provides a verbal description of the content and
organi zation of the M B nodul e.

0 Section 4 provides the M B nodule definition

0 Section 5 discusses operational and managenment issues relating to
t he depl oynent of NATV2-M B. One of these issues is NAT
managenent when bot h NAT-M B [ RFC4008] and NATV2-M B are depl oyed

0 Sections 6 and 7 provide a security discussion and a request to
| ANA for allocation of an object identifier for the nodule in the
mb-2 tree, respectively.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] .

Thi s docunent uses the follow ng termn nol ogy:

Upper -1 ayer protocol: The protocol follow ng the outer I P header of
a packet. This follows the term nol ogy of [ RFC2460], but as that
docunent points out, "upper" is not necessarily a correct
description of the protocol relationships (e.g., where IPis
encapsulated in IP). The abbreviated term"protocol" will often
be used where it is unanbi guous.
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Trigger: Wth respect to notifications, the |ogical recognition of
the event that the notification is intended to report.

Report: The actual production of a notification message. Reporting
can happen later than triggering, or may never happen for a given
notification instance, because of the operation of notification
rate controls.

Address realm A network domain in which the network addresses are
uni quely assigned to entities such that datagrans can be routed to
them (Definition taken from|[RFC2663], Section 2.1.) The
abbreviated term"“realnt will often be used.

3. Overview

This section provides a prose description of the contents and
organi zati on of the NATV2-M B nodul e

3.1. Content Provided by the NATV2-M B Mdul e

The content provided by the NATV2-M B nodul e can be cl assed under
four headings: configuration data, notifications, state information
and statistics.

3.1.1. Configuration Data

As nentioned above, the intent in designing the NATV2-M B nodul e was
to mnimze the amobunt of configuration data presented to that needed
to give a context for interpreting the other types of information
provided. Detailed descriptions of the configuration data are
included with the descriptions of the individual tables. |n general
that data is limted to what is needed for indexing and cross-

ref erenci ng between tables. The two exceptions are the objects
descri bi ng NAT instance behavior in the NAT instance table and the
detail ed enuneration of resources allocated to each address pool in
the pool table and its extension

The NATV2-M B nodul e provides three sets of read-wite objects,
specifically related to other aspects of the nmodule content. The
first set controls the rate at which specific notifications are
generated. The second set provides thresholds used to trigger the
notifications. These objects are listed in Section 3.1.2.

A third set of read-wite objects sets linmits on resource consunption

per NAT instance and per subscriber. Wen these linits are reached,
packets requiring further consunption of the given resource are
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dropped rather than translated. Statistics described in
Section 3.1.4 record the nunbers of packets dropped. Limts are
provi ded for:

o total nunmber of address map entries over the NAT instance. Limt
is set by object natv2lnstancelLim t AddressMapEntries in table
nat v2l nst anceTabl e. Dropped packets are counted in
nat v2l nst anceAddr essMapEntryLi mi tDrops in that table.

o total number of port map entries over the NAT instance. Limt is
set by object natv2lnstanceLimtPortMapEntries in table
nat v2l nst anceTabl e. Dropped packets are counted in
nat v2l nst ancePort MapEntryLi nmitDrops in that table.

o total nunmber of held fragnments (applicable only when the NAT
i nstance can receive fragnents out of order; see [ RFC4787],
Section 11). Limt is set by object
nat v2l nst ancelLi m t Pendi ngFragnments in tabl e natv2l nstanceTabl e.
Dr opped packets are counted by natv2l nstanceFragnmentDrops in the
sane table.

o total nunmber of active subscribers (i.e., subscribers having at
| east one mapping table entry) over the NAT instance. Limt is
set by object natv2lnstanceLimtSubscriberActives in table
nat v2l nst anceTabl e. Dropped packets are counted by
nat v2I nst anceSubscri ber ActiveLinitDrops in the sane table.

o nunber of port map entries for an individual subscriber. Limt is
set by object natv2SubscriberLimtPortMapEntries in table
nat v2Subscri ber Tabl e. Dropped packets are counted by
nat v2Subscri ber Port MapFai | ureDrops in the sane table. Note that,
unlike in the instance table, the per-subscriber count is |unped
in with the count of packets dropped because of failures to
all ocate a port map entry for other reasons to save on storage.

3.1.2. Notifications

NATV2-M B provides five notifications, intended to provide warning of
the need to provision or reallocate NAT resources. As indicated in
the previous section, each notification is associated with two read-
wite objects: a control on the rate at which that notification is
generated and a threshold value used to trigger the notification in
the first place. The default setting within the M B nodul e
specification is that all notifications are disabled. The setting of
threshol d val ues is discussed in Section 5.
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The five notifications are as foll ows:

o Two notifications relate to the nmanagenent of address pools. One
i ndi cates that usage equal s or exceeds an upper threshold and is
therefore a warning that the pool may be over-utilized unless nore
addresses are assigned to it. The other notification indicates
that usage equals or has fallen below a | ower threshold,
suggesting that sone addresses allocated to that pool could be
reall ocated to other pools. Address pool usage is calculated as
the percentage of the total nunmber of ports allocated to the
address pool that are already in use, for the nost-mapped protocol
at the tine the notification is generated. The notifications
identify that protocol and report the nunmber of port map entries
for that protocol in the given address pool at the nonent the
notification was triggered.

o Two notifications relate to the nunber of address and port map
entries, respectively, in total over the whole NAT instance. In
both cases, the threshold that triggers the notification is an
upper threshold. The notifications return the nunber of mapping
entries of the given type, plus a cumul ative counter of the nunber
of entries created in that mapping table at the noment the
notification was triggered. The intent is that the notifications
provide a warning that the total nunber of address or port nmap
entries is approaching the configured limt.

o The final notification is generated on a per-subscriber basis when
the nunber of port nmap entries for that subscriber crosses the
associ ated threshold. The objects returned by this notification
are simlar to those returned for the instance-Ilevel mapping
notifications. This notification is a warning that the nunber of
port map entries for the subscriber is approaching the configured
limt for that subscriber

Here is a detailed specification of the notifications. A given
notification can be disabled by setting the threshold to -1
(default).

Notification: natv2NotificationPool UsageLow. |ndicates that address
pool usage for the nost-mapped protocol equals or is less than the

t hreshol d val ue.

Conpar ed val ue: natv2Pool NotifiedPort MapEntries as a percentage of
total available ports in the pool

Threshol d: nat v2Pool Thr eshol dUsageLow i n nat v2Pool Tabl e.
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bj ects returned: natv2Pool Notifi edPort MapEntries and
nat v2Pool Noti fi edPort MapPr ot ocol in natv2Pool Tabl e.
Rate control: natv2Pool Notificationlnterval in natv2Pool Tabl e.
Notification: natv2NotificationPool UsageH gh. Indicates that address
pool usage for the nost-nmapped protocol has risen to the threshold

val ue or nore.

Compar ed val ue: natv2Pool NotifiedPort MapEntries as a percentage of
total available ports in the pool

Threshol d: nat v2Pool Thr eshol dUsageHi gh i n nat v2Pool Tabl e.

oj ects returned: natv2Pool NotifiedPort MapEntries and
nat v2Pool Not i fi edPort MapProt ocol in natv2Pool Tabl e.

Rate control: natv2Pool Notificationlnterval in natv2Pool Tabl e.
Notification: natv2NotificationlnstanceAddressMapEntri esHi gh
I ndicates that the total number of entries in the address map table

over the whol e NAT instance equal s or exceeds the threshold val ue.

Conpar ed val ue: natv2lnstanceAddressMapEntries in
nat v2l nst anceTabl e.

Threshol d:  nat v2l nst anceThr eshol dAddr essMapEnt ri esHi gh in
nat v2l nst anceTabl e.

bj ects returned: natv2l nstanceAddressMapEntries and
nat v2I nst anceAddr essMapCr eati ons i n natv2l nstanceTabl e.

Rate control: natv2lnstanceNotificationlnterval in
nat v2l nst anceTabl e.

Notification: natv2NotificationlnstancePort MapEntri esH gh. 1ndicates
that the total nunber of entries in the port nap table over the whole
NAT i nstance equal s or exceeds the threshold val ue.

Compar ed val ue: natv2lnstancePort MapEntries in natv2lnstanceTabl e.

Threshol d: natv2l nstanceThr eshol dPort MapEntri esH gh in
nat v2l nst anceTabl e.

oj ects returned: natv2l nstancePort MapEntries and
nat v2l nst ancePort MapCr eati ons i n natv2l nstanceTabl e.
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Rate control: natv2lnstanceNotificationlnterval in
nat v2l nst anceTabl e.

Notification: natv2NotificationSubscriberPortMapEntriesHi gh

Indicates that the total nunmber of entries in the port map table for
the given subscriber equals or exceeds the threshold val ue confi gured
for that subscriber.

Conpared val ue: natv2Subscri berPort MapEntries in
nat v2Subscri ber Tabl e.

Threshol d: natv2Subscri ber Thr eshol dPort MapEntri esH gh in
nat v2Subscri ber Tabl e.

oj ects returned: natv2Subscri berPort MapEntries and
nat v2Subscri ber Port MapCreati ons i n natv2Subscri ber Tabl e.

Rate control: natv2SubscriberNotificationlnterval in
nat v2Subscri ber Tabl e.

3.1.3. State Information

State informati on provides a snapshot of the content and extent of
the NAT mapping tables at a given nonent of tinme. The address and
port napping tables are described in detail below. In addition to
these tables, two state variables are provided: current nunber of
entries in the address mapping table, and current nunber of entries
in the port mapping table. Wth one exception, these are provided at
four levels of granularity: per NAT instance, per protocol, per
address pool, and per subscriber. Address nap entries are not
tracked per protocol, since address mapping is protocol independent.

3.1.4. Statistics

NATV2-M B provi des a nunber of counters, intended to help with both
the provisioning of the NAT and the debuggi ng of problens. As with
the state data, these counters are provided at the four |evels of NAT
i nstance, protocol, address pool, and subscriber when they nake
sense. Each counter is cumulative, beginning froma "I ast

di scontinuity time" recorded by an object that is usually in the
tabl e containing the counter.

The basic set of counters, as reflected in the NAT instance table, is
as follows:

Transl ati ons: nunber of packets processed and translated (in this
case, in total for the NAT instance).

Perreault, et al. St andards Track [ Page 9]



RFC 7659 NAT M B Cct ober 2015

Address map entry creations: cunulative nunber of address map
entries created, including static nappings.

Port map entry creations: cunul ative nunber of port map entries
created, including static mappings.

Address map linit drops: cunulative nunmber of packets dropped rather
than transl ated because the packet woul d have triggered the
creation of a new address mapping, but the configured Iinit on
nunber of address map entries has already been reached.

Port map limt drops: cunulative nunber of packets dropped rather
than transl ated because the packet woul d have triggered the
creation of a new port mapping, but the configured limt on nunber
of port map entries has already been reached.

Active subscriber limt drops: cunmulative nunber of packets dropped
rat her than transl ated because the packet woul d have triggered the
creation of a new address and/or port nmapping for a subscriber
with no existing entries in either table, but the configured limt
on nunber of active subscribers has already been reached.

Address mapping failure drops: cumulative nunber of packets dropped
because the packet would have triggered the creation of a new
address mappi ng, but no address could be allocated in the externa
real m concerned because all addresses fromthe sel ected address
pool (or the whole realm if no address pool has been configured
for that realm have already been fully allocated

Port mapping failure drops: cunulative nunber of packets dropped
because the packet would have triggered the creation of a new port
mappi ng, but no port could be allocated for the protoco
concerned. The precise conditions under which these packet drops
occur depend on the pooling behavior [RFC4A787] configured or
i npl emented in the NAT instance. See the DESCRI PTI ON cl ause for
t he natv2l nstancePort MapFai | ureDrops object for a detail ed
description of the different cases. These cases were defined with
care to ensure that address nmapping failure could be distinguished
from port mapping failure.

Fragnment drops: cunul ative nunber of packets dropped because the
packet contains a fragnment, and the fragnent behavi or [ RFC4787]
configured or inplenented in the NAT instance indicates that the
packet should be dropped. The nain case is a NAT instance that
nmeets REQ 14 of [RFCA787], hence it can receive and process out-
of -order fragnments. |In that case, dropping occurs only when the
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configured linmt on pending fragnents provi ded by NATV2-M B has
al ready been reached. The other cases are detailed in the
DESCRI PTI ON cl ause of the natv2l nstanceFragnment Behavi or obj ect.

O her resource drops: cunul ative nunber of packets dropped because
of unavailability of some other resource. The nost likely case
woul d be packets where the upper-layer protocol is not one
supported by the NAT instance.

Table 1 indicates the granularities at which these statistics are

reported.

Fom e e i aaa o R B R R +
| Statistic | NAT | Protocol | Pool | Subscriber

| | Instance | | | |
o e e e e e e e e oo Fomm e e e o - S [ Fomm e e e o - +
| Translations | Yes | Yes | No | Yes |
| | | | | |
| Address map entry | Yes | No | Yes | Yes

| creations | | | | |
| | | | | |
| Port map entry | Yes | Yes | Yes | Yes

| creations | | | | |
| | | | | |
| Address map linit | Yes | No | No | No |
e A A
| Port map limt drops | Yes | No | No | Yes |
| | | | | |
| Active subscriber | Yes | No | No | No |
| linmit drops | | | | |
| | | | | |
| Address nmapping | Yes | No | Yes | Yes

| failure drops | | | | |
| | | | | |
| Port mapping failure | Yes | Yes | Yes | Yes
B A .
| Fragment drops | Yes | No | No | No

| | | | | |
| Ot her resource drops | Yes | No | No | No |
o e e e e e e oo B S Fomm e - Hom - - B S +

Table 1. Statistics Provided By Level of Granularity
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3.2. CQutline of MB Mdule O ganization

Figure 1 shows how object identifiers are organized in the NATV2-M B
nmodul e. Under the general natv2M B object identifier in the mb-2
tree, the objects are classed into four groups:

nat v2M BNot i fi cations(0): identifies the five notifications
described in Section 3.1.2.

nat v2M BDevi ceCbj ects(1): identifies objects relating to the whole
device, specifically, the subscriber table.

nat v2M Bl nst ance(bj ects(2): identifies objects relating to
i ndi vi dual NAT instances. These include the NAT instance table,
the protocol table, the address pool table and its address range
expansi on, the address map table, and the port map table.

nat v2M BConf ormance(3): identifies the group and conpli ance cl auses,
specified for the three application scenarios described in
Section 3.4.
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natv2M B

| |
| |
0 | |
nat v2M BNot i fi cati ons | |
| | |
| 1 | |

| nat v2M BDevi ce(bj ect s |
Fi ve | |
notifications | 2 |
|

| nat v2M Bl nst ance(bj ect s

Subscri ber | 3
tabl e | nat v2M BConf or mance
| |
| |
Si x per - NAT- |
i nstance tables
|
o e e e e e e oo S
| |
| |
1 2
nat v2M BConpl i ances nat v2M BG oups
| |
| |
Basi c Basi c
pool ed pool ed
carrier-grade NAT carrier-grade NAT

Figure 1: Organization of Object ldentifiers for NATV2-M B
3.3. Detailed M B Mdul e Vl k- Thr ough
This section reviews the contents of the NATV2-M B nodule. The table
descriptions include references to subsections of Section 3.1 where
desirable to avoid repetition of that infornation.
3.3.1. Textual Conventions
The nodul e defines four key textual conventions: Protocol Nunber,
Nat v2Subscri ber | ndex, Natv2l nstancel ndex, and Nat v2Pool | ndex.

Pr ot ocol Nunber is based on the | ANA registry of protocol nunbers and
hence is potentially reusable by other M B nodul es.
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bj ects of type Natv2Subscriberlndex identify individual subscribers
served by the NAT device. The values of these identifiers are
admi ni stered and, in intent, are permanently associated with their
respective subscribers. Reuse of a value after a subscriber has been
deleted is discouraged. The scope of the subscriber index was
defined to be at the device rather than the NAT instance level to
make it easier to shift subscribers between instances (e.g., for |oad
bal anci ng) .

hj ects of type Natv2l nstancel ndex identify specific NAT instances on
the device. Again, these are adninistered values intended to be
permanent|y associated with the NAT instances to which they have been
assi gned.

bj ects of type Natv2Pool | ndex identify individual address pools in a
given NAT instance. As with the subscriber and instance index
objects, the pool identifiers are adm nistered and intended to be
permanent|ly associated with their respective pools.

3.3.2. Notifications
Notifications were described in Section 3.1.2.
3.3.3. The Subscriber Tabl e: natv2Subscri ber Tabl e

Tabl e natv2Subscri ber Tabl e is i ndexed by the subscriber index. One
conceptual row contains information relating to a specific
subscriber: the subscriber’s internal address or prefix for
correlation with other managenent information; state and statistica
i nformati on as described in Sections 3.1.3 and 3.1.4; the per-
subscri ber control objects described in Section 3.1.1; and

nat v2Subscri ber Di scontinuityTi ne, which provides a tinmestanp of the
latest time follow ng, which the statistics have accunul ated w t hout
di scontinuity.

Turni ng back to the address information for a nonent: this

i nformati on includes the identity of the address real min which the
address is routable. That enables support of an arbitrary nunber of
address realms on the same NAT instance. Address realmidentifiers
are admi nistered values in the formof a linted-1ength

SnnmpAdmi nString. In the absence of configuration to the contrary,
the default realmfor all internal addresses as recorded i n mapping
entries is "internal"

The term "address realnf is defined in [ RFC2663], Section 2.1 and
reused in subsequent NAT-rel ated documnents.
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In the special case of Dual-Stack Lite (DS-Lite) [ RFC6333], for

uni que matching of the subscriber data to other information in the

M B nodule, it is necessary that the address infornmation should
relate to the outer | Pv6 header of packets going to or fromthe host,
with the address real mbeing the one in which that | Pv6 address is
routable. The presentation of address infornmation for other types of
tunnel ed access to the NAT is out of scope.

3.3.4. The Instance Tabl e: natv2l nstanceTabl e

Tabl e natv2lnstanceTable is indexed by an object of type

Nat v2I nst ancel ndex. A conceptual row of this table provides
information relating to a particular NAT instance configured on the
devi ce.

Configuration information provided by this table includes an instance
nane of type DisplayString that may have been configured for this

i nstance and a set of objects indicating, respectively, the port

mappi ng, filtering, pooling, and fragnent behavi ors configured or

i mpl enented in the instance. These behaviors are all defined in

[ RFC4A787]. Their values affect the interpretation of sone of the
statistics provided in the instance table.

Read-write objects listed in Section 3.1.2 set the notification rate
for instance-level notifications and set the thresholds that trigger
them Additional read-wite objects described in Section 3.1.1 set
limts on the nunmber of address and port napping entries, nunber of
pendi ng fragnents, and nunber of active subscribers for the instance.

The state and statistical information provided by this table consists
of the per-instance itens described in Sections 3.1.3 and 3.1.4,
respectively. natv2lnstanceDi scontinuityTime is a tinestanp giving
the tine beyond which all of the statistical counters in

nat v2l nst anceTabl e are guaranteed to have accunul ated conti nuously.

3.3.5. The Protocol Table: natv2Protocol Tabl e

The protocol table is indexed by the NAT instance nunber and an

obj ect of type Protocol Nunber as described in Section 3.3.1 (i.e., an
| ANA-regi stered protocol number). The set of protocols supported by
the NAT instance is inplenmentation dependent, but they MJIST incl ude
ICVP(1), TCP(6), UDP(17), and | CMPv6(58). Depending on the
application, it SHOULD include |Pv4 encapsul ation(4), |Pv6

encapsul ation(41), |Psec AH(51), and SCTP(132). Support of PIM103)
is highly desirable.
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This table includes no configuration information. The state and
statistical information provided by this table consists of the per-
protocol itenms described in Sections 3.1.3 and 3.1.4, respectively.
nat v2l nst anceDi scontinuityTine in natv2lnstanceTable is reused as the
timestanp giving the tinme beyond which all of the statistica

counters in natv2Protocol Tabl e are guaranteed to have accumul at ed
continuously. The reasoning is that any event affecting the
continuity of per-protocol statistics will affect the continuity of
NAT i nstance statistics, and vice versa.

3.3.6. The Address Pool Tabl e: natv2Pool Tabl e

The address pool table is indexed by the NAT instance identifier for
the instance on which it is provisioned, plus a pool index of type
Nat v2Pool | ndex. Configuration information provided includes the
address real mfor which the pool provides addresses, the type of
address (I Pv4 or |Pv6) supported by the realm plus the port range it
makes available for allocation. The sane set of port nunmbers (or, in
the I QWP case, identifier values) is nade avail able for every
protocol supported by the NAT instance. The port range is specified
in ternms of m nimum and maxi num port nunber.

The state and statistical information provided by this table consists
of the per-pool itens described in Sections 3.1.3 and 3.1.4
respectively, plus two additional state objects described bel ow

nat v2Pool Tabl e provi des the pool -specific object

nat v2Pool Di scontinuityTime to indicate the time since the statistica
counters have accumnul ated conti nuously.

Read-write objects to set high and | ow thresholds for pool usage
notifications and for governing the notification rate were identified
in Section 3.1.2.

| mpl enentati on note: the thresholds are defined in terms of
percentage of available port utilization. The nunber of available
ports in a pool is equal to (max port - min port + 1) (fromthe
nat v2Pool Tabl e configuration information) multiplied by the nunber
of addresses provisioned in the pool (sumof nunber of addresses
provi ded by each natv2Pool RangeTabl e conceptual row relating to
that pool). At configuration tine, the thresholds can be
recalculated in terns of total nunber of port map entries
corresponding to the configured percentage, so that runtine
conparisons to the current number of port map entries require no
further arithnetic operations.

nat v2Pool Tabl e al so provides two state objects that are returned with

the notifications. natv2Pool NotifiedPortMapProtocol identifies the
nost - mapped protocol at the tinme the notification was triggered.
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nat v2Pool Noti fi edPort MapEntri es provides the total nunber of port map
entries for that protocol using addresses owned by this pool at that
sane tine.

3.3.7. The Address Pool Address Range Tabl e: natv2Pool RangeTabl e

nat v2Pool RangeTabl e provi des configuration information only. It is
an expansi on of natv2Pool Tabl e giving the address ranges with which a
gi ven address pool has been configured. As such, it is indexed by

t he conbi nati on of NAT instance index, address pool index, and a
conceptual row index, where each conceptual row conveys a different
address range. The address range is specified in terns of |owest
address, highest address rather than the usual prefix notation to
provide maxi mum flexibility.

3.3.8. The Address Map Tabl e: nat v2AddressMapTabl e

The address nmap table provides a table of mappings frominternal to
external address at a given nonent. It is indexed by the conbination
of NAT instance index, internal realm internal address type (IPv4 or
IPv6) in that realm the internal address of the local host for which
the map entry was created, and a conceptual row index to traverse all
of the entries relating to the sane internal address.

In the special case of DS-Lite [ RFC6333], the internal address and
real mused in the index are those of the | Pv6 outer header. The |Pv4
source address for the inner header, for which [ RFC6333] has reserved
addresses in the 192.0.0.0/29 range, is captured in tw additiona
objects in the correspondi ng conceptual row

nat v2Addr essMapl nt er nal MappedAddr essType and

nat v2Addr essMapl nt er nal MappedAddress. I n cases other than DS-Lite
access, these objects have no neaning. (OQther tunnel ed access is out
of scope.)

The additional information provided by natv2AddressMapTabl e consists
of the external realm address type in that realm and mapped
external address. Depending on inplenmentation support, the table

al so provides the index of the address pool from which the externa
address was drawn and the index of the subscriber to which the map
entry bel ongs.

3.3.9. The Port Map Tabl e: natv2Port MapTabl e

The port map table provides a table of mappings by protocol from
external port, address, and realmto internal port, address, and
realm As such, it is indexed by the conbination of NAT instance

i ndex, protocol nunber, external realmidentifier, address type in
that realm external address, and external port. The nmapping from
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external realm address, and port to internal realm address, and
port is unique, so no conceptual row index is needed. The indexing
is designed to nake it easy to trace individual sessions back to the
host, based on the contents of packets observed in the externa
real m

Beyond t he indexing, the information provided by the port map table
consists of the internal realm address type, address, and port
nunber, and, depending on inpl enentati on support, the index of the
subscri ber to which the map entry bel ongs.

As with the address nmap table, special provision is nmade for the case
of DS-Lite [RFC6333]. The real mand outgoing source address are
those for the outer header, and the address type is |Pv6. Additiona
obj ects natv2Port Mapl nt er nal MappedAddr essType and

nat v2Por t Mapl nt er nal MappedAddr ess capture the outgoi ng source address
in the inner header, which will be in the well-known 192.0.0.0/29
range.

3.4. Confornmance: Three Application Scenarios

The conformance statenents in NATV2-M B provide for three application
scenari os: basic NAT, NAT supporting address pools, and CGN

A basic NAT MAY limt the nunber of NAT instances it supports to one,
but it MJST support indexing by NAT instance. Sinmilarly, a basic NAT
MAY limt the nunber of realms it supports to two. By definition, a
basic NAT is not required to support the subscriber table, the
address pool table, or the address pool address range table. Sone

i ndi vidual objects in other tables are also not relevant to basic
NAT.

A NAT supporting address pools adds the address pool table and the
address pool address range table to what it inplenents. Sone

i ndi vidual objects in other tables also need to be inplenented. A
NAT supporting address pools MJST support nore than two real ns.

Finally, a CGN MJUST support the full contents of the M B nodul e.

That includes the subscriber table, but it also includes the specia
provision for DS-Lite access in the address and port map tables.
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4., Definitions

This M B nodul e | MPORTs obj ects from [RFC2578], [RFC2579], [RFC2580],
[ RFC3411], and [ RFC4001].

NATVZ2-M B DEFINITIONS ::= BEG N

| MPORTS
MODULE- | DENTI TY,
OBJECT- TYPE,
I nt eger 32,
Unsi gned32,
Count er 64,
m b- 2,
NOTI FI CATI ON- TYPE
FROM SNWVPv2- SM -- RFC 2578
TEXTUAL- CONVENTI ON,
Di splayString,
Ti meSt anp
FROM SNWPv2- TC -- RFC 2579
MODUL E- COVPLI ANCE,
NOTI FI CATI ON- GROUP,

OBJECT- GROUP

FROM SNWPv 2- CONF -- RFC 2580
SnnpAdmi nStri ng

FROM SNWVP- FRAMEWORK-M B -- RFC 3411
| net Addr essType,

| net Addr ess,
I net Addr essPrefi xLengt h,
| net Por t Nunber
FROM | NET- ADDRESS- M B; -- RFC 4001

nat v2ZM B MODULE- | DENTI TY
LAST- UPDATED "201510020000Z" -- 2 COctober 2015

ORGANI ZATI ON
"| ETF Behavi or Engi neering for H ndrance
Avoi dance (BEHAVE) Working G oup”
CONTACT- | NFO
"Working Group Email: behave@etf.org

Si non Perreaul t

Ji ve Conmuni cati ons
Quebec, C

Canada

Email: sperreault@ive.com
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Ti na Tsou

Huawei Technol ogi es
Banti an, Longgang
Shenzhen 518129

Chi na

Enmai | : tina.tsou.zouti ng@uawei.com

Sent hil Sivakunmar

Ci sco Systens

7100-8 Kit Creek Road

Research Triangle Park, North Carolina 27709
United States

Phone: +1 919 392 5158
Enmmil : ssenthil @i sco. com

Tom Tayl or

PT Tayl or Consulting
atawa

Canada

Email: tomtayl or.stds@muail . cont

DESCRI PTI ON
"This MB nodul e defines the generic managed objects
for NAT.

Copyright (c) 2015 I ETF Trust and the persons
identified as authors of the code. All rights reserved.

Redi stribution and use in source and binary forms, with
or without nodification, is pernitted pursuant to, and
subject to the license terns contained in, the Sinplified
BSD License set forth in Section 4.c of the | ETF Trust’s
Legal Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info).

This version of this MB nodule is part of RFC 7659;
see the RFC itself for full legal notices."
REVI SI ON "201510020000Z" -- 2 Cctober 2015
DESCRI PTI ON
"Conplete rewite, published as RFC 7659.
Repl aces fornmer version published as RFC 4008."
o= { mb-2 234}

-- Textual conventions
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Prot ocol Nunber ::= TEXTUAL- CONVENTI ON

Dl SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON

"A protocol nunber, fromthe | ANA Protocol Numbers

registry."

REFERENCE

"1 ANA Protocol Numbers,

<http://waw. i ana. or g/ assi gnnent s/ pr ot ocol - nunber s>"
SYNTAX Unsi gned32 (0..255)

Nat v2Subscri ber | ndex ::= TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON
"A uni que val ue, greater than zero, for each subscriber
in the managed system The value for each
subscri ber MUST renmain constant at |east from one
update of the entity’'s natv2Subscri berDi scontinuityTinme
object until the next update of that object. If a
subscriber is deleted, its assigned index value MJUST NOT
be assigned to anot her subscriber at |east unti
reinitialization of the entity s nmanagenent system”
SYNTAX Unsi gned32 (1..4294967295)

Nat v2Subscri ber | ndexOr Zero :: = TEXTUAL- CONVENTI ON

DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON

"This textual convention is an extension of the

Nat v2Subscri ber | ndex convention. The latter defines a

greater than zero value used to identify a subscriber in

t he managed system This extension pernmits the additiona

val ue of zero, which serves as a pl acehol der when no

subscriber is associated with the object.”
SYNTAX Unsi gned32 (0] 1..4294967295)

Nat v2I nst ancel ndex ::= TEXTUAL- CONVENTI ON

DI SPLAY- HI NT "d"

STATUS current

DESCRI PTI ON

"A uni que val ue, greater than zero, for each NAT instance

in the nmanaged system It is RECOMMENDED that values are
assigned contiguously starting from1l. The value for each
NAT i nstance MUST remai n constant at |east from one
update of the entity’s natv2lnstanceDi scontinuityTime
object until the next update of that object. |If a NAT
instance is deleted, its assigned index value MJUST NOT
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be assigned to anot her NAT instance at |east unti
reinitialization of the entity' s managenent system"
SYNTAX Unsi gned32 (1..4294967295)

Nat v2Pool | ndex ::= TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON
"A uni que val ue over the containing NAT instance, greater than
zero, for each address pool supported by that NAT instance.
It is RECOWENDED that val ues are assigned contiguously
starting from1l. The value for each address pool MJIST renmin
constant at |east fromone update of the entity’'s
nat v2Pool Di sconti nuityTi me object until the next update of
that object. |If an address pool is deleted, its assigned
i ndex val ue MJUST NOT be assigned to anot her address pool for
the sane NAT instance at |least until reinitialization of the
entity’'s nanagenent system"
SYNTAX Unsi gned32 (1..4294967295)

Nat v2Pool | ndexOr Zero :: = TEXTUAL- CONVENTI ON
DI SPLAY- HI NT "d"
STATUS current
DESCRI PTI ON
"This textual convention is an extension of the
Nat v2Pool | ndex convention. The latter defines a greater
than zero value used to identify address pools in the
managed system This extension permits the additiona
val ue of zero, which serves as a pl acehol der when the
i mpl enent ati on does not support address pools or no address
pool is configured in a given external realm"
SYNTAX Unsi gned32 (0] 1..4294967295)

-- Notifications
nat v2M BNot i fi cati ons OBJECT IDENTIFIER ::= { natv2MB 0 }

nat v2Not i fi cati onPool UsageLow NOTI FI CATI ON- TYPE
OBJECTS { natv2Pool Noti fi edPort MapEntri es,
nat v2Pool Noti fi edPort MapPr ot ocol }
STATUS current
DESCRI PTI ON
"This notification is triggered when an address pool’'s usage

becones | ess than or equal to the value of the
nat v2Pool Thr eshol dUsageLow obj ect for that pool, unless the
notification has been disabled by setting the value of the
threshold to -1. It is reported subject to the rate
limtation specified by natv2Port MapNotificati onl nterval
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Addr ess pool usage is calculated as the percentage of the
total nunber of ports allocated to the address pool that are
already in use, for the nost-mapped protocol at the tinme
the notification is triggered. The two returned objects are
menbers of natv2Pool Tabl e i ndexed by the NAT instance and
pool indices for which the event is being reported. They
gi ve the nunber of port map entries using external addresses
configured on the pool for the nost-mapped protocol and
identify that protocol at the tinme the notification was
triggered.”
REFERENCE
"RFC 7659, Sections 3.1.2 and 3.3.6."
::={ natv2M BNotifications 1 }

nat v2Not i fi cati onPool UsageHi gh NOTI FI CATI ON- TYPE
OBJECTS { natv2Pool Noti fi edPort MapEntri es,
nat v2Pool Not i fi edPort MapPr ot ocol }
STATUS current
DESCRI PTI ON
"This notification is triggered when an address pool’s usage
becones greater than or equal to the value of the
nat v2Pool Thr eshol dUsageH gh object for that pool, unless
the notification has been disabled by setting the val ue of
the threshold to -1. It is reported subject to the rate
limtation specified by natv2Port MapNotificati onl nterval

Address pool usage is calculated as the percentage of the
total nunber of ports allocated to the address pool that are
already in use, for the nost-nmapped protocol at the tine the
notification is triggered. The two returned objects are
menbers of natv2Pool Tabl e i ndexed by the NAT instance and
pool indices for which the event is being reported. They
gi ve the nunber of port map entries using external addresses
configured on the pool for the nost-mapped protocol and
identify that protocol at the tinme the notification was
triggered.”
REFERENCE
"RFC 7659, Sections 3.1.2 and 3.3.6."
::={ natv2M BNotifications 2 }

nat v2Noti fi cati onl nst anceAddr essMapEnt ri esH gh NOTI FI CATI ON- TYPE
OBJECTS { natv2l nstanceAddr essMapEntri es,
nat v2I nst anceAddr essMapCreati ons }

STATUS current
DESCRI PTI ON

"This notification is triggered when the val ue of

nat v2I nst anceAddr essMapEntri es equal s or exceeds the val ue
of the natv2l nstanceThr eshol dAddr essMapEnt ri esHi gh obj ect
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for the NAT instance, unless disabled by setting that
threshold to -1. Reporting is subject to the rate Iimtation
gi ven by natv2lnstanceNotificationlnterval

nat v2I nst anceAddr essMapEntri es and
nat v2I nst anceAddr essMapCr eati ons are nmenbers of table
nat v2l nst anceTabl e i ndexed by the identifier of the NAT
i nstance for which the event is being reported. The val ues
reported are those observed at the noment the notification
was triggered. "
REFERENCE
"RFC 7659, Section 3.1.2."
::={ natv2M BNotifications 3 }

nat v2Noti fi cati onl nst ancePort MapEntri esH gh NOTI FI CATI ON- TYPE
OBJECTS { natv2lnstancePort MapEntri es,
nat v2I nst ancePort MapCr eati ons }

STATUS current

DESCRI PTI ON
"This notification is triggered when the val ue of
nat v2I nst ancePort MapEntri es beconmes greater than or equa
to the val ue of natv2lnstanceThreshol dPort MapEntri esHi gh
unl ess di sabled by setting that threshold to -1. Reporting
is subject to the rate limtation given by
nat v2l nst anceNoti fi cati onl nt erval

nat v2I nst ancePort MapEntri es and
nat v2l nst ancePort MapCreati ons are nmenbers of table
nat v2l nst anceTabl e i ndexed by the identifier of the NAT
i nstance for which the event is being reported. The val ues
reported are those observed at the nonment the notification
was triggered."”

::={ natv2M BNotifications 4 }

nat v2Not i fi cati onSubscri ber Port Mappi ngEntri esHi gh
NOTI FI CATI ON- TYPE
OBJECTS { natv2Subscri ber Port MapEntri es,
nat v2Subscri ber Port MapCreati ons }
STATUS current
DESCRI PTI ON
"This notification is triggered when the val ue of
nat v2Subscri ber Port MapEntri es for an individual subscriber
becones greater than or equal to the value of the
nat v2Subscri ber Thr eshol dPort MapEnt ri esHi gh obj ect for that
subscri ber, unless disabled by setting that threshold to -1
Reporting is subject to the rate linmitation given by
nat v2Subscri ber Noti fi cati onl nt erval
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nat v2Subscri ber Port MapEntri es and
nat v2Subscri ber Port MapCreati ons are nenbers of table
nat v2Subscri ber Tabl e i ndexed by the subscriber for
whi ch the event is being reported. The val ues
reported are those observed at the noment the notification
was triggered."”
::={ natv2M BNotifications 5 }

-- Device-level objects
nat v2M BDevi ceCbj ects OBJECT IDENTIFIER ::= { natv2ZMB 1 }
-- Subscriber table

nat v2Subscri ber Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Nat v2Subscri berEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Tabl e of subscribers. As well as the subscriber index, it
provi des per-subscriber state and counter objects, a |ast
di scontinuity time object for the counters, and a witable
threshold value and linmt on port consunption.”

REFERENCE
"RFC 7659, Section 3.3.3."

::={ natv2M BDevi cebj ects 1 }

nat v2Subscri ber Entry OBJECT- TYPE
SYNTAX Nat v2Subscri ber Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Each entry describes a single subscriber."
I NDEX { natv2Subscri ber | ndex }
::={ natv2SubscriberTable 1}

Nat v2Subscri berEntry :: =

SEQUENCE {
nat v2Subscri ber | ndex Nat v2Subscri ber | ndex,
nat v2Subscri ber | nt er nal Real m SnnpAdmi nStri ng,
nat v2Subscri ber I nt er nal Prefi xType I net Addr essType
nat v2Subscri ber I nt er nal Prefi x | net Addr ess,

nat v2Subscri ber | nt ernal Prefi xLength | net AddressPrefi xLengt h,
-- State

nat v2Subscri ber Addr essMapEntri es Unsi gned32,

nat v2Subscri ber Port MapEntri es Unsi gned32,
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Counters and last discontinuity tine

nat v2Subscri ber Transl ati ons Count er 64,
nat v2Subscri ber Addr essMapCr eat i ons Count er 64,
nat v2Subscri ber Port MapCr eati ons Count er 64,
nat v2Subscri ber Addr essMapFai | ur eDr ops Count er 64,
nat v2Subscri ber Port MapFai | ur eDr ops Count er 64,
nat v2Subscri ber Di sconti nui tyTi e Ti meSt anp,

Read-wite controls

nat v2Subscri ber Li ni t Port MapEntri es Unsi gned32,

Di sable notifications by setting threshold to -1

nat v2Subscri ber Thr eshol dPor t MapEntri esHi gh I nteger 32,

Disable limt by setting to O

nat v2Subscri ber Noti fi cati onl nt erval Unsi gned32

nat v2Subscri ber | ndex OBJECT- TYPE

SYNTAX Nat v2Subscri ber | ndex
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"A uni que value, greater than zero, for each subscriber
in the managed system The value for each
subscri ber MIUST remai n constant at |east from one
update of the entity’'s natv2SubscriberDi scontinuityTinme
object until the next update of that object. If a

subscriber is deleted, its assigned index value MJUST NOT

be assigned to anot her subscriber at |east unti
reinitialization of the entity s managenent system”

= { natv2SubscriberEntry 1 }

Configuration for this subscriber: realm internal address(es)

nat v2Subscri ber | nt er nal Real m OBJECT- TYPE

SYNTAX SnnpAdmi nString (SIZE(O..32))
MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

"The address realmto which this subscriber belongs. A realm

defines an address space. Al NATs support at |least two

real ns.

The default real mfor subscribers is "internal’.
Admi ni strators can set other values for individua
subscri bers when they are configured. The administrator

MAY

configure a new val ue of natv2SubscriberReal mat any tine

subsequent to initial configuration of the subscriber.

| f

this happens, it MJST be treated as a point of discontinuity

requiring an update of natv2Subscri berDi scontinuityTine.

Perreault, et al. St andards Track [ Page 26]



RFC 7659 NAT M B Cct ober 2015

When the subscriber sends a packet to the NAT through a
DS-Lite (RFC 6333) tunnel, this is the realmof the outer
packet header source address. Oher tunneled access is out
of scope."
REFERENCE
"Address realm RFC 2663. DS-Lite: RFC 6333."
DEFVAL
{ "internal" }
::= { natv2SubscriberEntry 2}

nat v2Subscri ber I nt er nal Prefi xType OBJECT- TYPE
SYNTAX | net Addr essType
MAX- ACCESS r ead- onl y
STATUS current

DESCRI PTI ON
"Subscriber’s internal prefix type. Any value other than
i pv4(1l) or ipve(2) would be unexpected. In the case of

DS-Lite access, this is the prefix type (IPv6(2)) used in
t he outer packet header."
REFERENCE
"DS-Lite: RFC 6333."
::={ natv2SubscriberEntry 3}

nat v2Subscri ber | nt ernal Prefi x OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Prefix assigned to a subscriber’s Custoner Prem ses Equi pnent
(CPE). The type of this prefix is given by
nat v2Subscri ber | nt ernal Prefi xType. Source addresses of packets
out goi ng fromthe subscriber will be contained within this

prefix. In the case of DS-Lite access, the source address
taken fromthe prefix will be that of the outer header."
REFERENCE

"DS-Lite: RFC 6333."
::={ natv2SubscriberEntry 4 }

nat v2Subscri ber | nt ernal Prefi xLength OBJECT- TYPE
SYNTAX | net Addr essPrefi xLengt h
MAX- ACCESS r ead-onl y
STATUS current

DESCRI PTI ON
"Length of the prefix assigned to a subscriber’'s CPE, in
bits. If a single address is assigned, this will be 32

for 1Pv4 and 128 for |IPv6."
::={ natv2SubscriberEntry 5 }
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-- State objects

nat v2Subscri ber Addr essMapEntri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The current nunber of address map entries for the
subscri ber, including static mappings. An address map entry
maps froma given internal address and real mto an externa
address in a particular external realm This definition
i ncludes " hairpin’ nappings, where the external realmis the
sanme as the internal one. Address nmap entries are al so
tracked per instance and per address pool within the
i nstance. "
REFERENCE
"RFC 7659, Section 3.3.8."
::= { natv2SubscriberEntry 6 }

nat v2Subscri ber Port MapEnt ri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The current nunber of port nmap entries in the port map table
for the subscriber, including static nappings. A port nap
entry maps froma given external realm address, and port
for a given protocol to an internal realm address, and
port. This definition includes ’'hairpin mappings, where the
external realmis the sane as the internal one. Port nmap
entries are also tracked per instance and per protocol and
address pool within the instance."
REFERENCE
"RFC 7659, Section 3.3.9."
::={ natv2SubscriberEntry 7 }

-- Counters and last discontinuity tinme

nat v2Subscri ber Transl ati ons OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of translated packets received from or
sent to this subscriber. This value MJST be nonot one
increasing in the periods between updates of the entity’'s
nat v2Subscri berDi scontinuityTine. |f a manager detects a
change in the latter since the last tine it sanpled this
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counter, it SHOULD NOT nake use of the difference between

the |l atest value of the counter and any val ue retrieved

before the new val ue of natv2Subscri berDi scontinuityTinme."
::={ natv2SubscriberEntry 8 }

nat v2Subscri ber Addr essMapCr eat i ons OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The cumul ative nunber of address map entries created for
this subscriber, including static mappings. Address nmap
entries are also tracked per instance and per protocol and
address pool wthin the instance.

Thi s val ue MJUST be npnotone increasing in

t he periods between updates of the entity’'s

nat v2Subscri berDi scontinuityTine. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nake use of the difference between

the | atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2SubscriberDi scontinuityTine."
::={ natv2SubscriberEntry 9 }

nat v2Subscri ber Port MapCr eat i ons OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of port nmap entries created for this
subscriber, including static mappings. Port map entries are
al so tracked per instance and per protocol and address poo
within the instance

Thi s val ue MJUST be nonotone increasing in the periods

bet ween updates of the entity’'s

nat v2Subscri berDi scontinuityTine. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nmake use of the difference between

the | atest value of the counter and any value retrieved

bef ore the new val ue of natv2SubscriberDi scontinuityTine."
::= { natv2SubscriberEntry 10 }

nat v2Subscri ber Addr essMapFai | ur eDr ops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
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DESCRI PTI ON
"The cunul ative nunber of packets originated by this
subscri ber that were dropped because the packet would have
triggered the creation of a new address map entry, but no
address could be allocated in the selected external realm
because all addresses fromthe sel ected address pool (or the
whole realm if no address pool has been configured for that
realmj have already been fully all ocated.

Thi s val ue MJUST be nonotone increasing in the periods

bet ween updates of the entity’'s

nat v2Subscri berDi scontinuityTine. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nake use of the difference between

the | atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2SubscriberDi scontinuityTine."
::={ natv2SubscriberEntry 11 }

nat v2Subscri ber Port MapFai | ureDrops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The cunul ative nunber of packets dropped because the
packet would have triggered the creation of a new
port nmapping, but no port could be allocated for the
protocol concerned. The usual case for this will be
for a NAT instance that supports address pooling and
the ' Paired’ pooling behavior recomended by RFC 4787,
where the internal endpoint has used up all of the
ports allocated to it for the address it was mapped to
in the selected address pool in the external realm
concerned and cannot be given nore ports because
- policy or inplenentation prevents it fromhaving a
second address in the sanme pool, and
- policy or unavailability prevents it fromacquiring
nore ports at its originally assigned address.

If the NAT instance supports address pooling but its
pool i ng behavior is "Arbitrary’ (neaning that

the NAT instance can allocate a new port mapping for

the given internal endpoint on any address in the

sel ected address pool and is not bound to what it has

al ready mapped for that endpoint), then this counter

is incremented when all ports for the protocol concerned
over the whole of the sel ected address pool are already
in use.
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As a third case, if no address pools have been confi gured
for the external real mconcerned, then this counter is

i ncrenent ed because all ports for the protocol involved over
the whol e set of addresses available for that external realm
are already in use.

Finally, this counter is increnented if the packet would
have triggered the creation of a new port mapping, but the
current val ue of natv2Subscri berPort MapEntries equals or
exceeds the val ue of natv2Subscri berLinitPortMapEntries
for this subscriber (unless that limt is disabled).

This val ue MUST be npnotone increasing in the periods
bet ween updates of the entity's
nat v2Subscri berDi scontinuityTine. |f a manager detects a
change in the latter since the last tine it sanpled this
counter, it SHOULD NOT make use of the difference between
the | atest value of the counter and any value retrieved
before the new val ue of natv2SubscriberDi scontinuityTine."
REFERENCE
"Pool i ng behavior: RFC 4787, end of Section 4.1."
::={ natv2SubscriberEntry 12 }

nat v2Subscri ber Di scontinuityTi me OBJECT- TYPE
SYNTAX Ti neSt anp
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Snapshot of the value of the sysUpTinme object at the
begi nning of the latest period of continuity of the
statistical counters associated with this subscriber."
.= { natv2SubscriberEntry 14 }

-- Per-subscriber linmt and threshold on port mappi ngs
-- Disabled if set to zero
nat v2Subscri ber Li m t Port MapEntri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"Limt on total number of port mappings active for this
subscri ber (natv2SubscriberPort MapEntries). Once this linmt
i s reached, packets that mi ght have triggered new port
mappi ngs are dropped. The nunber of such packets dropped is
counted in natv2l nstancePort MapFai | ur eDr ops.

Limt is disabled if set to zero."
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DEFVAL

{ 0}
::={ natv2SubscriberEntry 15 }

nat v2Subscri ber Thr eshol dPor t MapEnt ri esH gh OBJECT- TYPE
SYNTAX | nt eger 32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON

Cct ober 2015

"Notification threshold for total nunber of port mappi ngs

active for this subscriber. Whenever

nat v2Subscri ber Port MapEntries is updated, if it equals or

exceeds natv2Subscri ber Threshol dPort MapEnt ri esHi gh
notification

t he

nat v2Not i fi cati onSubscri ber Port Mappi ngEntri esHigh is
triggered, unless the notification is disabled by setting
the threshold to -1. Reporting is subject to the m ninmum

inter-notification interval given by
nat v2Subscri berNotificationlnterval. |If nultiple

notifications are triggered during one interval, the agent
MJUST report only the one containing the highest val ue of
nat v2Subscri ber Port MapEntri es and di scard the others."

DEFVAL
{ -1} _
::={ natv2SubscriberEntry 16 }

nat v2Subscri ber Noti fi cati onl nterval OBJECT- TYPE
SYNTAX Unsi gned32 (1..3600)
UNI TS
" Seconds"
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"M ni mum nunber of seconds between successive

reporting of notifications for this subscriber. Controls

the reporting of
nat v2Noti fi cati onSubscri ber Port Mappi ngEntri esHi gh. "
DEFVAL

{ 60}
::={ natv2SubscriberEntry 17 }
-- Per-NAT-i nstance objects
nat v2M Bl nst anceObj ects OBJECT IDENTIFIER ::= { natv2ZMB 2 }

-- Instance table
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nat v2I nst anceTabl e OBJECT- TYPE

SYNTAX SEQUENCE COF Natv2l nstanceEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Tabl e of NAT instances. As well as state and counter
objects, it provides the instance index, instance nanme, and
the last discontinuity time object that is applicable to
the counters. It also contains witable thresholds for
reporting of notifications and Iimts on usage of resources
at the level of the NAT instance.

It is assumed that NAT instances can be created and del eted
dynami cally, but this MB nodul e does not provide the neans
to do so. For restrictions on assignnent and mai ntenance of
the NAT index instance, see the description of

nat v2l nst ancel ndex in the table below For the requirenments
on mai ntenance of the values of the counters in this table,
see the description of natv2lnstanceD scontinuityTine in
this table.

Each NAT instance has its own resources and behavior. The
resources include nmenory as reflected in space for map
entries, processing power as reflected in the rate of map
creation and del eti on, and mappabl e addresses in each realm
that can play the role of an external realmfor at |east
some mappings for that instance. The NAT instance table
includes linmts and notification thresholds that relate to
menory usage for mapping at the level of the whole instance.
The Iinmt on nunber of subscribers with active mappings is a
limt to sone extent on processor usage.

The mappabl e 'external’ addresses may or nay not be
organi zed into address pools. For a definition of address
pool s, see the description of natv2Pool Table. If the instance
does support address pools, it also has a pooling behavior
Mappi ng, filtering, and pooling behavior are defined in the
descriptions of the natv2l nstancePort Mappi ngBehavi or
nat v2l nst anceFi | t eri ngBehavi or, and
nat v2I nst ancePool i ngBehavi or objects in this table. The
i nstance al so has a fragnmentation behavior, defined in the
description of the natv2l nstanceFragnment Behavi or object."
REFERENCE
"RFC 7659, Section 3.3.4.
NAT behavi ors: RFC 4787 (primary, UDP); RFC 5382 (TCP);
RFC 5508 (I CwWP); and RFC 5597 (Datagram Congestion Control
Protocol (DCCP))."
::={ natv2M Bl nstance(hj ects 1 }
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nat v2I nst anceEntry OBJECT- TYPE
SYNTAX Nat v2l nst anceEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Cbjects related to a single NAT instance."
I NDEX { natv2l nstancel ndex }
::={ natv2lnstanceTable 1}

Nat v2l nst anceEntry :: =

SEQUENCE {
nat v2|l nst ancel ndex Nat v2I nst ancel ndex,
nat v2l nstanceAl i as Di splayString,
-- Configured behaviors
nat v2I nst ancePor t Mappi ngBehavi or | NTEGER,
nat v2l nst anceFi | t eri ngBehavi or | NTEGER,
nat v2I nst ancePool i ngBehavi or | NTEGER,
nat v2I nst anceFr agnent Behavi or | NTEGER,
-- State
nat v2l nst anceAddr essMapEntri es Unsi gned32,
nat v2l nst ancePort MapEntri es Unsi gned32,
-- Statistics and discontinuity time
nat v2l nst anceTr ansl ati ons Count er 64,
nat v2I nst anceAddr essMapCr eat i ons Count er 64,
nat v2l nst ancePort MapCr eati ons Count er 64,
nat v2I nst anceAddr essMapEnt ryLi mi t Dr ops Count er 64,
nat v2I nst ancePor t MapEnt ryLi i t Dr ops Count er 64,
nat v2l nst anceSubscri ber Acti velLi ni t Drops Count er 64,
nat v2I nst anceAddr essMapFai | ur eDr ops Count er 64,
nat v2I nst ancePor t MapFai | ur eDr ops Count er 64,
nat v2I nst anceFr agnment Dr ops Count er 64,
nat v2l nst anceQ her Resour ceFai | ur eDr ops Count er 64,
nat v2l nst anceDi sconti nuityTi ne Ti meSt anp,

-- Notification thresholds, disabled if set to -1
nat v2I nst anceThr eshol dAddr essMapEnt ri esHi gh | nt eger 32,

nat v2l nst anceThr eshol dPort MapEnt ri esHi gh I nt eger 32,

nat v2l nst anceNoti fi cationl nterval Unsi gned32,
-- Limts, disabled if set to O

nat v2l nst anceli m t Addr essMapEntri es Unsi gned32,

nat v2l nst anceli nmi t Port MapEntri es Unsi gned32,

nat v2I nst ancelLi m t Pendi ngFr agnment s Unsi gned32,

nat v2l nst ancelLi m t Subscri ber Acti ves Unsi gned32

}

nat v2l nst ancel ndex OBJECT- TYPE
SYNTAX Nat v2l nst ancel ndex
MAX- ACCESS not - accessi bl e
STATUS current
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DESCRI PTI ON
"NAT instance index. It is up to the inplementation to
determi ne which val ues correspond to in-service NAT
instances. This object is used as an index for all tables
defined bel ow. "

::={ natv2lnstanceEntry 1 }

nat v2l nst anceAl i as OBJECT- TYPE
SYNTAX Di splayString (SIZE (0..64))
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"This object is an 'alias’ name for the NAT instance as
specified by a network manager and provides a non-volatile
"handl e’ for the instance.

An exanpl e of the value that a network manager m ght store
in this object for a NAT instance is the nane/identifier of
the interface that brings in internal traffic for this NAT
i nstance or the nane of the Virtual Routing and Forwarding
(VRF) for internal traffic."

::={ natv2lnstanceEntry 2 }

-- Configured behaviors

nat v2I nst ancePor t Mappi ngBehavi or OBJECT- TYPE
SYNTAX | NTEGER {
endpoi nt | ndependent (0),
addr essDependent (1),
addr essAndPor t Dependent (2)

}

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"Port mappi ng behavior is the policy governing the selection
of external address and port in a given realmfor a given
five-tuple of source address and port, destination address
and port, and protocol

endpoi nt | ndependent (0), the behavi or REQU RED by RFC 4787,
REQ 1, maps the source address and port to the sane
external address and port for all destination address and
port conbi nations reached through the sane external realm
and using the given protocol.
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addr essDependent (1) naps to the sane external address and
port for all destination ports at the sane destination
address reached through the sane external real mand using
t he gi ven protocol

addr essAndPort Dependent (2) maps to a separate externa
address and port conbination for each different
destinati on address and port conbi nati on reached through
the sanme external realm”

REFERENCE

nat v2l ns

"RFC 4787, Section 4.1."
{ natv2l nstanceEntry 3 }

tanceFi |l teri ngBehavi or OBJECT- TYPE

SYNTAX | NTEGER {

MAX-

endpoi nt | ndependent (0),
addr essDependent (1),
addr essAndPor t Dependent (2)

}
ACCESS read-only

STATUS current
DESCRI PTI ON

"Filtering behavior is the policy governing acceptance or

t he droppi ng of packets inconing fromrenbte sources via a
gi ven external realmand destined to a specific three-tuple
of external address, port, and protocol at the NAT instance
t hat has been assigned in a port napping.

endpoi nt | ndependent (0) accepts for translation packets from
all conbinations of renpte address and port destined to the
mapped external address and port via the given externa
real m and using the given protocol

addr essDependent (1) accepts for translation packets from al
renote ports fromthe same renpte source address destined to
the mapped external address and port via the given externa
real mand using the given protocol

addr essAndPor t Dependent (2) accepts for translation only
those packets with the same renote source address, port, and
protocol incomng fromthe same external realmas identified
when the applicable port map entry was creat ed.

RFC 4787, REQ 8 recomends either endpointl|ndependent (0) or
addr essDependent (1) filtering behavi or dependi ng on whet her
application friendliness or security takes priority."

REFERENCE

Per r eaul

"RFC 4787, Section 5."
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::={ natv2lnstanceEntry 4 }

nat v2|l nst ancePool i ngBehavi or OBJECT- TYPE
SYNTAX | NTEGER {
arbitrary (0),
paired (1)

}

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"Pool i ng behavior is the policy used to select the address
for a new port mapping within a given address pool to which
the internal address has al ready been mapped.

arbitrary(0) pooling behavior neans that the NAT instance
may create the new port mapping using any address in the
pool that has a free port for the protocol concerned.

pai red(1) pooling behavior, the behavi or RECOWENDED by RFC
4787, REQ 2, neans that once a given internal address has
been mapped to a particular address in a particul ar pool
further mappi ngs of the sane internal address to that poo
will reuse the previously assigned pool nenber address.”
REFERENCE
"RFC 4787, near the end of Section 4.1"
::={ natv2lnstanceEntry 5 }

nat v2I nst anceFr agnent Behavi or OBJECT- TYPE
SYNTAX | NTEGER {
fragment None (0),
fragment I nOrder (1),
fragment Qut O Order (2)

}
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Fragnment behavior is the NAT instance’s capability to
receive and translate fragnents incomng fromrenote
sour ces.

fragment None(0) inplies no capability to translate incom ng
fragments, so all received fragnents are dropped. Each
dropped fragnent is counted in natv2lnstanceFragnent Drops.

fragmentInOrder (1) inplies the ability to translate

fragments only if they are received in order, so that in
particul ar the header is in the first packet. If a fragnent
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is received out of order, it is dropped and counted in
nat v2I nst anceFr agnment Dr ops.

fragment Qut Of Order (2), the capability REQUI RED by RFC 4787,
REQ 14, inplies the capability to translate fragnments even
when they arrive out of order, subject to a protective
limt natv2l nstancelinm t Pendi ngFragnments on total nunber of
fragments awaiting the first fragnment of the chain. If the
i mpl enent ati on supports this capability,
nat v2l nst anceFragnent Drops is incremented only when a new
fragment arrives but is dropped because the limt on pending
fragments has al ready been reached.”
REFERENCE
"RFC 4787, Section 11."
::={ natv2lnstanceEntry 6 }

-- State

nat v2I nst anceAddr essMapEntri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The current nunber of address map entries in total over the
whol e NAT instance, including static nmappings. An address
map entry naps froma given internal address and realmto an
external address in a particular external realm This
definition includes 'hairpin’ nmappings, where the externa
realmis the sane as the internal one. Address map entries
are al so tracked per subscriber and per address pool within
t he instance."
REFERENCE
"RFC 7659, Section 3.3.8.
Hai r pi nni ng: RFC 4787, Section 6."
::={ natv2lnstanceEntry 7 }

nat v2I nst ancePort MapEntri es OBJECT- TYPE

SYNTAX Unsi gned32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The current nunber of entries in the port nap table in tota
over the whol e NAT instance, including static mappings. A
port map entry maps froma given external realm address,
and port for a given protocol to an internal realm address,
and port. This definition includes ’hairpin nmappings, where
the external realmis the same as the internal one. Port map
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entries are also tracked per subscriber and per protocol and
address pool within the instance."
REFERENCE
"RFC 7659, Section 3.3.09.
Hai r pi nni ng: RFC 4787, Section 6."
::={ natv2lnstanceEntry 8 }

-- Statistics

nat v2l nst anceTr ansl ati ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The cunul ative nunber of translated packets passing through
this NAT instance. This value MJST be nonotone increasing in
t he periods between updates of
nat v2l nstanceDi scontinuityTine. |If a manager detects a
change in the latter since the last tine it sanpled this
counter, it SHOULD NOT nake use of the difference between
the | atest value of the counter and any val ue retrieved
bef ore the new val ue of natv2lnstanceD scontinuityTine."
::={ natv2lnstanceEntry 9 }

nat v2I nst anceAddr essMapCr eati ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The cunul ative nunber of address nmap entries created by the
NAT i nstance, including static nappings. Address map
creations are also tracked per address pool within the
i nstance and per subscri ber

Thi s val ue MJUST be nonotone increasing in

t he periods between updates of

nat v2l nstanceDi scontinuityTine. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nmake use of the difference between

the | atest value of the counter and any value retrieved

bef ore the new val ue of natv2l nstanceD scontinuityTine."
::={ natv2lnstanceEntry 10 }

nat v2l nst ancePort MapCr eati ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
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DESCRI PTI ON
"The cunul ative nunber of port map entries created by the
NAT i nstance, including static mappings. Port nmap
creations are also tracked per protocol and address poo
within the instance and per subscri ber

This val ue MUST be npnotone increasing in

t he periods between updates of

nat v2l nst anceDi scontinuityTine. |If a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT make use of the difference between

the | atest value of the counter and any value retrieved

before the new val ue of natv2lnstanceD scontinuityTine."
::={ natv2lnstanceEntry 11 }

nat v2I nst anceAddr essMapEnt ryLi m t Dr ops OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of packets dropped rather than
transl at ed because t he packet would have triggered
the creation of a new address map entry, but the limt
on nunber of address map entries for the NAT instance
gi ven by natv2lnstanceLi m t AddressMapEntri es has
al ready been reached.

Thi s val ue MJUST be nonotone increasing in the periods

bet ween updates of the entity’'s

nat v2l nstanceDi scontinuityTine. |If a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nake use of the difference between

the | atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2lnstanceD scontinuityTine."
::={ natv2lnstanceEntry 12 }

nat v2l nst ancePort MapEnt ryLi mi t Dr ops OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of packets dropped rather than
transl ated because t he packet would have triggered
the creation of a new port nap entry, but the linit
on nurmber of port map entries for the NAT instance
gi ven by natv2lnstancelLi mtPortMapEntries has
al ready been reached.
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This val ue MUST be npnotone increasing in the periods

bet ween updates of the entity's

nat v2l nst anceDi scontinuityTine. |If a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT make use of the difference between

the | atest value of the counter and any value retrieved

before the new val ue of natv2lnstanceD scontinuityTine."
::={ natv2lnstanceEntry 13 }

nat v2I nst anceSubscri ber Acti velLi ni t Drops OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of packets dropped rather than
transl at ed because the packet woul d have triggered the
creation of a new mapping for a subscriber with no other
active mappings, but the Iimt on nunber of active
subscri bers for the NAT instance given by
nat v2l nst anceli ni t Subscri ber Acti ves has al ready been
reached.

Thi s val ue MJUST be nonotone increasing in the periods

bet ween updates of the entity’'s

nat v2l nstanceDi scontinuityTine. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nmake use of the difference between

the | atest value of the counter and any value retrieved

bef ore the new val ue of natv2l nstanceD scontinuityTine."
::={ natv2lnstanceEntry 14 }

nat v2l nst anceAddr essMapFai | ur eDr ops OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of packets dropped because the packet
woul d have triggered the creation of a new address map
entry, but no address could be allocated in the sel ected
external real mbecause all addresses fromthe sel ected
address pool (or the whole realm if no address pool has
been configured for that realnm have already been fully
al | ocat ed.

Thi s val ue MUST be nonotone increasing in the periods
bet ween updates of the entity’'s

nat v2l nst anceDi scontinuityTine. |If a manager detects a
change in the latter since the last tine it sanpled this
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counter, it SHOULD NOT nake use of the difference between

the |l atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2l nstanceDi scontinuityTime."
::={ natv2lnstanceEntry 15 }

nat v2I nst ancePor t MapFai | ureDr ops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The cumul ative nunber of packets dropped because the
packet would have triggered the creation of a new
port map entry, but no port could be allocated for the
protocol concerned. The usual case for this will be
for a NAT instance that supports address pooling and
the ' Paired’ pooling behavior recomended by RFC 4787,
where the internal endpoint has used up all of the
ports allocated to it for the address it was mapped to
in the selected address pool in the external realm
concerned and cannot be given nore ports because
- policy or inplenentation prevents it fromhaving a
second address in the same pool, and
- policy or unavailability prevents it fromacquiring
nore ports at its originally assigned address.

If the NAT instance supports address pooling but its
pool i ng behavior is 'Arbitrary’ (meaning that

the NAT instance can allocate a new port mapping for

the given internal endpoint on any address in the

sel ected address pool and is not bound to what it has

al ready mapped for that endpoint), then this counter

is incremented when all ports for the protocol concerned
over the whole of the sel ected address pool are already
in use.

Finally, if no address pools have been configured for the
external real mconcerned, then this counter is increnented
because all ports for the protocol involved over the whole
set of addresses available for that external realmare

al ready in use

This val ue MUST be nopnotone increasing in the periods

bet ween updates of the entity’'s

nat v2l nstanceDi scontinuityTine. |If a manager detects a
change in the latter since the last tine it sanpled this
counter, it SHOULD NOT make use of the difference between
the | atest value of the counter and any value retrieved
before the new val ue of natv2lnstanceD scontinuityTine."
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REFERENCE
"Pool i ng behavior: RFC 4787, end of Section 4.1."
::={ natv2lnstanceEntry 16 }

nat v2I nst anceFr agment Dr ops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The cunul ative nunmber of fragnents received by the NAT
i nstance but dropped rather than translated. When the NAT
i nstance supports the 'Receive Fragnment Qut of Oder’
capability as required by RFC 4787, this occurs because the
fragment was received out of order and woul d be added to the
queue of fragments awaiting the initial fragnment of the
chain, but the queue has already reached the limt set by
nat v2I nst ancelLi m t sPendi ngFragnments. Counting in other cases
is specified in the description of
nat v2I nst anceFr agnment Behavi or .

Thi s val ue MUST be nonotone increasing in the periods
bet ween updates of the entity’'s
nat v2l nst anceDi scontinuityTine. |If a manager detects a
change in the latter since the last tine it sanpled this
counter, it SHOULD NOT nake use of the difference between
the |l atest value of the counter and any val ue retrieved
bef ore the new val ue of natv2l nstanceDi scontinuityTime."
REFERENCE
"RFC 4787, Section 11."
::={ natv2lnstanceEntry 17 }

nat v2l nst anceQ her Resour ceFai | ur eDr ops OBJECT- TYPE

SYNTAX Count er 64

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The cunul ative nunber of packets dropped because of
unavailability of a resource other than an address or port
that woul d have been required to process it. The nost likely
case i s where the upper-layer protocol in the packet is not
supported by the NAT instance.

This val ue MUST be nonotone increasing in the periods

bet ween updates of the entity’'s

nat v2l nst anceDi scontinuityTine. |If a manager detects a
change in the latter since the last tine it sanpled this
counter, it SHOULD NOT make use of the difference between
the | atest value of the counter and any value retrieved
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before the new val ue of natv2lnstanceD scontinuityTine."
::={ natv2lnstanceEntry 18 }

nat v2l nst anceDi sconti nuityTi ne OBJECT- TYPE
SYNTAX Ti neSt anp
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Snapshot of the value of the sysUpTinme object at the
begi nning of the latest period of continuity of the
statistical counters associated with this NAT instance.”
::={ natv2lnstanceEntry 19 }

-- Notification thresholds, disabled by setting to -1

nat v2I nst anceThr eshol dAddr essMapEnt ri esHi gh OBJECT- TYPE
SYNTAX | nt eger 32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"Notification threshold for total nunber of address map
entries held by this NAT instance. Wenever
nat v2I nst anceAddr essMapEntries is updated, if it equals or
exceeds natv2l nstanceThr eshol dAddr essMapEntri esHi gh, then
nat v2Noti fi cati onl nst anceAddr essMapEntri esH gh nay be
triggered, unless the notification is disabled by setting
the threshold to -1. Reporting is subject to the m ninmum
inter-notification interval given by
nat v2l nst anceNotificationlnterval. If nultiple notifications
are triggered during one interval, the agent MJST report
only the one containing the highest val ue of
nat v2l nst anceAddr essMapEntri es and discard the others."
DEFVAL
{ -1}
::={ natv2lnstanceEntry 20 }

nat v2l nst anceThr eshol dPort MapEnt ri esH gh OBJECT- TYPE

SYNTAX | nt eger 32

MAX- ACCESS read-write

STATUS current

DESCRI PTI ON
"Notification threshold for total nunber of port map
entries held by this NAT instance. Wenever
nat v2l nst ancePort MapEntries is updated, if it equals or
exceeds natv2l nstanceThr eshol dPort MapEnt ri esHi gh, then
nat v2Noti fi cati onl nst ancePort MapEnt ri esHi gh may be
triggered, unless the notification is disabled by setting
the threshold to -1. Reporting is subject to the m ninum
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inter-notification interval given by
nat v2l nstanceNotificationlnterval. |If nultiple notifications
are triggered during one interval, the agent MJST report
only the one containing the highest val ue of
nat v2l nst ancePort MapEntri es and di scard the others.”
DEFVAL
{ -1}
::={ natv2lnstanceEntry 21 }

nat v2l nstanceNoti ficationl nterval OBJECT- TYPE
SYNTAX Unsi gned32 (1..3600)
UNI TS
" Seconds"
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"M ni mum nunber of seconds between successive
notifications for this NAT instance. Controls the reporting
of natv2Notificationl nstanceAddressMapEntri esHi gh and
nat v2Not i fi cati onl nst ancePort MapEntri esH gh. "
DEFVAL
{ 10 }
::={ natv2lnstanceEntry 22 }

-- Limts, disabled if set to O

nat v2l nst ancelLi m t Addr essMapEntri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"Limt on total nunmber of address map entries supported by
the NAT instance. Wen natv2lnstanceAddressMapEntries has
reached this Iimt, subsequent packets that would normally
trigger creation of a new address map entry will be dropped
and counted in natv2l nstanceAddr essMapEntryLi m t Dr ops.
Warni ng of an approach to this limt can be achieved by
setting natv2l nstanceThr eshol dAddressMapEntri esHi gh to a
non-zero value, for exanple, 80%of the linmt. The limt is
di sabl ed by setting its value to zero.

For further information, please see the descriptions of
nat v2Noti fi cati onl nst anceAddr essMapEnt ri esH gh and
nat v2l nst anceAddr essMapEntries. "
DEFVAL
{ 0}
::={ natv2lnstanceEntry 23 }
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nat v2l nst anceli m t Port MapEntri es OBJECT- TYPE

SYNTAX Unsi gned32

MAX- ACCESS read-write

STATUS current

DESCRI PTI ON
"Limt on total nunber of port map entries supported by the
NAT i nstance. When natv2l nstancePort MapEntri es has reached
this limt, subsequent packets that would nornally trigger
creation of a new port map entry will be dropped and counted
i n natv2l nstancePort MapEntryLi mi t Drops. Warni ng of an
approach to this limt can be achieved by setting
nat v2I nst anceThr eshol dPort MapEntri esHi gh to a non-zero
val ue, for exanple, 80%of the limt. The limt is disabled
by setting its value to zero

For further information, please see the descriptions of
nat v2Noti fi cati onl nst ancePort MapEnt ri esH gh and
nat v2l nst ancePort MapEntries. "
DEFVAL
{ 0}
::={ natv2lnstanceEntry 24 }

nat v2I nst anceLi m t Pendi ngFr agnment s OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"Limt on nunber of out-of-order fragments received by the
NAT i nstance fromrenote sources and held until head of
chain appears. Wiile the nunber of held fragnents is at this
limt, subsequent packets that contain fragnents not
relating to those already held will be dropped and counted
i n natv2l nstancePendi ngFragnentLinmitDrops. The limit is
di sabl ed by setting the value to zero.

Applicable only when the NAT instance supports 'Receive
Fragnents Qut of Order’ behavior; |eave at default

ot herwi se. See the description of

nat v2|l nst anceFr agment Behavi or . "

REFERENCE
"RFC 4787, Section 11."
DEFVAL { 0 }

::={ natv2lnstanceEntry 25 }

nat v2l nst ancelLi nmi t Subscri ber Acti ves OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS read-wite
STATUS current
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DESCRI PTI ON
"Limit on nunmber of total number of active subscribers
supported by the NAT instance. An active subscriber is
defined as any subscriber with at |east one map entry,
including static mappings. Wile the nunber of active
subscribers is at this lint, subsequent packets that would
otherwi se trigger first mappings for newy active
subscribers will be dropped and counted in
nat v2l nst anceSubscri ber ActiveLim tDrops. The limt is
di sabl ed by setting the value to zero."
DEFVAL { 0 }
::={ natv2lnstanceEntry 26 }

-- Table of counters per upper-layer protocol identified by the
-- packet header and supported by the NAT instance.

nat v2Pr ot ocol Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Nat v2Protocol Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Tabl e of protocols with per-protocol counters. Conceptua
rows of the table are indexed by the conbination of the NAT
i nstance nunber and the | ANA-assi gned upper-|ayer protoco
nunber as given by the Protocol Nunber Textual Convention
(TC) and contained in the packet IP header. It is up to the
agent inplenmentation to determ ne and operate upon only
t hose upper-1ayer protocol nunbers supported by the NAT
i nstance. "
REFERENCE
"RFC 7659, Section 3.3.5."
::={ natv2M Bl nstancehj ects 2 }

nat v2Pr ot ocol Entry OBJECT- TYPE

SYNTAX Nat v2Pr ot ocol Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Per-protocol counters."

I NDEX { nat v2Prot ocol I nst ancel ndex,
nat v2Pr ot ocol Nunber }

::={ natv2Protocol Table 1 }

Nat v2Pr ot ocol Entry ::=

SEQUENCE ({
nat v2Pr ot ocol | nst ancel ndex Nat v2I nst ancel ndex,
nat v2Pr ot ocol Nunber Pr ot ocol Nunber
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-- State
nat v2Pr ot ocol Port MapEntri es Unsi gned32
-- Statistics. Discontinuity object frominstance table reused here.
nat v2Pr ot ocol Transl ati ons Count er 64,
nat v2Pr ot ocol Port MapCreati ons Count er 64,
nat v2Pr ot ocol Port MapFai | ur eDr ops Count er 64
}

nat v2Pr ot ocol | nst ancel ndex OBJECT- TYPE

SYNTAX Nat v2I nst ancel ndex

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"NAT instance index. It is up to the inplementation to
determi ne and operate upon only those val ues that
correspond to in-service NAT instances."

::={ natv2Protocol Entry 1 }

nat v2Pr ot ocol Nunber OBJECT- TYPE
SYNTAX Pr ot ocol Nunber
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Counters in this conceptual row apply to packets indicating
t he upper-1layer protocol identified by the value of
this object. It is up to the inplenentation to determ ne and
operate upon only those val ues that correspond to protocols
supported by the NAT instance."
REFERENCE
"RFC 7659, Section 3.3.5.
| ANA Protocol Nunbers,
<http://ww. i ana. or g/ assi gnnent s/ pr ot ocol - nunber s>"
::={ natv2Protocol Entry 2 }

-- State

nat v2Pr ot ocol Port MapEntri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-only
STATUS current

DESCRI PTI ON
"The current nunber of entries in the port map table in tota
over the whole NAT instance for a given protocol, including

static mappings. A port nap entry nmaps froma given externa
realm address, and port for a given protocol to an interna
real m address, and port. This definition includes ’hairpin
mappi ngs, where the external realmis the sane as the
internal one. Port map entries are also tracked per

subscri ber, per instance, and per address pool within the
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i nstance. "
REFERENCE
"RFC 7659, Sections 3.3.5 and 3.3.9.
Hai r pi nni ng: RFC 4787, Section 6."
::={ natv2Protocol Entry 3 }

-- Statistics
nat v2Pr ot ocol Transl ati ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The cunul ative nunber of packets translated by the NAT
instance in either direction for the given protocol.

Thi s val ue MJUST be nonotone increasing in the periods

bet ween updates of the NAT instance

nat v2l nstanceDi scontinuityTine. |If a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nake use of the difference between

the | atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2lnstanceD scontinuityTine."
::={ natv2Protocol Entry 4 }

nat v2Pr ot ocol Port MapCr eati ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The cunul ative nunber of port nmap entries created by the NAT
i nstance for the given protocol.

Thi s val ue MUST be nopnotone increasing in the periods

bet ween updates of the NAT instance

nat v2l nst anceDi scontinuityTine. |If a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nake use of the difference between

the |l atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2l nstanceDi scontinuityTime."
::={ natv2Protocol Entry 5 }

nat v2Pr ot ocol Port MapFai | ureDr ops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The cumul ati ve nunber of packets dropped because the packet
woul d have triggered the creation of a new port nmap entry,
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but no port could be allocated for the protocol concerned.

The usual case for this will be for a NAT instance that

supports address pooling and the ’'Paired pooling behavior

recommended by RFC 4787, where the internal endpoint has

used up all of the ports allocated to it for the address it

was nmapped to in the sel ected address pool in the externa

real m concerned and cannot be given nore ports because

- policy or inplenentation prevents it fromhaving a
second address in the sanme pool, and

- policy or unavailability prevents it fromacquiring
nmore ports at its originally assigned address.

If the NAT instance supports address pooling but its
pool i ng behavior is 'Arbitrary’ (meaning that

the NAT instance can allocate a new port napping for

the given internal endpoint on any address in the

sel ected address pool and is not bound to what it has

al ready mapped for that endpoint), then this counter

is incremented when all ports for the protocol concerned
over the whole of the sel ected address pool are already
in use.

Finally, if the NAT instance has no configured address
pooling, then this counter is increnented because al
ports for the protocol concerned over the whole of the
NAT i nstance for the external real mconcerned are already
in use.

Thi s val ue MJUST be nonotone increasing in the periods
bet ween updat es of the NAT instance
nat v2l nstanceDi scontinuityTine. |f a manager detects a
change in the latter since the last tine it sanpled this
counter, it SHOULD NOT nmake use of the difference between
the | atest value of the counter and any value retrieved
bef ore the new val ue of natv2lnstanceD scontinuityTine."
REFERENCE
"RFC 4787, end of Section 4.1."
::={ natv2Protocol Entry 6 }

-- pool s

nat v2Pool Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Nat v2Pool Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Tabl e of address pools, applicable only if these are
supported by the NAT instance. An address pool is a set of
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addresses and ports in a particular realm available for
assignnent to the "external’ portion of a mapping. Were nore
than one pool has been configured for the realm policy
det ermi nes whi ch subscribers and/or services are mapped to
whi ch pool. natv2Pool Tabl e provi des basic information, state,
statistics, and two notification thresholds for each pool
nat v2Pool RangeTabl e i s an expansi on table for natv2Pool Tabl e
that identifies particular address ranges allocated to the
pool . "

REFERENCE
"RFC 7659, Section 3.3.6."

::={ natv2M Bl nstance(hj ects 3 }

nat v2Pool Entry OBJECT- TYPE
SYNTAX Nat v2Pool Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Entry in the table of address pools."
I NDEX { natv2Pool | nst ancel ndex, natv2Pool | ndex }
::={ natv2Pool Table 1}

Nat v2Pool Entry :: =

SEQUENCE {

-- I ndex
nat v2Pool | nst ancel ndex Nat v2I nst ancel ndex,
nat v2Pool | ndex Nat v2Pool | ndex,

-- Configuration
nat v2Pool Real m SnnpAdmi nStri ng,
nat v2Pool Addr essType | net Addr essType,
nat v2Pool M ni munPor t | net Por t Nunber ,
nat v2Pool Maxi munPor t | net Por t Nurnber ,

-- State
nat v2Pool Addr essMapEntri es Unsi gned32,
nat v2Pool Port MapEntri es Unsi gned32,

-- Statistics and discontinuity tine
nat v2Pool Addr essMapCr eat i ons Count er 64,
nat v2Pool Port MapCr eat i ons Count er 64,
nat v2Pool Addr essMapFai | ur eDr ops Count er 64,
nat v2Pool Port MapFai | ur eDr ops Count er 64,
nat v2Pool Di sconti nui tyTi me Ti meSt anp,

-- Notification thresholds and objects returned by notifications
nat v2Pool Thr eshol dUsagelLow I nt eger 32,
nat v2Pool Thr eshol dUsageHi gh I nt eger 32,
nat v2Pool Noti fi edPort MapEntri es Unsi gned32,
nat v2Pool Not i fi edPor t MapPr ot ocol Pr ot ocol Nunber,
nat v2Pool Noti fi cati onl nterval Unsi gned32

}
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nat v2Pool | nst ancel ndex OBJECT- TYPE

SYNTAX Nat v2I nst ancel ndex

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"NAT instance index. It is up to the agent inplenentation
to determ ne and operate upon only those val ues that
correspond to in-service NAT instances."

::={ natv2Pool Entry 1 }

nat v2Pool | ndex OBJECT- TYPE
SYNTAX Nat v2Pool | ndex
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON
"I ndex of an address pool that is unique for a given NAT
instance. It is up to the agent inplenmentation to determ ne

and operate upon only those values that correspond to
provi si oned pool s. "
::={ natv2Pool Entry 2 }

-- Configuration
nat v2Pool Real m OBJECT- TYPE
SYNTAX SnnpAdni nString (SIZE (0..32))
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Address real mto which this pool’s addresses bel ong."
REFERENCE
"Address realms are discussed in Section 3.3.3 of
RFC 7659. The primary reference is RFC 2663, Section 2.1."
::={ natv2Pool Entry 3 }

nat v2Pool Addr essType OBJECT- TYPE
SYNTAX | net Addr essType
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Address type supplied by this address pool. This will be the
same for all pools in a given realm (by definition of an
address realn). Values other than ipv4(1l) or ipv6(2) would
be unexpected."
REFERENCE
"I net AddressType in RFC 4001."
::={ natv2Pool Entry 4 }

nat v2Pool M ni nrunPort OBJECT- TYPE
SYNTAX | net Por t Nunber
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MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"M ni mum port nunber of the range that can be allocated in
this pool. Applies to all protocols supported by the NAT
i nstance. "

REFERENCE
"I net Port Nunber in RFC 4001."

::={ natv2Pool Entry 5 }

nat v2Pool Maxi nunPort OBJECT- TYPE

SYNTAX | net Port Nunber

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"Maxi mum port nunber of the range that can be allocated in
this pool. Applies to all protocols supported by the NAT
i nstance. "

REFERENCE
"I net Port Nunber in RFC 4001."

::={ natv2Pool Entry 6 }

-- State

nat v2Pool Addr essMapEnt ri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-only
STATUS current

DESCRI PTI ON
"The current nunber of address map entries using externa
addresses drawn fromthis pool, including static nmappings.

This definition includes '"hairpin nappings, where the
external realmis the same as the internal one. Address map
entries are also tracked per subscriber and per instance.”
REFERENCE
"RFC 7659, Section 3.3.8.
Hai r pi nni ng: RFC 4787, Section 6."
::={ natv2Pool Entry 7 }

nat v2Pool Port MapEnt ri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS r ead-onl y
STATUS current

DESCRI PTI ON
"The current nunber of entries in the port map table using
external addresses and ports drawn fromthis pool, including

static mappings. This definition includes ’hairpin
mappi ngs, where the external realmis the sane as the
internal one. Port map entries are also tracked per
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subscri ber, per instance, and per protocol within the
i nstance. "
REFERENCE
"RFC 7659, Section 3.3.09.
Hai r pi nni ng: RFC 4787, Section 6."
::={ natv2Pool Entry 8 }

-- Statistics and discontinuity tine

nat v2Pool Addr essMapCr eat i ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-only
STATUS current

DESCRI PTI ON
"The cunul ative nunber of address map entries created in this
pool, including static nmappings. Address map entries are

al so tracked per instance and per subscri ber.

This val ue MUST be npnotone increasing in

t he periods between updates of the entity’'s

nat v2Pool Di scontinuityTinme. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT make use of the difference between

the | atest value of the counter and any value retrieved

before the new val ue of natv2Pool Di scontinuityTine."
::={ natv2Pool Entry 9 }

nat v2Pool Port MapCr eati ons OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current

DESCRI PTI ON
"The cunul ative nunber of port map entries created in this
pool, including static nappings. Port nmap entries are al so

tracked per instance, per protocol, and per subscriber.

This val ue MUST be nopnotone increasing in the periods

bet ween updates of the entity’'s

nat v2Pool Di scontinuityTinme. |f a manager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT make use of the difference between

the | atest value of the counter and any value retrieved

before the new val ue of natv2Pool Di scontinuityTine."
::={ natv2Pool Entry 10 }

nat v2Pool Addr essMapFai | ur eDr ops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-only
STATUS current
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DESCRI PTI ON
"The cunul ative nunber of packets originated by the
subscri ber that were dropped because the packet would have
triggered the creation of a new address map entry, but no
address could be allocated fromthis address pool because
all addresses in the pool have already been fully allocated.
Counters of this event are al so provi ded per instance, per
protocol, and per subscriber

Thi s val ue MJUST be nonotone increasing in the periods

bet ween updates of the entity’'s

nat v2Pool Di scontinuityTine. |f a nmanager detects a

change in the latter since the last tine it sanpled this

counter, it SHOULD NOT nake use of the difference between

the | atest value of the counter and any val ue retrieved

bef ore the new val ue of natv2Pool Di scontinuityTinme."
::={ natv2Pool Entry 11 }

nat v2Pool Port MapFai | ur eDr ops OBJECT- TYPE
SYNTAX Count er 64
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The cunul ati ve nunber of packets dropped because the packet
woul d have triggered the creation of a new port nap entry,
but no port could be allocated for the protocol concerned.
The usual case for this will be for a NAT instance that
supports the 'Paired’ pooling behavior recomended by RFC
4787, where the internal endpoint has used up all of the
ports allocated to it for the address it was nmapped to in
this pool and cannot be given nore ports because
- policy or inplenentation prevents it fromhaving a
second address in the sanme pool, and
- policy or unavailability prevents it fromacquiring
nmore ports at its originally assigned address.

If the NAT instance pooling behavior is "Arbitrary’ (meaning
that the NAT instance can allocate a new port mapping for
the given internal endpoint on any address in the sel ected
address pool and is not bound to what it has al ready mapped
for that endpoint), then this counter is incremented when
all ports for the protocol concerned over the whole of this
address pool are already in use.

Thi s val ue MUST be nonotone increasing in the periods
bet ween updates of the entity’'s

nat v2Pool Di scontinuityTinme. |f a manager detects a
change in the latter since the last tine it sanpled this
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counter, it SHOULD NOT nake use of the difference between
the |l atest value of the counter and any val ue retrieved
bef ore the new val ue of natv2Pool Di sconti nuityTinme."
REFERENCE
"Pool i ng behavior: RFC 4787, end of Section 4.1."
;.= { natv2Pool Entry 12 }

nat v2Pool Di sconti nui tyTi me OBJECT- TYPE

SYNTAX Ti neSt anp

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON

"Snapshot of the value of the sysUpTinme object at the

begi nning of the latest period of continuity of the
statistical counters associated with this address
pool. This MIST be initialized when the address poo
is configured and MUST be updated whenever the port
or address ranges allocated to the pool change."

::={ natv2Pool Entry 13 }

-- Notification thresholds and objects returned by notifications
nat v2Pool Thr eshol dUsageLow OBJECT- TYPE
SYNTAX | nteger32 (-1]|0..100)
UNI TS "Percent”
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"Threshold for reporting low utilization of the address pool
Utilization at a given instant is calculated as the
percentage of ports allocated in port map entries for the
nost -used protocol at that instant. |If utilization is |ess
than or equal to natv2Pool Threshol dUsageLow, an instance of
nat v2Noti fi cat i onPool UsageLow may be triggered, unless
di sabl ed by setting it to -1. Reporting is subject to the
per-pool notification interval given by
nat v2Pool Noti ficationlnterval. |If multiple notifications
are triggered during one interval, the agent MJST report
only the one with the [ owest val ue of
nat v2Pool Noti fi edPort MapEntri es and di scard the others.

I mpl enent ati on note: the percentage specified by this object
can be converted to a nunmber of port map entries at
configuration time (after port and address ranges have been
configured or reconfigured) and conpared to the current
val ue of natv2Pool NotifiedPortMapEntries."
REFERENCE
"RFC 7659, Sections 3.1.2 and 3.3.6."
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DEFVAL { -1}
::={ natv2Pool Entry 14 }

nat v2Pool Thr eshol dUsageH gh OBJECT- TYPE

SYNTAX I nteger32 (-1]0..100)

UNI TS "Percent™

MAX- ACCESS read-write

STATUS current

DESCRI PTI ON

"Threshold for reporting high utilization of the address

pool. Utilization at a given instant is calculated as the
percentage of ports allocated in port map entries for the
nost -used protocol at that instant. |If utilization is
greater than or equal to natv2Pool Threshol dUsageHi gh, an
i nstance of natv2Notificati onPool UsageH gh may be triggered,
unl ess disabled by setting it to -1.

Reporting is subject to the per-pool notification interva

gi ven by natv2Pool Notificationlnterval. |If nmultiple
notifications are triggered during one interval, the agent
MUST report only the one with the hi ghest val ue of

nat v2Pool Noti fi edPort MapEntri es and di scard t he others.

In the rare case where both upper and | ower thresholds

are crossed in the sane interval, the agent MJST report only
t he upper-threshold notification

| mpl enent ati on note: the percentage specified by this object
can be converted to a nunmber of port map entries at
configuration tinme (after port and address ranges have been
configured or reconfigured) and conpared to the current
val ue of natv2Pool NotifiedPortMapEntries."

DEFVAL { -1}

::={ natv2Pool Entry 15 }

nat v2Pool Noti fi edPort MapEnt ri es OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS accessi bl e-for-notify
STATUS current
DESCRI PTI ON
"Nurmber of port map entries using addresses and ports from
this address pool for the nost-used protocol at a given
instant. One of the objects returned by
nat v2Not i fi cat i onPool UsageLow and
nat v2Not i fi cati onPool UsageHi gh. "
::={ natv2Pool Entry 16 }

nat v2Pool Not i fi edPort MapPr ot ocol OBJECT- TYPE
SYNTAX Pr ot ocol Nunmber
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MAX- ACCESS accessi bl e-for-notify
STATUS current
DESCRI PTI ON
"The nost-used protocol (i.e., with the |argest nunber of
port map entries) mapped into this address pool at a given
instant. One of the objects returned by
nat v2Not i fi cat i onPool UsageLow and
nat v2Not i fi cati onPool UsageHi gh. "
::={ natv2Pool Entry 17 }

nat v2Pool Noti fi cati onl nterval OBJECT- TYPE
SYNTAX Unsi gned32 (1..3600)
UNI TS
"Seconds"
MAX- ACCESS read-write
STATUS current

DESCRI PTI ON
"M ni nrum nunber of seconds between successive
notifications for this address pool. Controls the generation

of natv2Noti fi cati onPool UsageLow and
nat v2Not i fi cati onPool UsageHi gh. "
DEFVAL
{ 20}
;.= { natv2Pool Entry 18 }

nat v2Pool RangeTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Nat v2Pool RangeEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"This tabl e contains address ranges used by pool entries.
It is an expansi on of natv2Pool Tabl e."
REFERENCE
"RFC 7659, Section 3.3.7."
::={ natv2M Bl nstance(bj ects 4 }

nat v2Pool RangeEnt ry OBJECT- TYPE
SYNTAX Nat v2Pool RangeEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"NAT pool address range."
| NDEX {
nat v2Pool Rangel nst ancel ndex,
nat v2Pool RangePool | ndex,
nat v2Pool RangeRow ndex
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.= { natv2Pool RangeTable 1 }

Nat v2Pool RangeEntry :: =
SEQUENCE {
nat v2Pool Rangel nst ancel ndex
nat v2Pool RangePool | ndex
nat v2Pool RangeRow ndex
nat v2Pool RangeBegi n
nat v2Pool RangeEnd

}

nat v2Pool Rangel nst ancel ndex OBJECT- TYPE

SYNTAX Nat v2l nst ancel ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

NAT M B

Cct ober 2015

Nat v21 nst ancel ndex,
Nat v2Pool | ndex,
Unsi gned32,

| net Addr ess,

| net Addr ess

"I ndex of the NAT instance on which the address pool and this

address range are confi gured.

.= { natv2Pool RangeEntry 1 }

nat v2Pool RangePool | ndex OBJECT- TYPE
SYNTAX Nat v2Pool | ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

See Nat v2l nst ancel ndex. "

"Index of the address pool to which this address range

bel ongs.
::={ natv2Pool RangeEntry 2 }

nat v2Pool RangeRow ndex OBJECT- TYPE
SYNTAX Unsi gned32
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

See Nat v2Pool | ndex. "

"Row i ndex for successive range entries for the sane

addr ess pool . "
.= { natv2Pool RangeEntry 3 }

nat v2Pool RangeBegi n OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"Lowest address included in this range.

The type of address

(I'Pv4d or 1 Pv6) is given by natv2Pool AddressType

i n natv2Pool Tabl e. "
::={ natv2Pool RangeEntry 4 }
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nat v2Pool RangeEnd OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"Hi ghest address included in this range. The type of address
(IPv4 or IPv6) is given by natv2Pool AddressType
i n nat v2Pool Tabl e. "
::= { natv2Pool RangeEntry 5 }

-- I ndexed mappi ng tabl es
-- Address Map Table. Mapped fromthe internal to external address.

nat v2Addr essMapTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Nat v2Addr essMapEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Tabl e of mappings fromthe internal to external address. By
definition, this is a snapshot of NAT instance state at a
gi ven nonment. | ndexed by NAT instance, internal realm and
internal address in that realm Provides the nmapped externa
address and, depending on inplenentation support, identifies
t he address pool from which the external address and port
were taken and the index of the subscriber to which the
mappi ng has been all ocat ed.

In the case of DS-Lite (RFC 6333), the indexing real mand
address are those of the I Pv6 encapsul ation rather than the
| Pv4 inner packet."
REFERENCE
"RFC 7659, Section 3.3.8. DS-Lite: RFC 6333"
::={ natv2M Bl nstance(hj ects 5 }

nat v2Addr essMapEnt ry OBJECT- TYPE

SYNTAX Nat v2Addr essMapEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Mapping frominternal to external address.”

I NDEX { nat v2Addr essMapl nst ancel ndex,
nat v2Addr essMapl nt er nal Real m
nat v2Addr essMapl nt er nal Addr essType,
nat v2Addr essMapl nt er nal Addr ess,
nat v2Addr essMapRow ndex }

::={ natv2AddressMvapTable 1 }
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Nat v2Addr essMapEntry :: =

SEQUENCE {
nat v2Addr essMapl nst ancel ndex Nat v2I nst ancel ndex,
nat v2Addr essMapl nt er nal Real m SnnpAdmi nStri ng,
nat v2Addr essMapl nt er nal Addr essType | net Addr essType,
nat v2Addr essMapl nt er nal Addr ess | net Addr ess
nat v2Addr essMapRow ndex Unsi gned32,
nat v2Addr essMapl nt er nal MappedAddr essType | net Addr essType,
nat v2Addr essMapl nt er nal MappedAddr ess | net Addr ess,
nat v2Addr essMapExt er nal Real m SnnpAdmi nStri ng,
nat v2Addr essMapExt er nal Addr essType | net Addr essType
nat v2Addr essMapExt er nal Addr ess | net Addr ess,
nat v2Addr essMapExt er nal Pool | ndex Nat v2Pool | ndexOr Zer o
nat v2Addr essMapSubscri ber | ndex Nat v2Subscri ber | ndexOr Zer o
}

nat v2Addr essMapl nst ancel ndex OBJECT- TYPE
SYNTAX Nat v2I nst ancel ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"I'ndex of the NAT instance that generated this address map."
::={ natv2AddressMapEntry 1 }

nat v2Addr essMapl nt er nal Real m OBJECT- TYPE
SYNTAX SnnpAdmi nString (SIZE(O. . 32))
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Real mto which the internal address belongs. |n nost cases,
this is the real mdefining the address space of the packet
being translated. However, in the case of DS-Lite (RFC
6333), this real mdefines the | Pv6 outer header address
space. It is the conbination of that outer header and
the inner |Pv4 packet header that is remapped to the
external address and realm The corresponding IPv4 realmis
restricted in scope to the tunnel, so there is no point in
identifying it. The mapped |IPv4 address will normally be the
wel | - known value 192.0.0.2, or at least lie in the reserved
192. 0. 0. 0/ 29 range.

I f natv2AddressMapSubscriberindex in this table is a valid
subscriber index (i.e., greater than zero), then the val ue
of natv2AddressMapl nt er nal Real m MUST be identical to the
val ue of natv2SubscriberReal m associated with that index."
REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel address in

Perreault, et al. St andards Track [ Page 61]



RFC 7659 NAT M B Cct ober 2015

t he NAT nmappi ng tables)."
::= { natv2AddressMapEntry 2 }

nat v2Addr essMapl nt er nal Addr essType OBJECT- TYPE

SYNTAX | net Addr essType

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Address type in the header of packets on the
interior side of this mapping. Any value other than ipv4(1)
or ipv6(2) would be unexpected.

In the DS-Lite case, the address type is ipv6(2)."
REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel source
address in the NAT mapping tables)."
;.= { natv2AddressMapEntry 3 }

nat v2Addr essMapl nt er nal Addr ess OBJECT- TYPE

SYNTAX | net Address (Sl ZE (0..16))

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Source address of packets originating fromthe interior
of the association provided by this mapping. The address
type is given by natv2AddressMapl nt er nal Addr essType

In the case of DS-Lite (RFC 6333), this is the I Pv6 tunne
source address. The mapping in this case is considered to
be fromthe conbination of the I Pv6 tunnel source address
nat v2Addr essMapl nt er nal Real mAddr ess and the wel | - known | Pv4
i nner source address natv2AddressMapl nt er nal MappedAddress to
the external address."
REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel address in
t he NAT nmappi ng tables)."
::= { natv2AddressMapEntry 4 }

nat v2Addr essMapRow ndex OBJECT- TYPE

SYNTAX Unsi gned32

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"I ndex of a conceptual row corresponding to a nmapping of the
given internal realmand address to a single external realm
and address. Miltiple rows will be present because of a
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proni scuous external address selection policy, policies
associating the sanme internal address with different address
pool s, or because the same internal real maddress
combi nation is conmunicating with rmultiple external address
real ns.”

;.= { natv2AddressMapEntry 5 }

nat v2Addr essMapl nt er nal MappedAddr essType OBJECT- TYPE
SYNTAX | net Addr essType
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Internal address type actually translated by this nmapping.
Any val ue other than ipv4(1l) or ipv6(2) woul d be unexpect ed.
In the general case, this is the same as given by
nat v2Addr essMapl nt er nal Real mAddr essType. |In the
tunnel ed case, it is the address type used in the

encapsul at ed packet header. |In particular, in the DS-Lite
case, the mapped address type is ipv4(1l)."
REFERENCE

"DS-Lite: RFC 6333."
::={ natv2AddressMapEntry 6 }

nat v2Addr essMapl nt er nal MappedAddr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Internal address actually translated by this mapping. 1In the
general case, this is the sanme as
nat v2Addr essMapl nt er nal Real mAddress. The address type is
gi ven by nat v2Addr essMapl nt er nal MappedAddr essType. | n the
case of DS-Lite (RFC 6333), this is the source address of
t he encapsul ated |1 Pv4 packet, normally lying in the well-known
range 192.0.0.0/29. The mapping in this case is considered
to be fromthe conbination of the IPv6 tunnel source address
nat v2Addr essMapl nt er nal Real mAddr ess and the wel | - known | Pv4
i nner source address natv2AddressMapl nt er nal MappedAddress to
t he external address."
REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel address in
t he NAT nmappi ng tables)."
c:= { natv2AddressMapEntry 7 }

nat v2Addr essMapExt er nal Real m OBJECT- TYPE

SYNTAX SnnpAdmi nString (SIZE(O..32))
MAX- ACCESS r ead-onl y
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STATUS current

DESCRI PTI ON
"External address realmto which this nmapping naps the
internal address. This can be the sanme as the internal realm
in the case of a "hairpin’ connection, but otherwi se will be
different."

.= { natv2AddressMapEntry 8 }

nat v2Addr essMapExt er nal Addr essType OBJECT- TYPE
SYNTAX | net Addr essType
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"Address type for the external realm Any value other than
i pv4(1l) or ipve(2) would be unexpected."
::={ natv2AddressMapEntry 9 }

nat v2Addr essMapExt er nal Addr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"External address to which the internal address is napped.
The address type is given by
nat v2Addr essMapExt er nal Addr essType.

In the DS-Lite case, the mapping is fromthe conbinati on of
the internal IPv6 tunnel source address as presented in this
tabl e and the well-known | Pv4 source address of the
encapsul ated | Pv4 packet."

REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel address in
t he NAT mappi ng tables)."

::={ natv2AddressMapEntry 10 }

nat v2Addr essMapExt er nal Pool | ndex OBJECT- TYPE

SYNTAX Nat v2Pool | ndexOr Zer o

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"Index of the address pool in the external real mfrom which
the mapped external address given in
nat v2Addr essMapExt er nal Address was taken. Zero if the
i mpl enent ati on does not support address pools but has chosen
to support this object or if no pool was configured for the
given external realm”

;.= { natv2AddressMapEntry 11 }
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nat v2Addr essMapSubscri ber | ndex OBJECT- TYPE

SYNTAX Nat v2Subscri ber | ndexOr Zer o

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"I ndex of the subscriber to which this address mapping
applies, or zero if no subscribers are configured on
this NAT instance."

::= { natv2AddressMapEntry 12 }

-- natv2Port MapTabl e

nat v2Port MapTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Nat v2Port MapEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Tabl e of port map entries indexed by the NAT instance,
protocol, and external real mand address. A port nmap

entry

associ ates an internal upper-layer protocol endpoint with an
endpoi nt for the same protocol in the given external realm
By definition, this is a snapshot of NAT instance state at

a given noment. The table provides the basic nmapping
i nformation.

In the case of DS-Lite (RFC 6333), the table provides
internal | Pv6 tunnel source address in

t he

nat v2Por t Mapl nt er nal Real mAddress and the | Pv4 source address
of the encapsul ated packet that is actually translated in
nat v2Por t Mapl nt er nal MappedAddress. I n the general (non-DS-
Lite) case, those two objects will have the sane val ue."

REFERENCE
"RFC 7659, Section 3.3.09.
DS-Lite: RFC 6333, Sections 5.7

(for well-known addresses) and 6.6 (on the need to have the

| Pv6 tunnel address in the NAT mapping tables)."
::={ natv2M Bl nstance(hj ects 6 }

nat v2Por t MapEntry OBJECT- TYPE
SYNTAX Nat v2Port MapEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A single NAT napping."
I NDEX { natv2Port Mapl nst ancel ndex,
nat v2Por t MapPr ot ocol
nat v2Por t MapExt er nal Real m
nat v2Por t MapExt er nal Addr essType,
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nat v2Por t MapExt er nal Addr ess,
nat v2Port MapExt er nal Port }
::={ natv2PortMapTable 1 }

Nat v2Port MapEntry :: =

SEQUENCE {
nat v2Por t Mapl nst ancel ndex Nat v2I nst ancel ndex,
nat v2Por t MapPr ot ocol Pr ot ocol Nurnber,
nat v2Por t MapExt er nal Real m SnnpAdmi nStri ng,
nat v2Por t MapExt er nal Addr essType | net Addr essType,
nat v2Por t MapExt er nal Addr ess | net Addr ess,
nat v2Por t MapExt er nal Port | net Por t Nunber,
nat v2Por t Mapl nt er nal Real m SnnpAdmi nStri ng,
nat v2Por t Mapl nt er nal Addr essType | net Addr essType,
nat v2Por t Mapl nt er nal Addr ess | net Addr ess,
nat v2Por t Mapl nt er nal MappedAddr essType | net Addr essType,
nat v2Por t Mapl nt er nal MappedAddr ess | net Addr ess,
nat v2Por t Mapl nt er nal Port | net Por t Nunber,
nat v2Por t MapExt er nal Pool | ndex Nat v2Pool | ndexOr Zer o,
nat v2Por t MapSubscri ber | ndex Nat v2Subscri ber | ndexOr Zer o
}

nat v2Por t Mapl nst ancel ndex OBJECT- TYPE
SYNTAX Nat v2I nst ancel ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Index of the NAT instance that created this port map entry."
::={ natv2PortMapEntry 1 }

nat v2Por t MapPr ot ocol OBJECT- TYPE
SYNTAX Pr ot ocol Nunber
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The map entry’s upper-|layer protocol nunber."
::={ natv2PortMapEntry 2 }

nat v2Por t MapExt er nal Real m OBJECT- TYPE
SYNTAX SnnpAdmi nString (SIZE(O..32))
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The real mto whi ch natv2Port MapExt er nal Addr ess bel ongs. "
::={ natv2PortMapEntry 3 }

nat v2Por t MapExt er nal Addr essType OBJECT- TYPE
SYNTAX | net Addr essType

Perreault, et al. St andards Track [ Page 66]



RFC 7659 NAT M B Cct ober 2015

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Address type for the external realm A value other
than ipv4(1) or ipv6(2) would be unexpected.”

::={ natv2PortMapEntry 4 }

nat v2Por t MapExt er nal Addr ess OBJECT- TYPE
SYNTAX | net Address (Sl ZE (0..16))
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The mapping’' s assigned external address. (This address is
taken fromthe address pool identified by
nat v2Por t MapExt er nal Pool I ndex, if the inplenentation
supports address pools and pools are configured for the
given external realm) This is the source address for
transl at ed outgoi ng packets. The address type is given
by nat v2Port MapExt er nal Addr essType. "

::={ natv2PortMapEntry 5 }

nat v2Por t MapExt er nal Port OBJECT- TYPE
SYNTAX | net Por t Nunber
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON
"The mapping’ s assigned external port nunber. This is the
source port for translated outgoing packets. If the internal

port nunber given by natv2PortMaplnternal Port is zero, this
val ue MUST al so be zero. Qherwise, this MIST be a non-zero
val ue. "

::={ natv2PortMapEntry 6 }

nat v2Por t Mapl nt er nal Real m OBJECT- TYPE
SYNTAX SnnpAdni nString (SIZE(O..32))
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The real mto which natv2Port Mapl nt er nal Real mAddr ess bel ongs.
In the general case, this real mcontains the address that is
being translated. In the DS-Lite (RFC 6333) case, this realm
defines the | Pv6 address space from which the tunnel source
address is taken. The real mof the encapsul ated | Pv4 address
is restricted in scope to the tunnel, so there is no point
inidentifying it separately.”
REFERENCE
"DS-Lite: RFC 6333."
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::={ natv2PortMapEntry 7 }

nat v2Por t Mapl nt er nal Addr essType OBJECT- TYPE
SYNTAX | net Addr essType
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"Address type for addresses in the realmidentified by
nat v2Por t Mapl nt er nal Real m "
::={ natv2PortMapEntry 8 }

nat v2Por t Mapl nt er nal Addr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead-only
STATUS current

DESCRI PTI ON
"Source address for packets received under this mapping on
the internal side of the NAT instance. In the general case,

this address is the sane as the address given in
nat v2Por t Mapl nt er nal MappedAddress. In the DS-Lite case,
nat v2Port Mapl nt er nal Address is the I Pv6 tunnel source
address. The address type is given
by nat v2Port Mapl nt er nal Addr essType. "

REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel address in
t he NAT mapping tables).”

::={ natv2PortMapEntry 9 }

nat v2Por t Mapl nt er nal MappedAddr essType OBJECT- TYPE
SYNTAX | net Addr essType
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"Internal address type actually translated by this nmapping.
Any val ue other than ipv4(1l) or ipv6(2) would be unexpected.
In the general case, this is the same as given by
nat v2Addr essMapl nt er nal AddressType. |In the DS-Lite
case, the address type is ipv4(l)."

REFERENCE
"DS-Lite: RFC 6333."

::={ natv2PortMapEntry 10 }

nat v2Por t Mapl nt er nal MappedAddr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
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"Internal address actually translated by this mapping. 1In the
general case, this is the sane as
nat v2Por t Mapl nt er nal Real mAddress. The address type is given
by nat v2Port Mapl nt er nal MappedAddr essType.

In the case of DS-Lite (RFC 6333), this is the source
address of the encapsul ated | Pv4 packet, normally sel ected
fromthe well-known range 192.0.0.0/29. The mapping in this
case is considered to be fromthe external address to the
conmbi nation of the I Pv6 tunnel source address
nat v2Por t Mapl nt er nal Real mAddr ess and t he wel | - known | Pv4
i nner source address natv2Port Mapl nt er nal MappedAddr ess. "
REFERENCE
"DS-Lite: RFC 6333, Sections 5.7 (for well-known addresses)
and 6.6 (on the need to have the I Pv6 tunnel address in
t he NAT mappi ng tables)."
::={ natv2PortMapEntry 11 }

nat v2Por t Mapl nt er nal Port OBJECT- TYPE
SYNTAX | net Por t Nunber
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The mapping’'s internal port nunber. |If this is zero, ports
are not translated (i.e., the NAT instance is a pure NAT
rather than a Network Address and Port Translator (NAPT))."
::={ natv2PortMapEntry 12 }

nat v2Por t MapExt er nal Pool | ndex OBJECT- TYPE

SYNTAX Nat v2Pool | ndexOr Zer o

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"Identifies the address pool fromwhich the external address
inthis port map entry was taken. Zero if the inplenentation
does not support address pools but has chosen to support
this object or if no pools are configured for the given
external realm"

::={ natv2PortMapEntry 13 }

nat v2Por t MapSubscri ber | ndex OBJECT- TYPE

SYNTAX Nat v2Subscri ber | ndexOr Zer o

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"Subscriber using this map entry. Zero if the inplenentation
does not support subscribers but has chosen to support
this object.”
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::={ natv2PortMapEntry 14 }

-- Conformance section. Specifies three cunulatively nore extensive
-- applications: basic NAT, pooled NAT, and carrier-grade NAT.

nat v2M BConf or mance OBJECT IDENTIFIER ::= { natv2ZMB 3 }

nat v2M BConpl i ances OBJECT | DENTI FI ER : :
nat v2M BG oups OBJECT | DENTI FI ER ::

{ natv2M BConformance 1 }
{ natv2M BConf ormance 2 }

nat v2M BBasi cConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"Describes the requirenents for confornmance to the basic NAT
application of NATV2-M B."
MODULE -- this nodule
MANDATORY- GROUPS { natv2Basi cNoti ficati onG oup,
nat v2Basi cl nst ancelLevel G oup

}
::={ natv2M BConpl i ances 1 }

nat v2M BPool edNATConpl i ance MODULE- COMPLI ANCE
STATUS current
DESCRI PTI ON
"Describes the requirenents for confornance to the pool ed NAT
application of NATV2-M B."
MODULE -- this nodul e
MANDATORY- GROUPS { nat v2Basi cNoti ficati onG oup,
nat v2Basi cl nst ancelLevel G oup,
nat v2Pool edNot i fi cati onG oup,
nat v2Pool edl nst ancelLevel Group

}
::={ natv2M BConpl i ances 2 }

nat v2M BCGNConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"Describes the requirenents for confornance to the
carrier-grade NAT application of NATV2-MB."
MODULE -- this nodule
MANDATORY- GROUPS { natv2Basi cNoti ficati onG oup,
nat v2Basi cl nst ancelLevel G oup,
nat v2Pool edNot i fi cati onG oup,
nat v2Pool edl nst ancelLevel Group,
nat v2CGN\Not i fi cati onG oup,
nat v2CGN\Devi celLevel G oup,
nat v2CGNI nst ancelLevel G oup
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::={ natv2M BConpl i ances 3 }
-- G oups

nat v2Basi cNoti fi cati onG oup NOTI FI CATI ON- GROUP
NOTI FI CATI ONS {
nat v2Noti fi cati onl nst anceAddr essMapEnt ri esHi gh,
nat v2Not i fi cati onl nst ancePort MapEntri esHi gh

}

STATUS current

DESCRI PTI ON
"Notifications that MJUST be supported by all NAT
applications.”

o= { natv2M BGroups 1 }

nat v2Basi cl nst ancelLevel G oup OBJECT- GROUP
OBJECTS {

-- from natv2l nstanceTabl e
nat v2l nst anceAl i as,
nat v2l nst ancePor t Mappi ngBehavi or,
nat v2l nst anceFi | t eri ngBehavi or,
nat v2I nst anceFr agnment Behavi or,
nat v2I nst anceAddr essMapEntri es,
nat v2l nst ancePort MapEntri es,
nat v2l nst anceTr ansl ati ons,
nat v2I nst anceAddr essMapCr eat i ons,
nat v2I nst anceAddr essMapEnt ryLi mi t Dr ops,
nat v2I nst anceAddr essMapFai | ur eDr ops,
nat v2I nst ancePort MapCr eat i ons,
nat v2I nst ancePor t MapEnt ryLi mi t Dr ops,
nat v2I nst ancePor t MapFai | ur eDr ops,
nat v2I nst anceFr agnment Dr ops,
nat v2I nst anceQ her Resour ceFai | ur eDr ops,
nat v2I nst anceDi sconti nui tyTi ne,
nat v2I nst anceThr eshol dAddr essMapEnt ri esHi gh,
nat v2I nst anceThr eshol dPort MapEnt ri esHi gh,
nat v2l nst anceNoti fi cati onl nt erval,
nat v2l nst anceli m t Addr essMapEntri es,
nat v2l nst anceli ni t Port MapEntri es,
nat v2I nst ancelLi m t Pendi ngFr agnent s,

-- from natv2Prot ocol Tabl e
nat v2Pr ot ocol Port MapEntri es,
nat v2Pr ot ocol Transl ati ons,
nat v2Pr ot ocol Port MapCr eati ons,
nat v2Pr ot ocol Port MapFai | ur eDr ops,

-- from nat v2Addr essMapTabl e
nat v2Addr essMapExt er nal Real m
nat v2Addr essMapExt er nal Addr essType,
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nat v2Addr essMapExt er nal Addr ess,
-- from natv2Port MapTabl e

nat v2Por t Mapl nt er nal Real m

nat v2Por t Mapl nt er nal Addr essType,

nat v2Por t Mapl nt er nal Addr ess,

nat v2Por t Mapl nt er nal Port

}
STATUS current
DESCRI PTI ON
"Per-instance objects that MJUST be supported by
i npl ement ati ons of all NAT applications.”
;.= { natv2M BG oups 2 }

nat v2Pool edNot i fi cati onG oup NOTI FI CATI ON- GROUP
NOTI FI CATI ONS {
nat v2Not i fi cat i onPool UsagelLow,
nat v2Not i fi cat i onPool UsageHi gh
}
STATUS current
DESCRI PTI ON
"Notifications that MJUST be supported by pool ed and
carrier-grade NAT applications.”
::={ natv2M BG oups 3 }

nat v2Pool edl nst ancelLevel Group OBJECT- GROUP
OBJECTS {
-- from natv2l nstanceTabl e
nat v2I nst ancePool i ngBehavi or,
-- from nat v2Pool Tabl e
nat v2Pool Real m
nat v2Pool Addr essType,
nat v2Pool M ni nunPort ,
nat v2Pool Maxi nunPort,
nat v2Pool Addr essMapEntri es,
nat v2Pool Port MapEntri es,
nat v2Pool Addr essMapCr eat i ons,
nat v2Pool Port MapCr eat i ons,
nat v2Pool Addr essMapFai | ur eDr ops,
nat v2Pool Port MapFai | ur eDr ops,
nat v2Pool Di sconti nui tyTi ne,
nat v2Pool Thr eshol dUsageLow,
nat v2Pool Thr eshol dUsageHi gh,
nat v2Pool Noti fi edPort MapEntri es,
nat v2Pool Not i fi edPort MapPr ot ocol ,
nat v2Pool Noti fi cati onl nterval,
-- from nat v2Pool RangeTabl e
nat v2Pool RangeBegi n,
nat v2Pool RangeEnd,
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-- from nat v2Addr essMapTabl e

nat v2Addr essMapExt er nal Pool | ndex,
-- from natv2Port MapTabl e

nat v2Por t MapExt er nal Pool | ndex

}
STATUS current
DESCRI PTI ON
"Per-instance objects that MJUST be supported by
i mpl enent ati ons of the pool ed and carri er-grade
NAT applications.”
::={ natv2M BG oups 4 }

nat v2CGN\Not i fi cati onG oup NOTI FI CATI ON- GROUP
NOTI FI CATI ONS {
nat v2Not i fi cati onSubscri ber Port Mappi ngEnt ri esHi gh

}
STATUS current
DESCRI PTI ON
"Notification that MIST be supported by inplenentations
of the carrier-grade NAT application.”
::={ natv2M BG oups 5 }

nat v2CGN\Devi ceLevel Group OBJECT- GROUP
OBJECTS {

-- fromtabl e natv2Subscri ber Tabl e
nat v2Subscri ber | nt er nal Real m
nat v2Subscri ber | nt er nal Prefi xType,
nat v2Subscri ber | nt er nal Prefi x,
nat v2Subscri ber I nt er nal Prefi xLengt h,
nat v2Subscri ber Addr essMapEntri es,
nat v2Subscri ber Port MapEntri es,
nat v2Subscri ber Tr ansl at i ons,
nat v2Subscri ber Addr essMapCr eat i ons,
nat v2Subscri ber Port MapCr eat i ons,
nat v2Subscri ber Addr essMapFai | ur eDr ops,
nat v2Subscri ber Port MapFai | ur eDr ops,
nat v2Subscri ber Di sconti nui tyTi ne,
nat v2Subscri berLi m t Port MapEntri es,
nat v2Subscri ber Thr eshol dPor t MapEnt ri esHi gh,
nat v2Subscri berNoti fi cati onl nterval

}
STATUS current
DESCRI PTI ON
"Devi ce-level objects that MIST be supported by the
carrier-grade NAT application.”
::={ natv2M BG oups 6 }

nat v2CGNI nst ancelLevel G oup OBJECT- GROUP
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OBJECTS {

-- from natv2l nstanceTabl e
nat v2I nst anceSubscri ber Acti velLi ni t Drops,
nat v2I nst ancelLi m t Subscri ber Acti ves,

-- from nat v2Addr essMapTabl e
nat v2Addr essMapl nt er nal MappedAddr essType,
nat v2Addr essMapl nt er nal MappedAddr ess,
nat v2Addr essMapSubscri ber | ndex,

-- from natv2Port MapTabl e
nat v2Por t Mapl nt er nal MappedAddr essType,
nat v2Por t Mapl nt er nal MappedAddr ess,
nat v2Por t MapSubscri ber | ndex

}
STATUS current
DESCRI PTI ON
"Per-instance objects that MIST be supported by the
carrier-grade NAT application.”
::={ natv2M BG oups 7 }

END

Oper ati onal and Managenent Consi derations

This section covers two particul ar areas of operations and
managenent: configuration requirenents and transition from or
coexi stence with the M B nodul e in [ RFC4008].

Configuration Requirements

This M B nodul e assunes that the following infornmation is configured
on the NAT device by neans outside the scope of the present docunent
or is inposed by the inplenentation:

0o the set of address realns to which the device connects;

o for the CGN application, per-subscriber information including
subscri ber index, address realm assigned prefix or address, and
(possi bly) policies regarding address pool selection in the
vari ous possible address realns to which the subscriber nmay

connect. In the particular case of DS-Lite [RFC6333] access, as
wel |l as the assigned outer-layer (IPv6) prefix or address, the
subscriber information will include an inner (1Pv4) source

address, usually 192.0.0. 2;

0 the set of NAT instances running on the device, identified by NAT
i nstance i ndex and nane;
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o the port nmapping, filtering, pooling, and fragment behavior for
each NAT instance;

o the set of protocols supported by each NAT instance;

o for the pooled NAT and CGN applications, address pool information
for each NAT instance, including for each pool the pool index,
address real m address type, mninum and nmaxi mum port nunber, the
address ranges assigned to that pool, and policies for access to
that pool’s resources;

0 static address and port map entries.

As described in previous sections, this MB nodul e does provi de read-
write objects for control of notifications (see especially

Section 3.1.2) and limting of resource consunption (Section 3.1.1).
This docunent is witten in advance of any practical experience wth
the setting of these values and can thus provide only genera
principles for howto set them

By default, the M B nodul e definition disables notifications unti
they are explicitly enabled by the operator, using the associated
threshold value to do so. To make use of the notifications, the
operator nmay wi sh to take the foll ow ng considerations into account.

Except for the | ow address pool utilization notification, the
notifications inply that sone sort of administrative action is
required to mtigate an inpending shortage of a particular resource
The choice of value for the triggering threshold needs to take two
factors into account: the volatility of usage of the given resource,
and the anpunt of tinme the operator needs to nitigate the potenti al
overload situation. That time could vary fromal nost i mediate to
several weeks required to order and install new hardware or software

To give a nuneric exanple, if average utilization is going up 1% per
week but can vary 10% around that average in any given hour, and it
takes two weeks to carry through mitigating neasures, the threshold
shoul d be set to 88% of the corresponding limt (two weeks' growth
plus 10%volatility margin). |If mitigating neasures can be carried
out imediately, this can rise to 90% For this particul ar exanpl e,
that change is insignificant, but in other cases the difference may
be |l arge enough to nmatter in terns of reduced | oad on the nanagenent
pl ane.

The notification rate-linmt settings really depend on the operator’s
processes but are a tradeoff between reliably reporting the notified
condition and not having it overload the managenent pl ane.

Reliability rises in inportance with the inportance of the resource
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i nvol ved. Thus, the default notification intervals defined in this
M B nodul e range from 10 seconds (high reliability) for the address
and port map entry thresholds up to 60 seconds (lower reliability)
for the per-subscriber port entry thresholds. Experience may suggest
better val ues.

The linmts on nunber of instance-level address map and port map
entries and held fragnents relate directly to nenory allocations for
these tables. The relationship between nunber of map entries or
nunber of held fragnments and nmenory required will be inplenmentation-
specific. Hence it is up to the inplenentor to provide specific
advice on the setting of these linits.

The linmt on simultaneous nunmber of active subscribers is indirectly
related to nmenory consunption for map entries, but also to processor
usage by the NAT instance. The best strategy for setting this linmt
woul d seemto be to leave it disabled during an initial period while
observi ng device processor utilization, then to inplenment a tria
setting while observing the nunber of blocked packets affected by the
new limt. The setting may vary by NAT instance if a suitable
estimator of likely load (e.g., total nunber of hosts served by that

i nstance) is avail abl e.

5.2. Transition fromand Coexistence with NAT-M B (RFC 4008)

A manager may have to deal with a nixture of devices supporting the
NAT-M B nodul e [ RFC4008] and the NATV2-M B nodul e defined in the
present docunent. It is even possible that both nodul es are
supported on the sanme device. The follow ng discussion brings out
the lints of conparability between the two M B nodules. A first
point to note is that NAT-MB is prinarily focused on configuration
while NATV2-M B is primarily focused on nmeasurements.

To sumari ze the nodel used by [ RFC4008]:
0 The basic unit of NAT configuration is the interface.

0 An interface connects to a single realm either "private" or
"public". In principle that means there could be multiple
i nstances of one type of realmor the other, but the nunber is
physically limted by the nunber of interfaces on the NAT device.

0 Before the NAT can operate on a given interface, an "address nap"
has to be configured on it. The address map in [ RFC4008] is
equi valent to the pool tables in the present docunent. Since just
one "address map" is configured per interface, this is the
equi val ent of a single address pool per interface.
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0 The address binding and port binding tables are roughly equival ent
to the address map and port nmap tables in the present docunent in
their content, but they can be either unidirectional or
bidirectional. The nodel in [RFC4008] shows the address binding
and port binding as alternative precursors to session
est abl i shnent, dependi ng on whether the device does address
translation only or address and port translation. |In contrast,
NATV2- M B assunmes a nodel where bidirectional port mappings are
based on bidirectional address nmappi ngs that have conceptual ly
been established bef or ehand.

0 The equivalent to an [ RFC4008] session in NATV2-M B woul d be a
pair of port map entries. The added conplexity in [ RFC4008] is
due to the nodeling of NAT service types as defined in [ RFC3489]
(the synmmetric NAT in particular) instead of the nore granul ar set
of behaviors described in [RFC4787]. (Note: [RFC3489] has been
obsol eted by [ RFC5389].)

Wth regard to that |ast point, the nmapping between [ RFC3489] service
types and [ RFC4787] NAT behaviors is as foll ows:

o A full cone NAT exhibits endpoint-independent port mappi ng
behavi or and endpoi nt-i ndependent filtering behavior

0 A restricted cone NAT exhi bits endpoi nt-independent port mapping
behavi or, but address-dependent filtering behavior

0 A port restricted cone NAT exhi bits endpoi nt-independent port
mappi ng behavi or, but address-and-port-dependent filtering
behavi or.

o A symmetric NAT exhi bits address-and-port-dependent port mapping
and filtering behaviors.

Note that these NAT types are a subset of the types that could be
configured according to the [ RFC4787] behavioral classification used
in NATV2-M B, but they include the two possibilities (full and
restricted cone NAT) that satisfy requirenents REQ 1 and REQ 8 of
[RFC4A787]. Note further that other behaviors defined in [ RFC4787]
are not considered in [ RFC4008].

Havi ng established a context for discussion, we are nowin a position
to conpare the outputs provided to nanagenent fromthe [ RFC4008] and
NATV2-M B nodul es. This conparison relates to the ability to conpare
results if testing with both MBs inplenented on the sane device
during a transition period.
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[ RFC4008] provides three counters: incomng translations, outgoing
transl ations, and di scarded packets, at the granularities of
interface, address map, and protocol, and inconm ng and out goi ng
translations at the |levels of individual address bind, address port
bi nd, and session entries. Inplenentation at the protocol and
address map levels is optional. NATV2-M B provides a single tota
(both directions) translations counter at the instance, protoco
within instance, and subscriber levels. Gven the differences in
granularity, it appears that the only conparabl e measurenment of
transl ati ons between the two M B nodul es woul d be through aggregation
of the [RFC4008] interface counters to give a total nunber of
translations for the NAT instance.

NATV2- M B has broken out the single discard counter into a nunber of
different counters reflecting the cause of the discard in nore
detail, to help in troubleshooting. Again, with the differing levels
of granularity, the only conparable statistic would be through
aggregation to a single value of total discards per NAT instance.

Movi ng on to state variables, [RFC4008] offers counts of nunber of
"address map" (i.e., address pool) entries used (excluding static
entries) at the address map | evel and nunber of entries in the
address bind and address and port bind tables, respectively.

Finally, [RFC4008] provides a count of the nunber of sessions
currently using each entry in the address and port bind table. None
of these counts are directly conparable with the state val ues of fered
by NATV2-M B, because of the exclusion of static entries at the
address map | evel, and because of the differing nodels of the
transl ati on tabl es between [ RFC4008] and the NATV2-M B.

6. Security Considerations
There are a nunber of nmanagenent objects defined in this MB nodul e
with a MAX- ACCESS cl ause of read-wite. Such objects may be
consi dered sensitive or vulnerable in sone network environnents. The
support for SET operations in a non-secure environnent w thout proper
protection opens devices to attack. These are the tables and objects
and their sensitivity/vulnerability:

Limts: An attacker setting a very low or very high limt can easily
cause a deni al -of -service situation

* natv2l nstancelLi m t AddressMapEntri es;
* npatv2lnstanceLi mtPort MapEntri es;

* npatv2l nstanceLi m t Pendi ngFr agnent s;
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* npatv2l nstancelLi nm t Subscri ber Acti ves;
* natv2Subscri berLimtPort MapEntri es.

Notification thresholds: An attacker setting an arbitrarily | ow
threshol d can cause nmany usel ess notifications to be generated
(subject to the notification interval). Setting an arbitrarily
hi gh threshold can effectively disable notifications, which could
be used to hide another attack

* natv2l nstanceThr eshol dAddr essMapEntri esHi gh
* natv2l nstanceThreshol dPort MapEntri esHi gh

* nat v2Pool Thr eshol dUsagelLow;

* nat v2Pool Thr eshol dUsageHi gh

* natv2Subscri ber Thr eshol dPort MapEntri esHi gh

Notification intervals: An attacker setting a |low notification
interval in conbination with a |ow threshold val ue can cause many
usel ess notifications to be generated.

* npatv2lnstanceNotificationlnterval
* natv2Pool Notificationlnterval
* natv2Subscri berNotificationlnterval

Sonme of the readable objects in this MB nodule (i.e., objects with a
MAX- ACCESS ot her than not-accessible) nmay be considered sensitive or
vul nerabl e in sone network environnents. It is thus inportant to
control even CGET and/or NOTIFY access to these objects and possibly
to even encrypt the values of these objects when sending them over
the network via SNMP. These are the tables and objects and their
sensitivity/vulnerability:

hj ects that reveal host identities: Various objects can reveal the
identity of private hosts that are engaged in a session with
external end nodes. A curious outsider could nonitor these to
assess the nunber of private hosts being supported by the NAT
device. Further, a disgruntled forner enployee of an enterprise
could use the information to break into specific private hosts by
intercepting the existing sessions or originati ng new sessions
into the host. |If nothing el se, unauthorized nonitoring of these
objects will violate individual subscribers’ privacy.
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* entries in the natv2Subscri ber Tabl e;
* entries in the natv2AddressMapTabl e;
* entries in the natv2PortMapTabl e.

O her objects that reveal NAT state: Oher nanaged objects in this
M B may contain information that nmay be sensitive froma business
perspective, in that they may represent NAT capabilities, business
policies, and state infornmation.

* natv2Subscri berLintPort MapEntries;
* natv2l nst ancePor t Mappi ngBehavi or;

* npatv2l nstanceFilteringBehavior;

* natv2l nst ancePool i ngBehavi or;

* natv2l nst anceFr agnent Behavi or;

* npatv2l nstanceAddr essMapEntri es;

* natv2l nstancePort MapEntri es.

There are no objects that are sensitive in their own right, such as
passwords or nonetary anounts.

SNWP versions prior to SNVPv3 did not include adequate security.
Even if the network itself is secure (for exanple by using I Psec),
there is no control as to who on the secure network is allowed to
access and GET/ SET (read/change/create/delete) the objects in this
M B nodul e.

| mpl enent ati ons SHOULD provi de the security features described by the
SNWPv3 framework (see [ RFC3410]), and inpl enentations claimng
compliance to the SNMPv3 standard MJUST include full support for

aut hentication and privacy via the User-based Security Mdel (USM

[ RFC3414] with the AES cipher algorithm[RFC3826]. |Inplenmentations
MAY al so provide support for the Transport Security Mdel (TSM

[ RFC5591] in conbination with a secure transport such as SSH

[ RFC5592] or TLS/ DTLS [ RFC6353].

Further, deployment of SNWP versions prior to SNMPv3 is NOT
RECOMVENDED. Instead, it is RECOMWENDED to depl oy SNWPv3 and to
enabl e cryptographic security. It is then a customner/operator
responsibility to ensure that the SNWMP entity giving access to an
instance of this MB nodule is properly configured to give access to
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the objects only to those principals (users) that have legitinmate
rights to indeed GET or SET (change/create/ delete) them

7. | ANA Consi der ati ons

| ANA has assigned an object identifier to the natv2M B nodule, wth
prefix iso.org.dod.internet.ngnmt.mb-2 in the SM Nunbers registry
[ SM - NUMBERS] .

8. Ref er ences
8.1. Normative References

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119,
DA 10.17487/ RFC2119, March 1997,
<http://ww. rfc-editor.org/info/rfc2119>.

[ RFC2578] M oghrie, K, Ed., Perkins, D., Ed., and J.
Schoenwael der, Ed., "Structure of Managenent |nformation
Version 2 (SMv2)", STD 58, RFC 2578,
DA 10.17487/ RFC2578, April 1999,
<http://ww. rfc-editor.org/info/rfc2578>.

[ RFC2579] Md oghrie, K, Ed., Perkins, D., Ed., and J.
Schoenwael der, Ed., "Textual Conventions for SMv2",
STD 58, RFC 2579, DA 10.17487/ RFC2579, April 1999,
<http://ww.rfc-editor.org/info/rfc2579>.

[ RFC2580] MC oghrie, K, Ed., Perkins, D., Ed., and J.
Schoenwael der, Ed., "Confornmance Statenents for SMv2",
STD 58, RFC 2580, DA 10.17487/ RFC2580, April 1999,
<http://ww. rfc-editor.org/info/rfc2580>.

[ RFC3411] Harrington, D., Presuhn, R, and B. Wjnen, "An
Architecture for Describing Sinple Network Managenent
Prot ocol (SNWP) Managenent Franmewor ks", STD 62, RFC 3411,
DO 10.17487/ RFC3411, Decenber 2002,
<http://ww. rfc-editor.org/info/rfc3411>.

[ RFC3414] Blunenthal, U and B. Wjnen, "User-based Security Mdel
(USM for version 3 of the Sinple Network Managenent
Protocol (SNWPv3)", STD 62, RFC 3414,
DO 10.17487/ RFC3414, Decenber 2002,
<http://ww. rfc-editor.org/info/rfc3414>.

Perreault, et al. St andards Track [ Page 81]



RFC 7659

[ RFC3826]

[ RFC4001]

[ RFCA787]

[ RFC5591]

[ RFC5592]

[ RFCB353]

NAT M B Cct ober 2015

Bl unenthal, U, Mino, F., and K. M oghrie, "The
Advanced Encryption Standard (AES) C pher Algorithmin the
SNMP User -based Security Mdel", RFC 3826,

DA 10.17487/ RFC3826, June 2004,

<http://ww. rfc-editor.org/info/rfc3826>.

Daniele, M, Haberman, B., Routhier, S., and J.

Schoenwael der, "Textual Conventions for |nternet Network
Addresses", RFC 4001, DO 10.17487/ RFC4001, February 2005,
<http://ww. rfc-editor.org/info/rfc4001>.

Audet, F., Ed. and C. Jennings, "Network Address
Transl ati on (NAT) Behavi oral Requirenents for Unicast
UDP", BCP 127, RFC 4787, DO 10.17487/ RFCA787, January
2007, <http://ww.rfc-editor.org/info/rfcd4787>.

Harrington, D. and W Hardaker, "Transport Security Mbdel
for the Sinple Network Managenent Protocol (SNWP)",

STD 78, RFC 5591, DA 10.17487/RFC5591, June 2009,
<http://ww.rfc-editor.org/info/rfc5591>.

Harrington, D., Salowey, J., and W Hardaker, "Secure
Shel |l Transport Mbdel for the Sinple Network Managenent
Protocol (SNWP)", RFC 5592, DO 10.17487/RFC5592, June
2009, <http://ww. rfc-editor.org/info/rfc5592>,

Har daker, W, "Transport Layer Security (TLS) Transport
Model for the Sinple Network Managenent Protocol (SNwP)",
STD 78, RFC 6353, DA 10.17487/ RFC6353, July 2011,
<http://ww.rfc-editor.org/info/rfc6353>.

8.2. Informative References

[ RFC2460]

[ RFC2663]

[ RFC3410]

Deering, S. and R Hinden, "Internet Protocol, Version 6
(1 Pv6) Specification", RFC 2460, DO 10.17487/ RFC2460,
Decenber 1998, <http://ww.rfc-editor.org/infol/rfc2460>.

Srisuresh, P. and M Hol drege, "IP Network Address
Transl at or (NAT) Terni nol ogy and Consi derati ons",
RFC 2663, DO 10. 17487/ RFC2663, August 1999,
<http://ww. rfc-editor.org/info/rfc2663>.

Case, J., Mundy, R, Partain, D., and B. Stewart,
"Introduction and Applicability Statements for |nternet-
St andard Managenent Framework", RFC 3410,

DO 10.17487/ RFC3410, Decenber 2002,

<http://ww. rfc-editor.org/info/rfc3410>.

Perreault, et al. St andards Track [ Page 82]



RFC 7659 NAT M B Cct ober 2015

[ RFC3489] Rosenberg, J., Winberger, J., Huitema, C., and R Mahy,
"STUN - Sinple Traversal of User Datagram Protocol (UDP)
Through Network Address Translators (NATs)", RFC 3489,
DA 10.17487/ RFC3489, March 2003,
<http://ww. rfc-editor.org/info/rfc3489>.

[ RFC4008] Rohit, R, Srisuresh, P., Raghunarayan, R, Pai, N, and
C. Wang, "Definitions of Managed Objects for Network
Address Translators (NAT)", RFC 4008,
DO 10.17487/ RFC4008, March 2005,
<http://ww. rfc-editor.org/info/rfc4008>.

[ RFC5389] Rosenberg, J., Mahy, R, Matthews, P., and D. W ng,
"Session Traversal Utilities for NAT (STUN", RFC 5389,
DA 10.17487/ RFC5389, Cctober 2008,
<http://ww. rfc-editor.org/info/rfc5389>.

[ RFC6333] Durand, A, Drons, R, Wodyatt, J., and Y. Lee, "Dual -
Stack Lite Broadband Depl oynents Fol |l owi ng | Pv4
Exhaustion", RFC 6333, DO 10.17487/ RFC6333, August 2011,
<http://ww. rfc-editor.org/info/rfc6333>.

[ RFC7658] Perreault, S., Tsou, T., Sivakumar, S., and T. Tayl or,
"Deprecation of MB Mdule NAT-M B: Managed Objects for
Net wor k Address Translators (NATs)", RFC 7658,
DA 10.17487/ RFC7658, Cctober 2015,
<http://ww. rfc-editor.org/info/rfc7658>.

[ SM - NUMBERS]
| ANA, "Structure of Managenent Information (SM) Nunbers
(M B Modul e Registrations)",
<http://ww. i ana. or g/ assi gnnent s/ sni - nunber >,

Perreault, et al. St andards Track [ Page 83]



RFC 7659 NAT M B Cct ober 2015

Aut hors’ Addr esses

Si non Perreaul t
Ji ve Communi cati ons

Quebec, C
Canada

Emai |l . sperreault@ive. com

Ti na Tsou

Huawei Technol ogi es

Banti an, Longgang District
Shenzhen 518129

Chi na

Emai |l : tina.tsou.zouti ng@uawei .com

Sent hil Sivakunmar

Ci sco Systens

7100-8 Kit Creek Road

Research Triangle Park, North Carolina 27709
United States

Phone: +1 919 392 5158

Emai |l : ssenthil @i sco. com

Tom Tayl or

PT Tayl or Consulting

atawa

Canada

Email: tomtayl or.stds@mail.com

Perreault, et al. St andards Track [ Page 84]



