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Abst r act

This docunent specifies the solution architecture based on "Mppi ng
of Address and Port" stateless |Pv6-1Pv4 Network Address Transl ation
(NAT64) for providing shared or non-shared | Pv4 address connectivity
to and across an | Pv6 network.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc7599.
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Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.

et al. St andards Track [ Page 2]



RFC 7599 MAP- T July 2015

Tabl e of Contents

Li,

1. IntroduCti On . ... 4
2. CONVENLI ONS ..o 4
3. Term nol OgY .. oo 5
4, Architecture . ... .. 6
. MAPPIi NG RUl ES .. 8
5.1. Destinations outside the MAP Domain ........................ 8
6. The IPv6 Interface Identifier ..... ... . ... . . . . . . . . . . . .. . . . . ..... 9
7. MAP-T Configurati on ..... ... ... e 10
7.1, MAP CE .. 10
7.2, MAP BR .. 11
8. MAP-T Packet Forwarding .......... ... iy 11
8.1. IPv4 to IPv6 at the CE ........ ... . ... . . . . 11
8.2. IPv6 to IPvd at the CE ...... ... . . . . i 12
8.3. IPv6 to IPvd at the BR ... ... i 12
8.4. IPv4d to IPv6 at the BR ... ... . i 13
9. ITCVP Handling ...... .. e e e e 13
10. Fragmentation and Path MIU Discovery ............ ... 14
10.1. Fragnmentation in the MAP Domain ............ ... ... ... 14
10. 2. Receiving | Pv4 Fragnents on the MAP Donain Borders ....... 14
10.3. Sending | Pv4 Fragnents to the Qutside .................... 14
11. NAT44 Considerati ONS ... ... ... e 15
12. Usage Considerati Ons . ......... .. e 15
12.1. EA-Bit Length O . ... .. . . . . 15
12.2. Mesh and Hub-and-Spoke Modes .......... .. .. . ... .. 15
12.3. Communication with IPv6 Servers in the MAP-T Domain ...... 15
12. 4. Conmpatibility with Gther NAT64 Solutions ................. 16
13. Security Considerati Ons . ...... .. ... 16
14, Ref erenCesS ... 17
14.1. Normative References .......... ... 17
14. 2. Informative References ........ ... ... . . . . . . . . . 18
Appendi x A. Exanples of MAP-T Translation ......................... 21
Appendi x B. Port-Mapping Algorithm ...... ... .. .. ... . .. .. .. . . ... .. 24
ACKNOW edgemBNt S . . ... 25
CoNt ri DUt Or S . 25
AUt hor S’ AdAr BSSES . .ttt 26

et al. St andards Track [ Page 3]



RFC 7599 MAP- T July 2015

1

Li,

I ntroduction

Experiences frominitial service provider |Pv6 network depl oyments,
such as [RFC6219], indicate that successful transition to | Pv6 can
happen whil e supporting | egacy |IPv4 users without a full end-to-end
dual -1 P-stack depl oynent. However, due to public |IPv4 address
exhaustion, this requires an | Pv6 technol ogy that supports |IPv4 users
utilizing shared | Pv4 addressing, while also allow ng the network
operator to optimze their operations around | Pv6 network practices.
The use of double NAT64 transl ation-based solutions is an optiml way
to address these requirenents, especially in conbination with

statel ess translation techniques that ninin ze operational challenges
outlined in [Sol utions-4v6].

The Mapping of Address and Port using Translation (MAP-T)
architecture specified in this docunent is such a double statel ess
NAT64- based solution. It builds on existing statel ess NAT64

techni ques specified in [ RFC6145], along with the statel ess

al gorithm c address and transport-layer port-nmappi ng schene defined
in the Mappi ng of Address and Port with Encapsul ati on ( MAP-E)
specification [ RFC7597]. The MAP-T solution differs from MAP-E in
that MAP-T uses | Pv4-1Pv6 translation, rather than encapsul ation, as
the formof 1Pv6 domain transport. The translation node is

consi dered advantageous in scenarios where the encapsul ation
overhead, or |Pv6 operational practices (e.g., the use of IPv6-only
servers, or reliance on IPv6 + protocol headers for traffic
classification) rule out encapsul ation. These scenarios are
presented in [ MAP-T- Use- Cases].

Conventi ons
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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3. Term nol ogy

MAP- T:

MAP Cust oner Edge (CE):

MAP Border Relay (BR):

MAP donmi n:

MAP Rul e:

MAP rul e set:

MAP rul e tabl e:

MAP node:

Li, et al.
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Mappi ng of Address and Port using
Transl ati on.

A device functioning as a Custoner Edge
router in a MAP deploynment. A typical MAP CE
adopting MAP Rules will serve a residential
site with one WAN-si de | Pv6-addressed
interface and one or nore LAN-side interfaces
addressed using private | Pv4 addressing.

A MAP- enabl ed rout er managed by the service
provi der at the edge of a MAP domain. A BR
has at |east an | Pv6-enabled interface and an
IPv4 interface connected to the native |Pv4
network. A MAP BR nmay al so be referred to as
sinmply a "BR'" within the context of MAP.

One or nore MAP CEs and BRs connected by
means of an |IPv6 network and sharing a common
set of MAP Rules. A service provider may
depl oy a single MAP domain or may utilize

nmul ti pl e MAP donai ns.

A set of paraneters describing the mapping
between an | Pv4 prefix, |Pv4 address, or
shared |1 Pv4 address and an | Pv6 prefix or
address. Each MAP domain uses a different
mappi ng rul e set.

A rule set is conposed of all the MAP Rul es
conmuni cated to a device that are intended to
determ ne the device's | P+port mapping and
forwardi ng operations. The MAP rule set is
i nterchangeably referred to in this docunent
as a MAP rule table or as sinply a "rule
table". Two specific types of rules -- the
Basi ¢ Mappi ng Rul e (BMR) and the Forwarding
Mapping Rule (FMR) -- are defined in
Section 5 of [RFC7597]. The Default Mapping
Rule (DVR) is defined in this docunent.

See MAP rul e set.

A device that inplenents MAP.

St andards Track [ Page 5]



RFC 7599

Port set:

Port Set ID (PSID):

Shared | Pv4 address:

End- user | Pv6 prefix:

MAP | Pv6 addr ess:

Rul e | Pv6 prefix:

Rul e 1 Pv4 prefix:

Enbedded Address (EA) bi

4, Architecture
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Each node has a separate part of the
transport-layer port space; this is denoted
as a port set.

Algorithmcally identifies a set of ports
excl usi vely assigned to a CE

An | Pv4 address that is shared anong nultiple
CEs. Only ports that belong to the assigned
port set can be used for comunication. Also
known as a port-restricted | Pv4 address.

The 1 Pv6 prefix assigned to an End-user CE by
nmeans other than MAP itself, e.g.,

provi si oned using DHCPv6 Prefix Del egation
(PD) [RFC3633], assigned via Statel ess

Addr ess Autoconfiguration (SLAAC) [ RFC4862],
or configured manually. It is unique for
each CE.

The | Pv6 address used to reach the MAP
function of a CE fromother CEs and from BRs.

An | Pv6 prefix assigned by a service provider
for a MAP Rul e.

An | Pv4 prefix assigned by a service provider
for a MAP Rul e.

ts:

The 1 Pv4 EA-bits in the I Pv6 address identify
an | Pv4 prefix/address (or part thereof) or a
shared |1 Pv4 address (or part thereof) and a
Port Set ldentifier.

Figure 1 depicts the overall MAP-T architecture, which sees any
nunber of privately addressed | Pv4 users (N and M connected by means

of MAP-T CEs to an | Pv6
MAP-T BRs. CEs and BRs

network that is equipped with one or nore
that share MAP configuration paraneters,

referred to as "MAP Rul es", forma MAP-T donai n.

Li, et al.
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Functionally, the MAP-T CE and BR utilize and extend sone

wel | - est abl i shed technol ogy building blocks to allow the | Pv4 users
to correspond with nodes on the public |IPv4 network or on the | Pv6
network as foll ows:

0 A (NAT44) Network Address and Port Transl ation (NAPT) [ RFC2663]
function on a MAP CE is extended with support for restricting the
al | owabl e TCP/UDP ports for a given |IPv4 address. The |Pv4
address and port range used are determined by the MAP provi si oni ng
process and identical to MAP-E [ RFC7597].

0 A statel ess NAT64 function [ RFC6145] is extended to all ow
statel ess mapping of | Pv4 and transport-|layer port ranges to the
| Pv6 address space.

User N
Private | Pv4
| Network
|
(O R (@]
| | MAP-T CE |
| +----- [ S +
| NAPT44| MAP-T | |
| +----- + | +._ Smmmmm—— e
| Fo-mmm - + |
(O o |/ \ O-------- O/ Publ i c \
/ | Pv6-only \' | MAP-T |/ | Pv4 \
( Net wor k --+ Border +- Net wor k )
\ /| Relay |\ /
(O O \ / C-------- O\ /
| MAP-T CE | ‘-
| +----- e + ] ," e e !
| NAPT44| MAP-T | |, |
| +----- + | + | Pv6 node(s)
| | R + | (with |IPv4-enbedded | Pv6 address)
(O (e
|
User M
Private | Pv4
Net wor k

Figure 1: MAP-T Architecture

Each MAP-T CE is assigned with a regular IPv6 prefix fromthe
operator’s I Pv6 network. This, in conjunction with MAP donain
configuration settings and the use of the MAP procedures, allows the
conmput ation of a MAP | Pv6 address and a correspondi ng | Pv4 address.
To allow for |Pv4 address sharing, the CE may al so have to be

et al. St andards Track [ Page 7]
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5.1

Li,

configured with a TCP/UDP port range that is identified by neans of a
MAP Port Set Identifier (PSID) value. Each CE is responsible for
forwarding traffic between a given user’s private |Pv4 address space
and the MAP domain’s | Pv6 address space. The |Pv4-1Pv6 adaptation
uses stateless NAT64, in conjunction with the MAP al gorithm for
address conputati on.

The MAP-T BR connects one or nore MAP-T domains to external |Pv4
networ ks using statel ess NAT64 as extended by the MAP-T behavi or
described in this docunent.

In contrast to MAP-E, NAT64 technology is used in the architecture
for two purposes. First, it is intended to dimnish encapsul ation
overhead and allow I Pv4 and | Pv6 traffic to be treated as sinilarly
as possible. Second, it is intended to allow IPv4-only nodes to
correspond directly with 1Pv6 nodes in the MAP-T donmain that have

| Pv4- enbedded | Pv6 addresses as per [RFC6052].

The MAP-T architecture is based on the follow ng key properties:

1. Algorithmc |IPv4-1Pv6 address mapping codified as MAP Rul es, as
described in Section 5

2. A MAP | Pv6 address identifier, as described in Section 6
3. MAP-T I Pv4-1Pv6 forwardi ng behavior, as described in Section 8
Mappi ng Rul es

The MAP-T algorithmc nmapping rules are identical to those in
Section 5 of the MAP-E specification [RFC7597], with the foll ow ng
exception: the forwarding of traffic to and from | Pv4 destinations
outside a MAP-T domain is to be perforned as described in this
docunent, instead of Section 5.4 of the MAP-E specification.

Desti nati ons outside the MAP Donmain

IPv4 traffic sent by MAP nodes that are all within one MAP domain is
translated to I Pv6, with the sender’s MAP | Pv6 address, derived via
the Basic Mapping Rule (BMR), as the I Pv6 source address and the

reci pient’s MAP | Pv6 address, derived via the Forwardi ng Mappi ng Rul e
(FMR), as the | Pv6 destination address.

| Pv4- addressed destinations outside of the MAP domain are represented
by means of |Pv4-enbedded | Pv6 addresses as per [RFC6052], using the
BR s IPv6 prefix. For a CE sending traffic to any such destinati on,
the source address of the |Pv6 packet will be that of the CEs MAP

| Pv6 address, and the destination |Pv6 address will be the

et al. St andards Track [ Page 8]
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destination |IPv4-enbedded | Pv6 address. This address mapping is said
to be following the MAP-T Default Mapping Rule (DVR) and is defined
in terms of the IPv6 prefix advertised by one or nore BRs, which
provi de external connectivity. A typical MAP-T CEwill install an

| Pv4 default route using this rule. A BR w Il use this rule when
translating all outside | Pv4 source addresses to the I Pv6 MAP donai n.

The DMR | Pv6 prefix length SHOULD be 64 bits Iong by default and in
any case MJUST NOT exceed 96 bits. The mapping of the | Pv4
destination behind the I1Pv6 prefix will by default follow the /64
rule as per [RFC6052]. Any trailing bits after the I Pv4 address are
set to OxO

6. The IPv6e Interface lIdentifier

The interface identifier format of a MAP-T node is the sane as the
format described in Section 6 of [RFC7/597]. The format diagramis
provi ded here for convenience:

| 128-n-0-s bhits |
| 16 bits] 32 bits | 16 bits]

Figure 2: IPv6 Interface ldentifier

In the case of an IPv4 prefix, the I1Pv4 address field is right-padded
with zeros up to 32 bits. The PSIDis |eft-padded with zeros to
create a 16-bit field. For an IPv4 prefix or a conplete |Pv4
address, the PSID field is zero.

If the End-user 1Pv6 prefix length is larger than 64, the nost

significant parts of the interface identifier are overwitten by the
prefix.

Li, et al. St andards Track [ Page 9]
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MAP-T Configuration

For a given MAP domain, the BR and CE MJUST be configured with the
foll owi ng MAP paraneters. The values for these paraneters are
identical for all CEs and BRs within a given MAP-T domai n.

0 The Basic Mapping Rul e and, optionally, the Forwardi ng Mappi ng
Rules, including the Rule I Pv6 prefix, Rule IPv4 prefix, and
Length of enbedded address bits

0 Use of hub-and-spoke node or Mesh node (if all traffic should be
sent to the BR, or if direct CE-to-CE correspondence should be
support ed)

0 Use of IPv4-1Pv6 translation (MAP-T)
o The BR s IPv6 prefix used in the DVMR
VAP CE

For a given MAP donmain, the MAP configuration paraneters are the sane
across all CEs within that domain. These values may be conveyed and
configured on the CEs using a variety of methods, including DHCPv6,

t he Broadband Forumis "TR-69" Residential Gateway nmanagenent
interface [ TR0O69], the Network Configuration Protocol (NETCONF), or
manual configuration. This docunent does not prescribe any of these
nmet hods but reconmends that a MAP CE SHOULD i npl ement DHCPv6 options
as per [RFC7598]. Oher configuration and nanagenent net hods may use
the data nodel described by this option for consistency and

conveni ence of inplenentation on CEs that support multiple
configuration nethods.

Besi des the MAP configuration paraneters, a CE requires an | Pv6
prefix to be assigned to the CE. This End-user |IPv6 prefix is
configured as part of obtaining IPv6 Internet access and is acquired
usi ng standard | Pv6 neans applicable in the network where the CE is
| ocat ed.

The MAP provi sioning paranmeters, and hence the | Pv4 service itself,
are tied to the End-user I1Pv6 prefix; thus, the MAP service is al so
tied to this in terns of authorization, accounting, etc.

A single MAP CE MAY be connected to nore than one MAP domain, just as
any router may have nore than one | Pv4-enabl ed service-provider-
facing interface and nore than one set of associated addresses
assigned by DHCPv6. Each domain within which a given CE operates

et al. St andards Track [ Page 10]
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would require its own set of MAP configuration elenents and woul d
generate its own | Pv4 address. Each MAP domain requires a distinct
End- user |1Pv6 prefix.

MAP BR

The MAP BR MUST be configured with the sane MAP el enments as the MAP
CEs operating within the sane domain.

For increased reliability and | oad bal ancing, the BR I Pv6 prefix MAY
be shared across a given MAP domain. As MAP is statel ess, any BR may
be used for forwarding to/fromthe donain at any tine.

Since MAP uses provi der address space, no specific IPv6 or |Pv4d
routes need to be advertised externally outside the service
provider’s network for MAP to operate. However, the BR prefix needs
to be advertised in the service provider's |IGP

MAP- T Packet Forwardi ng

The end-to-end packet flowin MAP-T involves an | Pv4 or |Pv6 packet
being forwarded by a CE or BRin one of two directions for each such
case. This section presents a conceptual view of the operations

i nvol ved in such forwarding.

IPv4d to IPv6 at the CE

A MAP-T CE receiving | Pv4 packets SHOULD perform NAPT44 processi ng
and create any necessary NAPT44 bindi ngs. The source address and
source port range of packets resulting fromthe NAPT44 processing
MUST correspond to the source | Pv4d address and source transport port
range assigned to the CE by neans of the MAP Basic Mpping Rul e
(BMR).

The 1 Pv4 packet is subject to a |ongest |Pv4 destination address +
port match MAP Rul e sel ection, which then determ nes the paraneters
for the subsequent NAT64 operation. By default, all traffic is

mat ched to the DVMR and is subject to the statel ess NAT64 operation
using the DMR paraneters for NAT64 (Section 5.1). Packets that are
mat ched to (optional) Forwardi ng Mapping Rul es (FVMRS) are subject to
the statel ess NAT64 operation using the FMR paraneters (Section 5)
for the MAP algorithm In all cases, the CE's MAP | Pv6 address
(Section 6) is used as a source address.

A MAP-T CE MUST support a Default Mapping Rule and SHOULD support one
or nore Forwardi ng Mappi ng Rul es.

et al. St andards Track [ Page 11]
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IPv6 to | Pv4 at the CE

A MAP-T CE receiving an | Pv6 packet performs its regular |Pv6
operations (filtering, pre-routing, etc.). Only packets that are
addressed to the CEEs MAP-T | Pv6 addresses, and with source addresses
mat ching the 1Pv6 MAP Rule prefixes of a DVR or FMR, are processed by
the MAP-T CE, with the DMR or FMR bei ng sel ected based on a | ongest
mat ch. The CE MUST check that each MAP-T received packet’s
transport-layer destination port nunber is in the range allowed for
by the CEs MAP BMR configuration. The CE MIST silently drop any
nonconf orm ng packet and increment an appropriate counter. \Wen
recei ving a packet whose source | P address |ongest matches an FMR
prefix, the CE MUST perform a check of consistency of the source
address agai nst the all owed val ues as per the derived allocated
source port range. |If the source port nunmber of a packet is found to
be outside the allocated range, the CE MIUST drop the packet and
SHOULD respond with an |1 CVPv6 "Destination Unreachabl e, source
address failed ingress/egress policy" (Type 1, Code 5).

For each MAP-T processed packet, the CE s NAT64 function MJST conpute
an | Pv4 source and destination address. The |IPv4 destination address
is conputed by extracting relevant information fromthe |Pv6
destination and the information stored in the BVMR as per Section 5.
The 1 Pv4 source address is fornmed by classifying a packet’s source as
| ongest matching a DMR or FMR rule prefix, and then using the
respective rule paraneters for the NAT64 operation

The resulting | Pv4 packet is then forwarded to the CE s NAPT44
function, where the destination |IPv4 address and port nunber MJST be
mapped to their original value before being forwarded according to
the CE's regular IPv4 rules. Wen the NAPT44 function is not

enabl ed, by virtue of MAP configuration, the traffic fromthe

statel ess NAT64 function is directly forwarded according to the CE s
| Pv4 rul es.

IPv6 to I Pv4 at the BR

A MAP-T BR receiving an | Pv6 packet MJST select a matching MAP Rul e
based on a | ongest address match of the packet’s source address

agai nst the MAP Rul es present on the BR I n conbination with the
Port Set 1D derived fromthe packet’s source |IPv6 address, the
selected MAP Rule allows the BRto verify that the CEis using its

al | oned address and port range. Thus, the BR MJST performa

val idation of the consistency of the source against the allowed
values fromthe identified port range. |If the packet’'s source port
nunber is found to be outside the range all owed, the BR MIST drop the

et al. St andards Track [ Page 12]
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packet and increnment a counter to indicate the event. The BR SHOULD
al so respond with an | CWPv6 "Destinati on Unreachabl e, source address
failed i ngress/egress policy" (Type 1, Code 5).

When constructing the |1 Pv4 packet, the BR MJST derive the source and
destination | Pv4 addresses as per Section 5 of this docunent and
translate the I Pv6-to-1Pv4 headers as per [RFC6145]. The resulting
| Pv4 packet is then passed to regular |Pv4 forwarding.

IPv4 to I Pv6 at the BR

A MAP-T BR receiving | Pv4 packets uses a |longest match | Pv4 +
transport-layer port |lookup to identify the target MAP-T domain and
select the FMR and DVR rules. The MAP-T BR MJST then conpute and
apply the 1 Pv6 destination addresses fromthe |IPv4 destination
address and port as per the selected FMR  The MAP-T BR MUST al so
comput e and apply the I Pv6 source addresses fromthe | Pv4 source
address as per Section 5.1 (i.e., using the IPvd source and the BR s
I Pv6 prefix, it fornms an | Pv6-enbedded | Pv4 address). The generic
| Pv4-to-1Pv6 header translation procedures outlined in [ RFC6145]
apply throughout. The resulting |IPv6 packets are then passed to
regul ar 1 Pv6 forwarding.

Note that the operation of a BR, when forwarding to/from VAP-T
domai ns that are defined wi thout |IPv4 address sharing, is the sane as
that of stateless NAT64 | Pv4/IPv6 translation

| CMP Handl i ng

MAP-T CEs and BRs MUST follow | CMP/ I CMPv6 transl ation as per

[ RFC6145] ; however, additional behavior is also required due to the
presence of NAPT44. Unlike TCP and UDP, which provide two transport-
protocol port fields to represent both source and destination, the

| CVP/ | CWPV6 [ RFC792] [ RFC4443] Query nessage header has only one ID
field, which needs to be used to identify a sending |IPv4 host. Wen
receiving I Pv4 | CVMP nessages, the MAP-T CE MUST rewite the ID field
to a port value derived fromthe CE's Port Set |ID

A MAP-T BR receiving an | Pv4 | CWP packet that contains an ID field
that is bound for a shared address in the MAP-T donmai n SHOULD use the
I D value as a substitute for the destination port in determ ning the
| Pv6 destination address. |In all other cases, the MAP-T BR MJST
derive the destination | Pv6 address by sinply nmapping the destination
| Pv4 address without additional port infornation.
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Fragnentati on and Path MIU Di scovery

Due to the different sizes of the |Pv4 and | Pv6 headers, handling the
maxi mum packet size is relevant for the operation of any system
connecting the two address famlies. There are three nechanisns to
handl e this issue: Path MIU Di scovery (PMIUD), fragnmentation, and
transport-layer negotiation such as the TCP Maxi nrum Segnent Size
(MSS) option [RFC879]. MAP can use all three nechanisns to deal with
di fferent cases.

Not e: The NAT64 [ RFC6145] nechanismis not |ossless. When

| Pv4-origi nated comruni cation traverses a doubl e NAT64 function

(a. k.a. NAT464), any |Pv4-originated | CMP-i ndependent Path MIuU

Di scovery, as specified in [ RFC4821], ceases to be entirely reliable.
This is because the DF=1/ M=1 conbi nati on as defined in [ RFC4821]
results in DF=0/ MF=1 after a doubl e NAT64 transl ation

1. Fragnmentation in the MAP Donain

Translating an | Pv4 packet to carry it across the MAP donmain will
increase its size (typically by 20 bytes). The MU in the MAP donain
shoul d be well managed, and the IPv6 MIU on the CE WAN-side interface
SHOULD be configured so that no fragmentation occurs within the
boundary of the MAP donmai n.

Fragnentation in MAP-T domai ns SHOULD be handl ed as described in
Sections 4 and 5 of [RFC6145].

2. Receiving I Pv4 Fragments on the MAP Domai n Borders

The forwarding of an | Pv4 packet received fromoutside of the MAP
domain requires the | Pv4 destination address and the transport-
protocol destination port. The transport-protocol information is
only available in the first fragnment received. As described in
Section 5.3.3 of [RFC6346], a MAP node receiving an | Pv4 fragnented
packet from outside SHOULD reassenbl e the packet before sending the
packet onto the MAP domain. |If the first packet received contains
the transport-protocol information, it is possible to optinize this
behavi or by using a cache and forwarding the fragments unchanged. A
description of such a caching algorithmis outside the scope of this
docunent .

3. Sending IPv4 Fragnents to the Qutside
Two | Pv4 hosts behind two different MAP CEs with the sanme | Pv4
address sending fragnents to an | Pv4 destination host outside the

domai n may happen to use the sanme | Pv4 fragnentation identifier
resulting in incorrect reassenbly of the fragnents at the destination
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host. G ven that the IPv4 fragnentation identifier is a 16-bit
field, it can be used sinilarly to port ranges. Thus, a MAP CE
SHOULD rewite the I Pv4 fragnentation identifier to a value
equivalent to a port of its allocated port set.

NAT44 Consi der ati ons

The NAT44 inplenmented in the MAP CE SHOULD conformto the behavior
and best current practices docunmented in [ RFC4787], [RFC5508], and
[ RFC5382]. In MAP address-sharing node (determ ned by the MAP
domain / rule configuration paraneters), the operation of the NAT44
MUST be restricted to the avail able port nunbers derived via the
Basi ¢ Mappi ng Rul e.

Usage Consi derations
1. EA-Bit Length O

The MAP sol ution supports the use and configuration of donmi ns where
a BVR expresses an EA-bit length of 0. This results in independence
between the I Pv6 prefix assigned to the CE and the | Pv4 address

and/ or port range used by MAP. The k-bits of PSID information may in
this case be derived fromthe BMR

The constraint inposed is that each such MAP domai n be conposed of
just one MAP CE that has a predeterm ned | Pv6 end-user prefix. The
BR woul d be configured with an FMR for each such Custoner Prenises
Equi pnent (CPE), where the rule would uniquely associate the |IPv4d
address + optional PSID and the IPv6 prefix of that given CE

2.  Mesh and Hub- and- Spoke Mbdes

The hub- and- spoke node of communication, whereby all traffic sent by
a MAP-T CE is forwarded via a BR, and the Mesh node, whereby a CE is
directly able to forward traffic to another CE, are governed by the
activation of Forwardi ng Mapping Rul es that cover the | Pv4-prefix

destination and port-index range. By default, a MAP CE confi gured

only with a BMR, as per this specification, will use it to configure
its I Pv4 paranmeters and | Pv6 MAP address w t hout enabling Mesh node.

3. Communication with I Pv6 Servers in the MAP-T Domain

By default, MAP-T allows communi cati on between both | Pv4-only and any
| Pv6- enabl ed devices, as well as with native |IPv6-only servers,
provided that the servers are configured with an | Pv4-nmapped | Pv6
address. This address could be part of the IPv6 prefix used by the
DMR in the MAP-T domain. Such IPv6 servers (e.g., an HITP server or
a web content cache device) are thus able to serve | Pv6 users and
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| Pv4-only users alike, utilizing |Pv6. Any such |Pv6-only servers
SHOULD have both A and AAAA records in DNS. DNS64 [ RFC6147] will be
requi red only when | Pv6 servers in the MAP-T donmain are thensel ves
expected to initiate comruni cati on to external |Pv4-only hosts.

4, Conpatibility with Cher NAT64 Sol utions

The MAP-T CE's NAT64 function is by default conpatible for use with

[ RFC6146] stateful NAT64 devices that are placed in the operator’s
network. In such a case, the MAP-T CE's DVMR prefix is configured to
correspond to the NAT64 device prefix. This in effect allows the use
of MAP-T CEs in environnments that need to performstatistica

mul ti pl exi ng of | Pv4d addresses, while utilizing stateful NAT64
devices, and can take the role of a customer-side translator (CLAT)
as defined in [ RFC6877] .

Security Considerations

Spoofing attacks: Wth consistency checks between | Pv4 and | Pv6
sources that are perfornmed on | Pv4/IPv6 packets received by MAP
nodes, MAP does not introduce any new opportunity for spoofing
attacks that woul d not already exist in |Pv6.

Deni al - of -service attacks: |In MAP domai ns where | Pv4 addresses are
shared, the fact that |Pv4 datagramreassenbly nay be necessary
i ntroduces an opportunity for DoS attacks. This is inherent in
address sharing and is common with other address-sharing
approaches such as Dual -Stack Lite (DS-Lite) and NAT64/ DNS64. The
best protection against such attacks is to accelerate | Pv6 support
in both clients and servers.

Routing | oop attacks: Routing |oop attacks may exist in some
"automatic tunneling" scenarios and are docunented in [ RFC6324].
They cannot exist with MAP because each BR checks that the |IPv6
source address of a received | Pv6 packet is a CE address based on
t he Forwardi ng Mappi ng Rul e.

Attacks facilitated by restricted port set: Fromhosts that are not
subject to ingress filtering [ RFC2827], an attacker can inject
spoof ed packets during ongoing transport connections [ RFC4953]

[ RFC5961] [ RFC6056]. The attacks depend on guessing which ports
are currently used by target hosts. Using an unrestricted port
set is preferable, i.e., using native |IPv6 connections that are
not subject to MAP port-range restrictions. To minimnze these
types of attacks when using a restricted port set, the MAP CE s
NAT44 filtering behavior SHOULD be "Address-Dependent Filtering"
as described in Section 5 of [RFC4787]. Furthernore, the MAP CEs
SHOULD use a DNS transport proxy function to handle DNS traffic
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and source such traffic fromIPv6 interfaces not assigned to
MAP-T. Practicalities of these nethods are discussed in
Section 5.9 of [Statel ess-4Via6].

| CMP Fl ooding: G ven the necessity to process and translate | CvP and

| CMPv6 nmessages by the BR and CE nodes, a foreseeable attack
vector is that of a flood of such nessages leading to a saturation
of the node’s I CMP conputing resources. This attack vector is not
specific to MAP, and its nitigation lies in a conbination of
policing the rate of | CVWP nessages, policing the rate at which
such messages can get processed by the MAP nodes, and of course

i dentifying and bl ocking off the source(s) of such traffic.

[ RFC6269] outlines general issues with |IPv4 address sharing.
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Appendi x A.  Exanpl es of MAP-T Transl ation
Exanple 1 - Basic Mapping Rul e:

G ven the follow ng MAP donain information and | Pv6 end-user prefix
assigned to a MAP CE

End-user 1 Pv6 prefix: 2001:db8:0012: 3400::/56
Basi ¢ Mappi ng Rul e: {2001: db8: 0000::/40 (Rule IPv6 prefix),
192.0.2.0/24 (Rule I Pv4 prefix),
16 (Rule EA-bit length)}
PSI D | engt h: (16 - (32 - 24) = 8 (sharing ratio of 256)
PSI D of fset: 6 (default)

A MAP node (CE or BR) can, via the BMR or equivalent FVR deternne
the 1 Pv4 address and port set as shown bel ow

EA bits offset: 40
| Pv4 suffix bits (p): Length of |Pv4 address (32) -
| Pv4 prefix length (24) = 8

| Pv4 address: 192. 0. 2. 18 (0xc0000212)
PSID start: 40 + p = 40 + 8 = 48
PSID l ength (Qq): 0 - p = (End-user prefix len -

Rule IPv6 prefix len) - p
= (56 - 40) - 8 =8
PSI D: 0x34

Avail abl e ports (63 ranges): 1232-1235, 2256-2259, ...... ,
63696- 63699, 64720- 64723

The BMR information allows a MAP CE to determine (conplete) its
| Pv6 address within the indicated End-user |Pv6 prefix.

| Pv6 address of MAP CE: 2001: db8: 0012: 3400: 0000: c000: 0212: 0034
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Exanple 2 - BR

Anot her exanple is a MAP-T BR configured with the foll owi ng FMR
when receiving a packet with the follow ng characteristics:

| Pv4 source address: 10. 2. 3. 4 (0x0a020304)
TCP source port: 80

| Pv4 destination address: 192.0.2.18 (0xc0000212)
TCP destination port: 1232

For war di ng Mappi ng Rul e: {2001: db8::/40 (Rule IPv6 prefix),
192.0.2.0/24 (Rule I Pv4 prefix),
16 (Rule EA-bit length)}

MAP-T BR Prefix (DWR): 2001: db8: ffff::/64
The above information allows the BR to derive the mapped destination

| Pv6 address for the corresponding MAP-T CE, and al so the source
| Pv6 address for the napped | Pv4 source address, as foll ows:

| Pv4 suffix bits (p): 32 - 24 =8 (18 (0x12))
PSI D | engt h: 8
PSID: O x34 (1232)

The resulting I Pv6 packet will have the foll owi ng header fields:

| Pv6 source address: 2001: db8: ffff: 0:000a: 0203: 0400:

| Pv6 destination address: 2001: db8: 0012: 3400: 0000: c000: 0212: 0034
TCP source port: 80

TCP destination port: 1232

Exanmple 3 - FMR

An | Pv4 host behind a MAP-T CE (configured as per the previous
exanpl es) corresponding with I Pv4 host 10.2.3.4 will have its
packets converted into I Pv6 using the DVMR configured on the MAP-T
CE as follows:

Def aul t Mappi ng Rul e: {2001: db8:ffff::/64 (Rule I Pv6 prefix),
0.0.0.0/0 (Rule IPv4 prefix)}

| Pv4 source address: 192.0.2.18

| Pv4 destination address: 10.2.3. 4

| Pv4 source port: 1232

| Pv4 destination port: 80

MAP-T CE | Pv6 source address: 2001:db8: 0012: 3400: 0000: c000: 0212: 0034

| Pv6 destination address: 2001: db8: ffff: 0: 000a: 0203: 0400:
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Exanple 4 - Rule with no enbedded address bits and no address
shari ng:

End- user | Pv6 prefix: 2001: db8: 0012: 3400: : / 56

Basi ¢ Mappi ng Rul e: {2001: db8: 0012: 3400:: /56 (Rule IPv6 prefix),
192.0.2.1/32 (Rule I Pv4 prefix),
0 (Rule EA-bit length)}

PSI D | engt h: 0 (sharing ratio is 1)

PSI D of f set: n/ a

A MAP node can, via the BMR or equivalent FMR, determ ne the
| Pv4 address and port set as shown bel ow

EA bits offset: 0
I Pv4 suffix bits (p): Length of |Pv4 address -
| Pv4 prefix length = 32 - 32 =0
| Pv4 address: 192. 0. 2. 18 (0xc0000212)
PSID start: 0
PSI D | engt h: 0
PSI D: nul |

The BMR information allows a MAP CE to also determine (conplete) its
full 1Pv6 address by conbining the 1Pv6 prefix with the MAP interface
identifier (that enbeds the | Pv4 address).

| Pv6 address of MAP CE: 2001:db8:0012: 3400: 0000: c000: 0201: 0000
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Exanple 5 - Rule with no enbedded address bits and address sharing
(sharing ratio of 256):

End- user | Pv6 prefix: 2001: db8: 0012: 3400: : / 56

Basi ¢ Mappi ng Rul e: {2001: db8: 0012: 3400:: /56 (Rule IPv6 prefix),
192.0.2.18/32 (Rule | Pv4 prefix),
0 (Rule EA-bit length)}

PSI D | engt h: (16 - (32 - 24)) = 8 (sharing ratio of 256;
provi si oned wi th DHCPv6)

PSI D of f set: 6 (default)

PSI D 0x20 (provisioned with DHCPv6)

A MAP node can, via the BMR, determ ne the |IPv4 address and port set
as shown bel ow

EA bits offset: 0
I Pv4d suffix bits (p): Length of |Pv4 address -
I Pv4 prefix length = 32 - 32 =0
| Pv4 address 192. 0. 2. 18 (0xc0000212)
PSID start: 0
PSI D | engt h: 8
PSI D 0x34

Avai l abl e ports (63 ranges): 1232-1235, 2256-2259, ...... ,
63696- 63699, 64720- 64723

The BMR information allows a MAP CE to also determine (conplete) its
full 1Pv6 address by conbining the 1Pv6 prefix with the MAP interface
identifier (that enbeds the I Pv4 address and PSID).
| Pv6 address of MAP CE: 2001: db8: 0012: 3400: 0000: c000: 0212: 0034
Note that the |IPv4 address and PSID are not derived fromthe |IPv6
prefix assigned to the CE but are provisioned separately, using, for
exanpl e, MAP options in DHCPv6.

Appendi x B. Port-Mapping Algorithm

The driving principles and the mathemati cal expression of the mapping
al gorithm used by MAP can be found in Appendi x B of [RFC7597].
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