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Abstract

Thi s docunent describes the issues surrounding the timng of events
inthe rolling of a key in a DNSSEC-secured zone. |t presents
tinmelines for the key rollover and explicitly identifies the

rel ati onshi ps between the various paraneters affecting the process.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7583
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1. Introduction
1.1. Key Rolling Considerations

When a zone is secured with DNSSEC, the zone manager nust be prepared
to replace ("roll") the keys used in the signing process. The
rolling of keys may be caused by conpronise of one or nore of the

exi sting keys, or it nmay be due to a managenent policy that demands
peri odi c key repl acenent for security or operational reasons. In
order to inplenent a key rollover, the keys need to be introduced
into and renoved fromthe zone at the appropriate tines.

Consi derations that nust be taken into account are:

0 DNSKEY records and associated i nfornmation (such as the DS records
or RRSIG records created with the key) are not only held at the
aut horitative nanmeserver, they are al so cached by resolvers. The
data on these systens can be interlinked, e.g., a validating
resolver may try to validate a signature retrieved froma cache
with a key obtained separately.

0 Zone "bootstrappi ng" events, where a zone is signed for the first
time, can be common in configurations where a | arge nunber of
zones are being served. Procedures should be able to cope with
the introduction of keys into the zone for the first tinme as well
as "steady-state", where the records are being replaced as part of
normal zone mai nt enance.

o To allow for an energency re-signing of the zone as soon as
possi bl e after a key conpromni se has been detected, standby keys
(additional keys over and above those used to sign the zone) need
to be present.

0 A query for the DNSKEY RRset returns all DNSKEY records in the
zone. As there is limted space in the UDP packet (even wth
EDNSO support), key records no | onger needed must be periodically
renoved. (For the same reason, the nunber of standby keys in the
zone should be restricted to the mnimumrequired to support the
key managenent policy.)

Managenment policy, e.g., howlong a key is used for, also needs to be
consi dered. However, the point of key managenent logic is not to
ensure that a rollover is conpleted at a certain tine but rather to
ensure that no changes are nade to the state of keys published in the

zone until it is "safe" to do so ("safe" in this context neaning that
at no time during the rollover process does any part of the zone ever
go bogus). In other words, although key managenent |ogic enforces

policy, it may not enforce it strictly.
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A high-1evel overview of key rollover can be found in [RFC6781]. In
contrast, this docunent focuses on the lowlevel tining detail of two
cl asses of operations described there, the rollover of Zone Signing
Keys (ZSKs), and the rollover of Key Signing Keys (KSKs).

Note that the process for the introduction of keys into a zone is
different fromthat of rolling a key; see Section 3.3.5 for nore
i nformation.

1.2. Types of Keys

Al t hough DNSSEC validation treats all keys equally, [RFC4033]

recogni zes the broad classification of ZSKs and KSKs. A ZSK is used
to authenticate information within the zone; a KSK is used to

aut henticate the zone’s DNSKEY RRset. The main inplication for this
di stinction concerns the consistency of information during a
rol |l over.

During operation, a validating resolver must use separate pieces of
information to performan authentication. At the time of

aut henti cation, each piece of information nay be in its cache or nmay
need to be retrieved froman authoritative server. The rollover
process needs to happen in such a way that the information is
consistent at all tinmes during the rollover. Wth a ZSK, the
information is the RRSI G (plus associated RRset) and the DNSKEY.
These are both obtained fromthe same zone. In the case of the KSK
the information is the DNSKEY and DS RRset with the latter being
obtained froma different zone.

Al though there are simlarities in the algorithnms to roll ZSKs and
KSKs, there are a nunber of differences. For this reason, the two
types of rollovers are described separately.

1. 3. Term nol ogy

The terminology used in this docunment is as defined in [ RFC4033] and
[ RFC5011] .

A nunber of synbols are used to identify times, intervals, etc. Al
are listed in Appendix A
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1.4. Limtation of Scope

2.

2.

Thi s docunent represents current thinking at the tinme of publication
However, the subject matter is evolving and it is not possible for
t he docunent to be conprehensive. |In particular, it does not cover

0 Rolling a key that is used as both a ZSK and KSK

o Algorithmrollovers. Only the rolling of keys of the sanme
algorithmis described here: not transitions between al gorithns.

o Changing TTLs.

Algorithmrollover is excluded fromthe document owing to the need
for there to be an RRSIG for at |east one DNSKEY of each algorithmin
the DNSKEY RRset [RFC4035]. This introduces additional constraints
on rollovers that are not considered here. Such considerations do
not apply where other properties of the key, such as key length, are
changed during the rollover: the DNSSEC protocol does not inpose any
restrictions in these cases.

Al so excluded from consideration is the effect of changing the Tine
to Live (TTL) of records in a zone. TITLs can be changed at any tine,
but doing so around the time of a key rollover may have an i npact on
event timngs. In the tinelines below, it is assuned that TTLs are
const ant .

Rol | over Met hods
1. ZSK Rol |l overs

For ZSKs, the issue for the zone operator/signer is to ensure that
any caching validator that has access to a particular signature also
has access to the corresponding valid ZSK

A ZSK can be rolled in one of three ways:

0 Pre-Publication: described in [ RFC6781], the new key is introduced
into the DNSKEY RRset, which is then re-signed. This state of
affairs remains in place for |Iong enough to ensure that any cached
DNSKEY RRsets contain both keys. At that point, signatures
created with the old key can be replaced by those created with the
new key. During the re-signing process (which may or nmay not be
atom ¢ dependi ng on how the zone is nmanaged), it doesn't nmatter
with which key an RRSIG record retrieved by a resolver was
created; cached copies of the DNSKEY RRset will contain both the
ol d and new keys.
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Once the zone contains only signatures created with the new key,
there is an interval during which RRSIG records created with the
old key expire fromcaches. After this, there will be no

si gnatures anywhere that were created using the old key, and it
can be renoved fromthe DNSKEY RRset.

o0 Doubl e-Signature: also nentioned in [RFC6781], this involves
i ntroduci ng the new key into the zone and using it to create
addi tional RRSIG records; the old key and existing RRSIG records
are retained. During the period in which the zone is being signed
(again, the signing process nmay not be atomic), validating
resol vers are always able to validate RRSIGs: any conbination of
ol d and new DNSKEY RRset and RRSIGs all ows at |east one signature
to be validated

Once the signing process is conplete and enough time has el apsed
to make sure that all validators that have the DNSKEY and
signatures in cache have both the old and new i nformation, the old
key and signatures can be renoved fromthe zone. As before,
during this period any conbinati on of DNSKEY RRset and RRSIGs wil |l
all ow validation of at |east one signature.

0 Double-RRSIG strictly speaking, the use of the term "Doubl e-
Si gnature" above is a msnoner as the nethod is not only double

signature, it is also double key as well. A true Doubl e-Si gnature
nmet hod (here called the Doubl e-RRSI G net hod) invol ves introducing
new signatures in the zone (while still retaining the old ones)

but not introducing the new key.

Once the signing process is conplete and enough tinme has el apsed
to ensure that all caches that may contain an RR and associ at ed
RRSI G have a copy of both signatures, the key is changed. After a
further interval during which the old DNSKEY RRset expires from
caches, the old signatures are renoved fromthe zone

O the three nethods, Double-Signature is conceptually the sinplest:
i ntroduce the new key and new si gnatures, then approxinately one TTL

| ater remove the old key and old signatures. It is also the fastest,
but suffers fromincreasing the size of the zone and the size of
responses.

Pre-Publication is nore conplex: introduce the new key, approxinately
one TTL later sign the records, and approxinately one TTL after that
renove the old key. It does however keep the zone and response sizes
to a mni num
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Doubl e-RRSIG is essentially the reverse of Pre-Publication: introduce
t he new signatures, approxinately one TTL |ater change the key, and
approxi mately one TTL after that renove the old signatures. However,
it has the disadvantage of the Pre-Publication nmethod in terms of
time taken to performthe rollover, the di sadvantage of the Doubl e-
Signature rollover in terns of zone and response sizes, and none of
the advantages of either. For these reasons, it is unlikely to be
used in any real-world situations and so will not be considered
further in this docunent.

2. 2. KSK Rol | overs

In the KSK case, there should be no problemw th a caching validator
not having access to a signature created with a valid KSK. The KSK
is only used for one signature (that over the DNSKEY RRset) and both
the key and the signature travel together. |Instead, the issue is to
ensure that the KSK is trusted.

Trust in the KSK is due to either the existence of a signed and
validated DS record in the parent zone or an explicitly configured

trust anchor. If the former, the rollover algorithmw |l need to
i nvol ve the parent zone in the addition and renoval of DS records, so
timngs are not wholly under the control of the zone nmanager. |If the

latter, [RFC5011] timngs will be needed to roll the keys. (Even in
the case where authentication is via a DS record, the zone nanager
may elect to include [RFC5011] timngs in the key rolling process so
as to cope with the possibility that the key has al so been explicitly
configured as a trust anchor.)

It is inportant to note that the need to interact with the parent
does not preclude the devel opnent of key rollover logic; in
accordance with the goal of the rollover logic, being able to
determi ne when a state change is "safe", the only effect of being
dependent on the parent is that there nay be a period of waiting for
the parent to respond in addition to any delay the key rollover |ogic
requires. Although this introduces additional delays, even with a
parent that is less than ideally responsive, the only effect will be
a slowdown in the rollover state transitions. This may cause a
policy violation, but will not cause any operational problens.

Li ke the ZSK case, there are three nmethods for rolling a KSK

0 Doubl e-KSK: the new KSK is added to the DNSKEY RRset, which is
then signed with both the old and new key. After waiting for the
old RRset to expire fromcaches, the DS record in the parent zone
is changed. After waiting a further interval for this change to
be reflected in caches, the old key is renoved fromthe RRset.
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3.

3.

0 Double-DS: the new DS record is published. After waiting for this
change to propagate into caches, the KSK is changed. After a
further interval during which the old DNSKEY RRset expires from
caches, the old DS record is renoved

0 Double-RRset: the new KSK i s added to the DNSKEY RRset, which is
then signed with both the old and new key, and the new DS record
is added to the parent zone. After waiting a suitable interva
for the old DS and DNSKEY RRsets to expire fromcaches, the old
DNSKEY and DS records are renoved.

In essence, Double-KSK neans that the new KSK is introduced first and
used to sign the DNSKEY RRset. The DS record is changed, and finally
the old KSK is removed. It limts interactions with the parent to a

m ni mum but, for the duration of the rollover, the size of the DNSKEY
RRset is increased.

Wth Doubl e-DS, the order of operations is the other way around:

i ntroduce the new DS, change the DNSKEY, then renove the old DS. The
size of the DNSKEY RRset is kept to a nminimum but two interactions
are required with the parent.

Finally, Double-RRset is the fastest way to roll the KSK, but has the
drawbacks of both of the other nethods: a | arger DNSKEY RRset and two
interactions with the parent.

Key Roll over Tinelines
1. Key States

DNSSEC val i dati on requires both the DNSKEY and infornmation created
fromit (referred to as "associated data" in this section). |In the
case of validation of an RR, the data associated with the key is the
corresponding RRSIG \Were there is a need to validate a chain of
trust, the associated data is the DS record.

During the rolling process, keys nove through different states. The
defined states are:

Cener at ed Al t hough keys may be created imediately prior to first
use, sone inplenentations may find it convenient to
create a pool of keys in one operation and draw fromit
as required. (Note: such a pre-generated pool nust be
secured agai nst surreptitious use.) In the tinelines
bel ow, before the first event, the keys are considered to
be created but not yet used: they are said to be in the
"Cenerated" state.
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A key enters the published state when either it or its
associ ated data first appears in the appropriate zone.

The DNSKEY or its associ ated data have been published for
| ong enough to guarantee that copies of the key(s) it is
replacing (or associated data related to that key) have
expired from caches

The data is starting to be used for validation. |In the
case of a ZSK, it means that the key is now being used to
sign RRsets and that both it and the created RRSIGs
appear in the zone. |In the case of a KSK, it neans that
it is possible to use it to validate a DNSKEY RRset as
both the DNSKEY and DS records are present in their
respective zones. Note that when this state is entered,
it may not be possible for validating resolvers to use
the data for validation in all cases: the zone signing
may not have finished or the data m ght not have reached
the resol ver because of propagation del ays and/ or caching
issues. |If this is the case, the resolver will have to
rely on the predecessor data instead.

The data has ceased to be used for validation. 1In the
case of a ZSK, it neans that the key is no |onger used to
sign RRsets. In the case of a KSK, it neans that the
successor DNSKEY and DS records are in place. 1In both
cases, the key (and its associated data) can be renoved
as soon as it is safe to do so, i.e., when all validating
resolvers are able to use the new key and associ ated data
to validate the zone. However, until this happens, the
current key and associated data nust renmain in their
respective zones.

The key and its associated data are present in their
respective zones, but there is no |Ionger information
anywhere that requires their presence for use in

validation. Hence, they can be renoved at any tine.

Both the DNSKEY and its associ ated data have been renoved
fromtheir respective zones.

The DNSKEY is published for a period with the "revoke"
bit set as a way of notifying validating resolvers that
have configured it as a trust anchor, as used in

[ RFC5011], that it is about to be renoved fromthe zone.
This state is used when [ RFC5011] considerations are in
effect (see Section 3.3.4).
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3.2. ZSK Rollover Tinelines

The follow ng sections describe the rolling of a ZSK. They show t he
events in the lifetime of a key (referred to as "key N') and cover
its replacenment by its successor (key N+1).

3.2.1. Pre-Publication Mthod

In this nethod, the new key is introduced into the DNSKEY RRset.
After enough tinme to ensure that any cached DNSKEY RRsets contain
bot h keys, the zone is signed using the new key and the old
signatures are renoved. Finally, when all signatures created with
the old key have expired fromcaches, the old key is renoved.

The foll owi ng di agram shows the tineline of a Pre-Publication
rollover. Tinme increases along the horizontal scale fromleft to
right and the vertical lines indicate events in the process.
Significant tines and tine intervals are marked.

| 1] 121 13 |4 IS |6 l71 18]
Key N |<-Ipub->I<--->I<----!--Lzsk--!--->I<-Iret->I<--->
Key N+1 I I I I<'|pUb'>I<">I<"'|—ZSk|'"- -l-
Key N TLub Tldy TLct | | Tlet Thea Tlew
Key N+1 Tpub Trdy Tact
---- Tinme ---->

Figure 1: Tineline for a Pre-Publication ZSK Rol | over

Event 1: Key N s DNSKEY record is put into the zone, i.e., it is
added to the DNSKEY RRset, which is then re-signed with the currently
active KSKs. The tinme at which this occurs is the publication time
(Tpub), and the key is now said to be published. Note that the key
is not yet used to sign records.

Event 2: Before it can be used, the key must be published for |ong
enough to guarantee that any cached version of the zone' s DNSKEY
RRset includes this key.

This interval is the publication interval (Ipub) and, for the second
or subsequent keys in the zone, is given by:

| pub = Dprp + TTLkey
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Here, Dprp is the propagation delay -- the tinme taken for a change

i ntroduced at the naster to replicate to all nameservers. TTLkey is

the TTL for the DNSKEY records in the zone. The sumis therefore the
maxi mumtine taken for existing DNSKEY records to expire from caches,
regardl ess of the naneserver fromwhich they were retrieved

(The case of introducing the first ZSK into the zone is discussed in
Section 3.3.5.)

After a delay of Ipub, the key is said to be ready and coul d be used
to sign records. The tine at which this event occurs is key N s
ready time (Trdy), which is given by:

Trdy(N) = Tpub(N) + | pub

Event 3: At some later tinme, the key starts being used to sign
RRsets. This point is the activation time (Tact) and after this, key
Nis said to be active

Tact (N) >= Trdy(N)

Event 4: At some point thought nust be given to its successor (key
N+1). As with the introduction of the currently active key into the
zone, the successor key will need to be published at |east |pub
before it is activated. The publication tine of key N+1 depends on
the activation tine of key N

Tpub(N+1) <= Tact(N) + Lzsk - |pub

Here, Lzsk is the length of tine for which a ZSK will be used (the
ZSK lifetinme). It should be noted that in the diagrans, the actua
key lifetine is represented; this may differ slightly fromthe
intended lifetine set by key managenent policy.

Event 5: Wiile key Nis still active, its successor becones ready.
Fromthis tinme onwards, key N+1 could be used to sign the zone.

Event 6: When key N has been in use for an interval equal to the ZSK
lifetime, it is retired (i.e., it will never again be used to
generate new signatures) and key N+1 activated and used to sign the
zone. This is the retire time of key N (Tret), and is given by:

Tret(N) = Tact(N) + Lzsk
It is also the activation tine of the successor key N+1. Note that

operational considerations nmay cause key Nto remain in use for a
| onger (or shorter) time than the lifetinme set by the key managenent

policy.
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Event 7: The retired key needs to be retained in the zone whilst any
RRSI G records created using this key are still published in the zone
or held in caches. (It is possible that a validating resolver could
have an old RRSIG record in the cache, but the old DNSKEY RRset has
expired when it is asked to provide both to a client. 1In this case
the DNSKEY RRset would need to be | ooked up again.) This neans that
once the key is no longer used to sign records, it should be retained
in the zone for at least the retire interval (lret) given by:

Iret = Dsgn + Dprp + TTLsig
Dsgn is the del ay needed to ensure that all existing RRsets have been
re-signed with the new key. Dprp is the propagation delay, required
to guarantee that the updated zone infornation has reached all slave

servers, and TTLsig is the maxi mum TTL of all the RRSIG records in
the zone created with the retiring key.

The tine at which all RRSIG records created with this key have
expired fromresolver caches is the dead tine (Tdea), given by:

Tdea(N) = Tret(N) + lret
at which point the key is said to be dead.

Event 8: At any tine after the key becones dead, it can be renoved
fromthe zone’'s DNSKEY RRset, which nmust then be re-signed with the
current KSK. This time is the renoval tinme (Trem), given by:

Trem(N) >= Tdea(N)

at which tinme the key is said to be renoved

3.2.2. Doubl e-Si gnature Mthod

In this rollover, a new key is introduced and used to sign the zone;
the old key and signatures are retained. Once all cached DNSKEY and/
or RRSIG information contains copies of the new DNSKEY and RRSI Gs
created with it, the old DNSKEY and RRSI Gs can be renoved fromthe
zone.

The tineline for a Doubl e-Signature rollover is shown below The
di agram foll ows the convention described in Section 3.2.1.
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| 1 | 2] 3] |4
Key N I< ------- Lzsk-[ --------- >I<--->I
: -
Key N+1 I I<-———Lzsk—! _____ l_ -
Key N TLct | Thea Tlew
Key N+1 Tact
---- Tinme ---->

Figure 2: Tineline for a Doubl e-Signature ZSK Rol | over

Event 1: Key N is added to the DNSKEY RRset and is then used to sign
the zone; existing signatures in the zone are not renoved. The key
is published and active: this is key Ns activation tine (Tact),
after which the key is said to be active.

Event 2: As the current key (key N) approaches the end of its actua
lifetime (Lzsk), the successor key (key N+1) is introduced into the
zone and starts being used to sign RRsets: neither the current key
nor the signatures created with it are renoved. The successor key is
now al so active

Tact (N+1) = Tact(N) + Lzsk - Iret

Event 3: Before key N can be withdrawn fromthe zone, all RRsets that
need to be signed nust have been signed by the successor key (key
N+1) and any old RRsets that do not include the new key or new RRSI Gs
nmust have expired fromcaches. Note that the signatures are not

repl aced: each RRset is signed by both the old and new key.

This takes Iret, the retire interval, given by the expression
Iret = Dsgn + Dprp + nax(TTLkey, TTLsi g)

As before, Dsgn is the delay needed to ensure that all existing
RRsets have been signed with the new key and Dprp is the propagation
delay, required to guarantee that the updated zone information has
reached all slave servers. The final term (the maxi nrum of TTLkey and
TTLsig) is the period to wait for key and signature data associ ated
with key Nto expire fromcaches. (TTLkey is the TTL of the DNSKEY
RRset and TTLsig is the maxi mum TTL of all the RRSIG records in the
zone created with the ZSK. The two may be different: although the
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TTL of an RRSIGis equal to the TTL of the RRs in the associ ated
RRset [ RFC4034], the DNSKEY RRset only needs to be signed with the
KSK. )

At the end of this interval, key Nis said to be dead. This occurs
at the dead tine (Tdea) so:

Tdea(N) = Tact(N+1) + Iret

Event 4: At sonme later tinme, key N and the signatures generated with
it can be renoved fromthe zone. This is the renmoval tine (Trem,
gi ven by:

Trem(N) >= Tdea(N)
3. 3. KSK Rol | over Tinelines

The follow ng sections describe the rolling of a KSK. They show t he
events in the lifetime of a key (referred to as "key N') and cover it
repl acenent by its successor (key N+1). (The case of introducing the
first KSKinto the zone is discussed in Section 3.3.5.)

3.3.1. Doubl e-KSK Met hod

In this rollover, the new DNSKEY is added to the zone. After an
interval |ong enough to guarantee that any cached DNSKEY RRsets
contain the new DNSKEY, the DS record in the parent zone is changed.
After a further interval to allowthe old DS record to expire from
caches, the old DNSKEY is renmpoved fromthe zone.

The tineline for a Double-KSK rollover is shown below The diagram
follows the convention described in Section 3.2.1.
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| 1] 12 13| | 4]
Key N |<-IpubC—>I<--->I<-Exeg->I< ----- Lksk--- - -
ey 1 | o |
Key N TLub Tldy TLbn1 TLct
Key N+1

---- Time ---->
(continued ...)
] 16l [7] | 8| | 9 | 10|
Key N - - -[ ------------ Lksk------- >I<-Iret->I< ----- >
Key N+1 I<-|pubC—>I<--->I<-EXeg->I<-------!Lksk---!- - -
Key N | | | Tlet Thea Tlew
Key N+1 Tpub Trdy Tsbm Tact
---- Time (cont.) ---->

Figure 3: Tineline for a Doubl e-KSK Rol | over

Event 1: Key Nis introduced into the zone; it is added to the DNSKEY
RRset, which is then signed by all currently active KSKs. (So at
this point, the DNSKEY RRset is signed by both key N and its
predecessor KSK. |If other KSKs were active, it is signed by these as
well.) This is the publication tinme of key N (Tpub); after this, the
key is said to be published.

Event 2: Before it can be used, the key must be published for |ong
enough to guarantee that any validating resolver that has a copy of
the DNSKEY RRset in its cache will have a copy of the RRset that
includes this key: in other words, that any prior cached infornation
about the DNSKEY RRset has expired.

The interval is the publication interval in the child zone (IpubC
and is given by:

| pubC = DprpC + TTLkey
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where DprpC is the propagation delay for the child zone (the zone
contai ning the KSK being rolled) and TTLkey the TTL for the DNSKEY
RRset. The time at which this occurs is the key N s ready tineg,
Trdy, given by:

Trdy(N) = Tpub(N) + | pubC

Event 3: At sone later tinme, the DS record corresponding to the new
KSK is subnmitted to the parent zone for publication. This time is
the submission tine, Tsbm

Tsbm(N) >= Trdy(N)

Event 4: The DS record is published in the parent zone. As this is

the point at which all information for authentication -- both DNSKEY
and DS record -- is available in the two zones, in analogy w th other
roll over methods, this is called the activation time of key N (Tact):

Tact (N) = Tsbm(N) + Dreg

where Dreg is the registration delay, the tine taken after the DS
record has been subnmitted to the parent zone manager for it to be
pl aced in the zone. (Parent zones are often nmanaged by different
entities, and this termaccounts for the organi zati onal overhead of
transferring a record. In practice, Dreg will not be a fixed tine:
instead, the end of Dreg will be signaled by the appearance of the DS
record in the parent zone.)

Event 5: Wiile key Nis active, thought needs to be given to its
successor (key N+1). At sone tinme before the schedul ed end of the
KSK lifetine, the successor KSK is published in the zone. (As
before, this means that the DNSKEY RRset is signed by all KSKs.)

This time is the publication time of the successor key N+1, given by:

Tpub(N+1) <= Tact(N) + Lksk - Dreg - |pubC

where Lksk is the actual lifetime of the KSK, and Dreg the
regi stration del ay.

Event 6: After an interval |pubC, key N+1 becones ready (in that al
caches that have a copy of the DNSKEY RRset have a copy of this key).
This tinme is the ready tinme of the successor key N+1 (Trdy).

Event 7: At the submission tinme of the successor key N+1, Tsbn{N+1),

the DS record corresponding to key N+1 is subnitted to the parent
zone.
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Event 8: The successor DS record is published in the parent zone and
the current DS record withdrawn. Key Nis said to be retired and the
time at which this occurs is Tret(N), given by:

Tret(N) = Tsbm(N+1) + Dreg
Event 9: Key N nust renmain in the zone until any caches that contain
a copy of the DS RRset have a copy containing the new DS record.
This interval is the retire interval, given by:

Iret = DprpP + TTLds

where DprpP is the propagation delay in the parent zone and TTLds
the TTL of a DS record in the parent zone.

As the key is no | onger used for anything, it is said to be dead.
This point is the dead time (Tdea), given by:

Tdea(N) = Tret(N) + lret

Event 10: At sone later tine, key Nis renmoved fromthe zone' s DNSKEY
RRset (at the renove tine Tren); the key is now said to be renpved.

Trem(N) >= Tdea(N)
3.3.2. Doubl e-DS Met hod

In this rollover, the new DS record is published in the parent zone.
When any caches that contain the DS RRset contain a copy of the new
record, the KSK in the zone is changed. After a further interval for
the ol d DNSKEY RRset to expire fromcaches, the old DS record is
removed fromthe parent.

The tineline for a Double-DS rollover is shown below. The di agram
follows the convention described in Section 3.2.1.
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| 1] | 2| I3l |4 ]
Key N I<-Dreg->I<-|pubP—>I<-->I<-----|--Lksk---- - -
Key N+1 I I I I I<--Dreg-— - -
Key N Tlsbm Tlpub Tlrdy T!act |
Key N+1 Tsbm
---- Tinme ---->
(continued ...)
| 6] |71 18] | 9 | 10|
Key N - ------on--- Lksk--------- >I<-Iret->I<---->I
Key N+1 - ——Dreg-—>I <—IpubP—>I <——>I <-——Lksk|- ------ l— -
Key N | Tlret Tldea Tlrem
Key N+1 Tpub Trdy Tact
---- Time ---->

Figure 4: Tineline for a Doubl e-DS KSK Rol | over

Event 1. The DS RR is subnitted to the parent zone for publication.
This time is the submission tinme, Tsbm

Event 2: After the registration delay, Dreg, the DS record is
published in the parent zone. This is the publication tine (Tpub) of
key N, given by:

Tpub(N) = Tsbm(N) + Dreg

As before, in practice, Dreg will not be a fixed tinme. Instead, the
end of Dreg will be signaled by the appearance of the DS record in
t he parent zone.

Event 3: At sonme later tinme, any cache that has a copy of the DS
RRset will have a copy of the DS record for key N. At this point,
key N, if introduced into the DNSKEY RRset, could be used to validate
the zone. For this reason, this tine is known as the ready tineg,
Trdy, and is given by:

Trdy(N) = Tpub(N) + | pubP
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| pubP is the publication interval of the DS record (in the parent
zone) and is given by the expression

| pubP = DprpP + TTLds

... Wwhere DprpP is the propagation delay for the parent zone and
TTLds the TTL assigned to DS records in that zone.

Event 4: At sone later tinme, the key rollover takes place and the new
key (key N) is introduced into the DNSKEY RRset and used to sign it.
This time is key Ns activation tine (Tact) and at this point key N
is said to be active

Tact (N) >= Trdy(N)

Event 5: At some point, thought must be given to key replacenent.

The DS record for the successor key nust be submitted to the parent
zone at a tine such that when the current key is wthdrawn, any cache
that contains the zone’'s DS records has data about the DS record of
the successor key. The time at which this occurs is the subm ssion
time of the successor key N+1, given by:

Tsbnm(N+1) <= Tact(N) + Lksk - |pubP - Dreg

where Lksk is the actual lifetime of key N (which may differ
slightly fromthe lifetime set in the key managenent policy) and Dreg
is the registration del ay.

Event 6. After an interval Dreg, the successor DS record is
published in the zone.

Event 7: The successor key (key N+1) enters the ready state, i.e.
its DS record is now in caches that contain the parent DS RRset.

Event 8: Wien key N has been active for its lifetime (Lksk), it is
replaced in the DNSKEY RRset by key N+1; the RRset is then signed
with the new key. At this point, as both the old and new DS records
have been in the parent zone |ong enough to ensure that they are in
caches that contain the DS RRset, the zone can be authenticated

t hroughout the rollover. A validating resolver can authenticate
either the old or new KSK.

This tinme is the retire tine (Tret) of key N, given by:

Tret (N)

This is also the activation time of the successor key N+1

Tact (N) + Lksk
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Event 9: At sone later tine, all copies of the old DNSKEY RRset have
expired fromcaches and the old DS record is no |onger needed. In
anal ogy with other rollover nmethods, this is called the dead tine,
Tdea, and is given by:

Tdea(N) = Tret(N) + lret
where Iret is the retire interval of the key, given by:
Iret = DprpC + TTLkey

As before, this termincludes DprpC, the tine taken to propagate the
RRset change through the naster-slave hierarchy of the child zone and
TTLkey, the time taken for the DNSKEY RRset to expire from caches.

Event 10: At sone later tine, the DS record is removed fromthe
parent zone. |In analogy with other rollover nmethods, this is the
renoval tine (Trem, given by:

Trem(N) >= Tdea(N)
3.3.3. Doubl e-RRset Mt hod

In the Doubl e-RRset rollover, the new DNSKEY and DS records are
publ i shed sinultaneously in the appropriate zones. Once enough tine
has el apsed for the old DNSKEY and DS RRsets to expire from caches,
the ol d DNSKEY and DS records are renoved fromtheir respective
zones.

The tineline for this rollover is shown below. The diagramfoll ows
the convention described in Section 3.2. 1.

I |1I I|2I I|3I I|4I I|5I
Key N | <----emmm- Lksk---------- >| <----3

I I I I I

| | <------ | pub- - - - - >| |

I I I I I

| | <-Dreg->|<-lret->| |

I I I I I
Key N+1 I | | <----Lksk-------- - -

I I I I I
Key N Tact Tr et Tdea  Trem
Key N+1 Tpub Tact

cee- Time ---->

Figure 5: Tineline for a Doubl e-RRset KSK Rol | over
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Event 1: The DS and DNSKEY records have appeared in their respective
zones and the latter has been used to sign the DNSKEY RRset. The key
is published and active: this is key Ns activation tine (Tact).

Event 2: As the current key (key N) approaches the end of its actua
lifetinme (Lksk), the successor key (key N+1) is introduced into the
zone and is used to sign the DNSKEY RRset. At the sane tine, the
successor DS record is subnmitted to the parent zone. This is the
publication time of the successor key (Tpub):

Tpub(N+1) <= Tact(N) + Lksk - 1Ipub
where | pub is defined bel ow.

Event 3: After the registration delay (Dreg), the DS record appears
in the parent zone. The DNSKEY record is already in the child zone,
so with both the new key and its associated data now visible, this is
the key's activation tine (Tact) and the key is now said to be
active.

Tact (N+1) = Tpub(N+1l) + Dreg

Event 4: Before key N and its associ ated data can be w t hdrawn, al
RRsets in the caches of validating resolvers nust contain the new DS
and/ or DNSKEY. The tine at which this occurs is the dead tine of key
N (Tdea), given by:

Tdea(N) = Tpub(N+1) + Ipub
Ipub is the tinme it takes to guarantee that any prior cached
i nformati on about the DNSKEY and the DS RRsets have expired. For the
DNSKEY, this is the publication interval of the child (IpubC. For
the DS, the publication interval (IpubP) starts once the record
appears in the parent zone, which is Dreg after it has been
submitted. Hence

| pub = max(Dreg + | pubP, | pubC)
The parent zone's publication interval is given by:

| pubP = DprpP + TTLds

where DprpP is the parent zone's propagation delay and TTLds is the
TTL of the DS record in that zone.
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The child zone's publication interval is given by a simlar equation
| pubC = DprpC + TTLkey

where DprpC is the propagation delay in the child zone and TTLkey the
TTL of a DNSKEY record.

In anal ogy with other rollovers, we can also define a retire interva
-- the interval between a key becoming active and the tine at which
its predecessor is considered dead. |In this case, Iret is given by:

Iret = Ipub - Dreg

In other words, the retire interval of the predecessor key is the
greater of the publication interval of the parent, or the publication
interval of the child minus the registration del ay.

Event 5: At sone later tinme, the key Ns DS and DNSKEY records are
renoved fromtheir respective zones. In analogy with other rollover
nmet hods, this is the renoval tine (Trem, given by:

Trem(N) >= Tdea(N)

3.3.4. Interaction with Configured Trust Anchors

Al t hough the precedi ng sections have been concerned with rolling
KSKs, where the trust anchor is a DS record in the parent zone, zone
managers may want to take account of the possibility that some

val idating resolvers may have configured trust anchors directly.

Rolling a configured trust anchor is dealt with in [RFC5011]. It
requires introducing the KSK to be used as the trust anchor into the
zone for a period of time before use and retaining it (with the
"revoke" bit set) for sonme tinme after use

3.3.4.1. Addition of KSK

When the new key is introduced, the expression for the publication
interval of the DNSKEY (I pubC) in the Doubl e-KSK and Doubl e- RRset
nmet hods is nodified to:

| pubC >= DprpC + nmax(Iltrp, TTLkey)
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where the right-hand side of the expression now includes the

"trust point" interval. This termis the interval required to
guarantee that a resolver configured for the automati c update of keys
according to [ RFC5011] will accept the new key as a new trust point.

That interval is given by:
Itrp >= querylnterval + AddHol dDownTi ne + querylnterva

... where querylnterval is as defined in Section 2.3 of [RFC5011] and
AddHol dDownTine is the Add Hol d-Down Tine defined in Section 2.4.1 of
t he sane document

The first termof the expression (querylnterval) represents the tine
after which all validating resolvers can be guaranteed to have
obt ai ned a copy of the DNSKEY RRset containing the new key. Once
retrieved, a validating resolver needs to wait for AddHol dDownTi ne.
Providing it does not see a validly signed DNSKEY RRset w thout the
new key in that period, it will treat it as a trust anchor the next
time it retrieves the RRset, a process that can take up to another
querylnterval (the third tern).

However, the expression for querylnterval given in [RFC5011] contains
the DNSKEY's RRSI G expiration interval, a paraneter that only the
validating resolver can really calculate. 1In practice, a nodified
query interval that depends only on TTLkey can be used:

nmodi fi edQuerylnterval = MAX(1hr, M N(15 days, TTLkey / 2))
(This is obtained by taking the expression for querylnterval in
[ RFC5011] and assunming a worst case for RRsigExpirationlinterval. It
is greater than or equal to querylnterval for all values of the
expiration time.) The expression above then becones (after
collecting terns):

Itrp >= AddHol dDownTine + 2 * nodi fi edQueryl nterva
In the Doubl e-DS nethod, instead of swapping the KSK RRs in a single
step, there nust now be a period of overlap. In other words, the new
KSK nust be introduced into the zone at |east:

DprpC + max(ltrp, TTLkey)

before the switch i s made
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3.3.4.2. Renoval of KSK

The tineline for the renoval of the key in all nethods is nodified by
i ntroducing a new state, "revoked". Wen the key reaches its dead
time, instead of being declared "dead", it is revoked; the "revoke"
bit is set in the published DNSKEY RR, and the DNSKEY RRset re-signed
with the current and revoked keys. The key is maintained in this
state for the revoke interval, Irev, given by:

Irev >= DprpC + nodifiedQuerylnterva

As before, DprpCis the tinme taken for the revoked DNSKEY to
propagate to all slave zones, and nodifiedQuerylnterval is the tine
after which it can be guaranteed that all validating resolvers that
adhere to RFC 5011 have retrieved a copy of the DNSKEY RRset
cont ai ni ng the revoked key.

After this time, the key is dead and can be renoved fromthe zone.
3.3.5. Introduction of First Keys

There are no timng considerations associated with the introduction
of the first keys into a zone other that they nust be introduced and
the zone validly signed before a chain of trust to the zone is
created.

In the case of a secure parent, it nmeans ensuring that the DS record
is not published in the parent zone until there is no possibility
that a validating resolver can obtain the record yet is not able to

obtain the corresponding DNSKEY. |In the case of an insecure parent,
i.e., the initial creation of a chain of trust or "security apex", it
is not possible to guarantee this. It is up to the operator of the

validating resolver to wait for the new KSK to appear at all servers
for the zone before configuring the trust anchor.

4. Standby Keys

Al t hough keys will usually be rolled according to some regul ar
schedul e, there may be occasi ons when an energency rollover is
required, e.g., if the active key is suspected of being conproni sed.
The aim of the energency rollover is to allow the zone to be
re-signed with a new key as soon as possible. As a key nust be in
the ready state to sign the zone, having at |east one additional key
(a standby key) in this state at all tinmes will mininize delay.

In the case of a ZSK, a standby key only really makes sense with the

Pre-Publication nethod. A permanent standby DNSKEY RR shoul d be
included in the zone or successor keys could be introduced as soon as
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possi ble after a key becones active. Either way results in one or
nore additional ZSKs in the DNSKEY RRset that can i medi ately be used
to sign the zone if the current key is conpron sed

(Al't hough, in theory, the mechani smcould be used with both the
Doubl e- Si gnat ure and Doubl e-RRSI G nethods, it would require
pre-publication of the signatures. Essentially, the standby key
woul d be permanently active, as it would have to be periodically used
to renew signatures. Zones would al so pernanently require two sets
of signatures.)

It is also possible to have a standby KSK. The Doubl e- KSK net hod
requires that the standby KSK be included in the DNSKEY RRset;
rolling the key then requires just the introduction of the DS record
in the parent. Note that the standby KSK should al so be used to sign
the DNSKEY RRset. As the RRset and its signatures travel together,
nmerely adding the KSK without using it to sign the DNSKEY RRset does
not provide the desired tinme saving: for a KSK to be used in a

roll over, the DNSKEY RRset nust be signed with it, and this would

i ntroduce a delay while the old RRset (not signed with the new key)
expi res from caches

The idea of a standby KSK in the Doubl e-RRset rollover nethod
effectively neans having two active keys (as the standby KSK and
associ ated DS record would both be published at the sane tine in
their respective zones).

Finally, in the Double-DS nethod of rolling a KSK, it is not a
standby key that is present, it is a standby DS record in the parent
zone.

What ever algorithmis used, the standby item of data can be incl uded
in the zone on a permanent basis, or be a successor introduced as
early as possible.

5. Al gorithm Consi derations

The preceding sections have inplicitly assunmed that all keys and
signatures are created using a single algorithm However,

Section 2.2 of [RFC4035] requires that there be an RRSIG for each
RRset using at | east one DNSKEY of each algorithmin the zone apex
DNSKEY RRset .

Except in the case of an algorithmrollover -- where the algorithmns
used to create the signatures are being changed -- there is no
rel ati onship between the keys of different algorithns. This means
that they can be rolled i ndependently of one another. In other
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words, the key-rollover |ogic described above should be run
separately for each algorithm the union of the results is included
in the zone, which is signed using the active key for each al gorithm

6. Summary

For ZSKs, the Pre-Publication nethod is generally considered to be
the preferred way of rolling keys. As shown in this docunent, the
time taken to roll is wholly dependent on parameters under the
control of the zone manager.

In contrast, the Doubl e-RRset nmethod is the nost efficient for KSK
rollover due to the ability to have new DS records and DNSKEY RRsets
propagate in parallel. The time taken to roll KSKs nay depend on
factors related to the parent zone if the parent is signed. For
zones that intend to conmply with the recomendati ons of [ RFC5011], in
many cases, the rollover tinme will be determ ned by the tinmes defined
by RFC 5011. It should be enphasized that this delay is a policy
choice and not a function of tinmng values and that it also requires
changes to the rollover process due to the need to nanage revocation
of trust anchors.

Finally, the treatnent of emergency key rollover is significantly
sinmplified by the introduction of standby keys as standard practice
during all types of rollovers.

7. Security Considerations

Thi s docunent does not introduce any new security issues beyond those
al ready di scussed in [ RFC4033], [RFC4034], [RFC4035], and [ RFC5011].
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Appendi x A List of Synbols

The docunent defines a nunmber of synbols, all of which are listed
here. Al are of the form

<TYPE><i d><ZONE>
wher e:

<TYPE> i s an uppercase character indicating what type the synbol is.
Defined types are:

D delay: interval that is a feature of the process

| interval between two events

L lifetime: interval set by the zone manager

T a point intinme

TTL TTL of a record

I, T, and TTL are self-explanatory. Like I, both Dand L are tine

peri ods, but whereas | values are intervals between two events, a "D
interval (delay) is a feature of the process, probably outside
control of the zone nmanager, and an "L" interval (lifetine) is chosen
by the zone manager and is a feature of policy.

<id> is |l owercase and defines what object or event the variable is
related to, e.g.,

act activation
pub publication
ret retire

<ZONE> i s an optional uppercase letter that distinguishes between the
same variable applied to different zones and is one of:

C child

P par ent

Wthin the rollover descriptions, tinmes nmay have a nunber in

parent heses affixed to their end indicating the instance of the key

to which they apply, e.g., Tact(N) is the activation tine of key N
Tpub(N+1) the publication tine of key N+1 etc.
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The list of variables used in the text given bel ow.

Dpr p

Dpr pC

Dpr pP

Dreg

Dsgn

| pub

| pubC

| pubP

Iret

lrev

Itrp

Propagati on delay. The amount of tine for a change nade at
a master nameserver to propagate to all the slave
nameservers

Propagation delay in the child zone.
Propagation delay in the parent zone.

Regi stration delay: the tine taken for a DS record
submitted to a parent zone to appear init. As a parent
zone is often managed by a different organi zation than that
managi ng the child zone, the del ays associated w th passing
data between organi zations is captured by this term

Signing delay. After the introduction of a new ZSK, the
amount of time taken for all the RRs in the zone to be
signed with it.

Publication interval. The anmount of tine that nust el apse
after the publication of a DNSKEY and/or its associ ated
data before it can be assuned that any resolvers that have
the rel evant RRset cached have a copy of the new

i nformation.

Publication interval in the child zone.
Publication interval in the parent zone.

Retire interval. The anmobunt of tine that nust el apse after
a DNSKEY or associated data enters the retire state for any
dependent information (e.g., RRSIG for a ZSK) to be purged
fromvalidating resol ver caches.

Revoke interval. The anmount of time that a KSK nust renain
published with the "revoke" bit set to satisfy
consi derations of [RFC5011].

Trust-point interval. The anmount of tinme that a trust
anchor nust be published for in order to guarantee that a
resol ver configured for an autonatic update of keys will
see the new key at |east twce.
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Lifetime of a KSK. This is the actual anmount of tine for
which this particular KSK is regarded as the active KSK
Dependi ng on when the key is rolled over, the actua
lifetime may be | onger or shorter than the intended key
lifetime indicated by managenent policy.

Lifetime of a ZSK. This is the actual anpunt of tine for
which the ZSK is used to sign the zone. Depending on when
the key is rolled over, the actual lifetime rmay be | onger
or shorter than the intended key lifetinme indicated by
managenent policy.

Activation time. The tine at which the key is regarded as
the principal key for the zone.

Dead time. The tine at which any information held in
val i dating resol ver caches is guaranteed to contain
information related to the successor key. At this point,
the current key and its associated infornmation are not

| onged required for validation purposes.

Publication time. The tinme that the key or associated data
appears in the zone for the first tine.

Renmoval tine. The tine at which the key and its associ ated
information starts being renoved fromtheir respective
zones.

Retire time. The time at which successor information
starts being used.

Ready tine. The time at which it can be guaranteed that
val idating resolvers that have informati on about the key
and/ or associ ated data cached have a copy of the new

i nformation.

Submi ssion tine. The tinme at which the DS record of a KSK
is subnmitted to the parent zone.

Tinme to live of a DS record

Tinme to live of a DNSKEY record. (By inplication, this is
also the tinme to live of the signatures on the DNSKEY
RRset . )

The maximumtinme to live of all the RRSIG records in the
zone that were created with the ZSK
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