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Abst r act

Thi s docunent describes an illustrative framework of a mechani sm for
use in conjunction with link-state routing protocols that prevents
the transient |oops that woul d ot herwi se occur during topol ogy
changes. It does this by correctly sequencing the forwarding

i nformati on base (FIB) updates on the routers.

Thi s mechani sm can be used in the case of non-urgent (nmanagenent
action) link or node shutdowns and restarts or link nmetric changes.
It can also be used in conjunction with a fast reroute nechani smthat
converts a sudden link or node failure into a non-urgent topol ogy
change. This is possible where a conplete repair path is provided
for all affected destinations.

After a non-urgent topol ogy change, each router conputes a rank that
defines the tine at which it can safely update its FIB. A nethod for
accelerating this | oop-free convergence process by the use of
conpl eti on nmessages is al so descri bed.

The technol ogy described in this docunent has been subject to

ext ensi ve sinul ati on using pathol ogi cal convergence behavi or and rea
net wor k t opol ogi es and costs. However, the nmechani sns described in
this docunent are purely illustrative of the general approach and do
not constitute a protocol specification. This docunent represents a
snapshot of the work of the Routing Area Working Goup at the tinme of
publication and is published as a docunent of record. Further work

i s needed before inplenmentation or depl oynent.
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Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6976

Copyright Notice

Copyright (c) 2013 I ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunent rnust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction
1.1. The Purpose of This Docunent

Thi s docunent describes an illustrative framework of a nechanism for
use in conjunction with link-state routing protocols that prevents
the transient |oops that woul d ot herwi se occur during topol ogy
changes. It does this by correctly sequencing the forwarding

i nformati on base (FIB) updates on the routers.

At the time of publication there is no demand to deploy this

t echnol ogy; however, in view of the subtleties involved in the design
of extensions for |oop-free convergence routing protocols, the
Routing Area Wrking Group considered it desirable to publish this
docunent to place on record the design consideration of the ordered
FI B (oFI B) approach.

The nmechani sns presented in this docunent are purely illustrative of
t he general approach and do not constitute a protocol specification
Thi s docunent represents a snapshot of the work of the working group
at the tine of publication and is published as a docunent of record.
Additional work is needed to specify the necessary routing protoco
ext ensi ons necessary to support this IP fast reroute (FRR) nethod
before i npl enentation or depl oynent.

1.2. Overview

Wth link-state protocols, such as IS 1S [ISOL0589] and OSPF

[ RFC2328], each tinme the network topol ogy changes, sone routers need
to nodify their forwarding infornmation bases (FIBs) to take into
account the new topology. Each topol ogy change causes a convergence
phase. During this phase, routers nmay transiently have inconsistent
FI Bs, which may | ead to packet |oops and | osses, even if the
reachability of the destinations is not conprom sed after the

topol ogy change. Packet |osses and transient |oops can also occur in
the case of a link down event inplied by a maintenance operation
even if this operation is predictable and not urgent. Wen the |ink-
state change is a netric update and when a new link is brought up in
the network, there is no direct |oss of connectivity, but transient
packet |oops and loss can still occur.

In this docunent, a distinction is nade between urgent and non-urgent
network events. Urgent events are those that arise from
unpr edi ct abl e network outages (such as node or link failures) that
are traditionally resol ved t hrough the convergence of routing
protocol s or by protection nmechanisnms reliant on fault detection and
reporting (such as through Operations, Adm nistration, and

Mai nt enance). Non-urgent events are those that arise from
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predi ctabl e events such as the controll ed shutdown of network
resources by a nanagenent system or the nodification of network
paraneters (such as routing netrics). Typically, non-urgent events
can be planned around, while urgent events nust be handl ed by dynamc
systems. All network events, both urgent and non-urgent, may lead to
transi ent packet | oops and | oss.

For exanple, in Figure 1, if the link between X and Y is shut down by
an operator, packets destined to X can |oop between R and Y when Y
has updated its FIB while R has not yet updated its FIB, and packets
destined to Y can |loop between X and S if X updates its FIB before S
According to the current behavior of IS 1S and OSPF, this scenario

wi Il happen nost of the time because X and Y are the first routers to
be aware of the failure, so that they will update their FIBs first.
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Figure 1: A Sinple Topol ogy

It should be noted that the | oops can occur renotely fromthe
failure, not just adjacent to it.

[ RFC5715] provides an introduction to a nunmber of |oop-free
convergence nethods, and readers unfamliar with this technol ogy are
recomended to read it before studying this docunment in detail. Note
that in conmon with other |oop-free convergence nmethods, oFIBis only
capabl e of providing | oop-free convergence in the presence of a
single failure.

The goal of this docunent is to describe a nmechani smthat sequences
the router FIB updates to maintain consistency throughout the
network. By correctly setting the FIB change order, no | ooping or
packet |oss can occur. This mechanismmay be applied to the case of

managed |ink-state changes, i.e., link netric change, manual |ink
down/ up, manual router down/up, and managed state changes of a set of
links attached to one router. It may also be applied to the case
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where one or nore network elenents are protected by a fast reroute
mechani sm (FRR) [ RFC5714] [ RFC4090]. The mechani sns that are used in
the failure case are exactly the sane as those used for managed
changes. For sinmplicity, this docunent nmakes no further distinction
bet ween managed and unpl anned changes.

It is assuned in the description that follows that all routers in the
routing donain are oFI B capable. This can be verified in an
operational network by having the routers report oFIB capability
using the 1GP. Were non-oFl B-capabl e routers exist in the network
nor mal convergence woul d be used by all routers. The operation of

m xed- node networks is for further study.

The technol ogy described in this docunent has been subject to
ext ensi ve sinul ati on using pathol ogi cal convergence behavi or and rea
net wor k t opol ogi es and costs. A variant of the technol ogy descri bed
here has been experinentally deployed in a production network.

2. The Required FIB Update O der

This section provides an overview of the required ordering of the FIB
updates. A nore detailed analysis of the rerouting dynam cs and
correctness proofs of the mechanismcan be found in [refs. PFOBO07].

2.1. Single Link Events

For simplicity, the correct ordering for single Iink changes are
described first. The docunment then builds on this to denonstrate
that the sane principles can be applied to nore conpl ex scenari os
such as line-card or node changes.

2.1.1. Link Down / Metric |ncrease

First, consider the non-urgent failure of a link (i.e., where an
operator or a network nanagenment system (NMS) shuts down a |ink
thereby renoving it fromthe currently active topology) or the
increase of a link netric by the operator or NM5. In this case, a
router R nmust not update its FIB until all other routers that send
traffic via R and the affected link have first updated their FIBs.

The follow ng argunment shows that this rule ensures the correct order
of FIB changes when the link X->Y is shut down or its netric is
i ncreased.

An "outdated" FIB entry for a destination is defined as being a FIB
entry that still reflects the shortest path(s) in use before the
topol ogy change. Once a packet reaches a router R that has an
outdated FIB entry for the packet destination, then, provided the
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oFI B ordering is respected, the packet will continue to X only
traversing routers that al so have an outdated FIB entry for the
destination. The packet thus reaches X w thout |ooping and will be
forwarded to Y via X->Y (or in the case of FRR, the X->Y repair path)
and will reach its destination.

Since it can be assuned that the original topology was |oop-free, Y
will never use the link Y->X to reach the destination, and hence the
pat h(s) between Y and the destination are guaranteed to be unaffected
by the topol ogy change. It therefore follows that the packet
arriving at Y will reach its destination w thout | ooping.

Since it can al so be assuned that the new topology is | oop-free, by
definition a packet cannot | oop while being forwarded exclusively by
routers with an updated FIB entry.

In other words, when the oFIB ordering is respected, if a packet
reaches an outdated router, it can never subsequently reach an
updated router, and it cannot |oop because fromthis point on it wll
only be forwarded on the consistent path that was used before the
event. If it does not reach an outdated router, it will only be
forwarded on the | oop-free path that will be used after the

conver gence

According to the proposed ordering, X will be the last router to
update its FIB. Once it has updated its FIB, the link X->Y can
actually be shut down (or the repair renpved).

If the link X-Y is bidirectional, a simlar process nust be run to
order the FIB update for destinations using the link in the direction
Y->X. As has already been shown, no packet ever traverses the X-Y
link in both directions, and hence the operation of the two ordering
processes is orthogonal

2.1.2. Link Up / Metric Decrease

In the case of link up events or nmetric decreases, a router R nust
update its FIB before all other routers that will use Rto reach the
af fected |ink.

The follow ng argunment shows that this rule ensures the correct order
of FIB changes when the link X->Y is brought into service or its
netric is decreased.

Firstly, when a packet reaches a router R that has al ready updated
its FIB, all the routers on the path fromRto X will al so have
updated their FIB, so that the packet will reach X and be forwarded
along X->Y, ultimately reaching its destination
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Secondly, a packet cannot | oop between routers that have not yet
updated their FIB. This proves that no packet can |oop

2. 2. Mul ti-Li nk Events

The follow ng sections describe the required ordering for single
events that nay mani fest as nultiple link events. For exanple, the
failure of a router may be notified to the rest of the network as the
i ndividual failure of all its attached links. The neans of
identifying the event type fromthe collection of received |ink
events is described in Section 3. 1.

2.2.1. Rout er Down Events

In the case of the non-urgent shutdown of a router, a router R nust
not update its FIB until all other routers that send traffic via R
and the affected router have first updated their FIBs.

Using a proof sinlar to that for link failure, it can be shown that
no loops will occur if this ordering is respected [refs. PFOB07].

2.2.2. Router Up Events

In the case of a router being brought into service, a router R nust
update its FIB BEFORE all other routers that WLL use Rto reach the
af fected router.

A proof simlar to that for link up shows that no | oops will occur if
this ordering is respected [refs. PFOBO7].

2.2.3. Line-Card Failure/Restoration Events

The failure of a line card involves the failure of a set of links,
all of which have a single node in comon, i.e., the parent router.
The ordering to be applied is the sane as if it were the failure of
the parent router.

In a simlar way, the restoration of an entire line card to service

as a single event can be treated as if the parent router were
returning to service
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3. Applying Odered FIB Updates
3.1. Deducing the Topol ogy Change

As has been described, a single event such as the failure or
restoration of a single link, single router, or line card nmay be
notified to the rest of the network as a set of individual |ink
change events. It is necessary to deduce fromthis collection of
link-state notifications the type of event that has occurred in the
networ k and hence the required ordering.

When a |ink change event is received that inpacts the receiving
router’s FIB, the routers at the near and far end of the link are
not ed.

If all events received within sonme hol d-down period (the tinme that a
router waits to acquire a set of Link State Packets (LSPs) that
shoul d be processed together) have a single router in conmmon, then it
is assuned that the change reflects an event (line-card or router
change) concerning that router.

In the case of a link change event, the router at the far end of the
link is deened to be the conmon router

Al'l ordering conputations are based on treating the commopn router as
the root for both link and node events.

3.2. Deciding If Odered FIB Updates Apply

There are sone events (for exanple, a subsequent failure with
conflicting repair requirenents occurring before the ordered FIB
process has conpl eted) that cannot be correctly processed by this
mechanism In these cases, it is necessary to ensure that
convergence falls back to the conventional nobde of operation (see
Section 6).

In all cases, it is necessary to wait sone hol d-down period after
receiving the first notification to ensure that all routers have
received the conplete set of link-state notifications associated with
the single event.

At any time, if a link change notification is received that would
have no effect on the receiving router’s FIB, then it nmay be ignored.

If no other event is received during the hold-down tinme, the event is
treated as a link event. Note that the I GP reverse connectivity
check neans that only the first failure event or second up event has
an effect on the FIB
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If an event that is received within the hol d-down peri od does NOT
reference the common router (R), then, in this version of the
speci fication, normal convergence is invoked inmediately (see
Section 6).

Net wor k reconvergence using the ordered FI B approach takes | onger
than the normal reconvergence process. Were the failure is
protected by an FRR nechanism this additional delay in convergence
causes no packet loss. When the sudden failure of a link or a set of
links that are not protected using an FRR nmechani sm occurs, the
failure nust be processed using the conventional (faster) node of
operation to mininize packet |oss during reconvergence.

In sunmary, an ordered FIB process is applicable if the set of link
state notifications received between the first event and the hol d-
down period reference a common router R and one of the follow ng
assertions is verified:

0 The set of notifications refers to |ink down events concerning
protected |inks and netric increase events.

0 The set of notifications refers to link up events and netric
decrease events.

4. Conputation of the Ordering
This section describes how the required ordering i s conputed.

This conputation required the introduction of the concept of a
reverse Shortest Path Tree (rSPT). The rSPT uses the cost towards
the root (rather than fromit) and yields the best paths towards the
root fromother nodes in the network [| PFRR- TUNNELS] .

4. 1. Li nk Down, Router Down, or Metric |ncrease

To respect the proposed ordering, routers conpute a rank that will be
used to determne the tine at which they are permitted to perform
their FIB update. |In the case of a failure event rooted at router Y
or an increase of the netric of link X->Y, router R conputes the rSPT
in the topology before the failure (rSPT_old) rooted at Y. This rSPT
gi ves the shortest paths to reach Y before the failure. The branch
of the rSPT that is below R corresponds to the set of shortest paths
to Rthat are used by the routers that reach Y via R

The rank of router Ris defined as the depth (in nunber of hops) of

this branch. 1In the case of Equal Cost Miltipath (ECWP), the maxi num
depth of the ECMP path set is used.
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Router Ris required to update its FIB at tine
TO + H + (rank * MAX FI B)

where TO is the arrival tine of the Link State Packet containing the
topol ogy change, His the hold-down tinme, and MAX FIB is a network-

wi de constant that reflects the maximumtine required to update a FIB
irrespective of the change required. The value of MAX_FIB is network
specific, and its determ nation is out of the scope of this docunent.
This value nust be agreed to by all the routers in the network. This
agreement can be performed by using a capability TLV as defined in
Appendi x B

Al the routers that use Rto reach Y will conpute a | ower rank than
R, and hence the correct order will be respected. It should be noted
that only the routers that used Y before the event need to conpute
their rank.

4.2. Link Up, Router Up, or Metric Decrease

In the case of a link or router up event rooted at Y or a link nmetric
decrease affecting link Y->W a router R nust have a rank that is

hi gher than the rank of the routers that it will use to reach Y
according to the rule described in Section 2. Thus, the rank of Ris
t he nunber of hops between Rand Y in its renewed Shortest Path Tree.
When R has nultiple equal-cost paths to Y, the rank is the Iength in
hops of the |ongest ECVMP path to Y.

Router Ris required to update its FIB at tine
TO + H + (rank * MAX_FI B)

It should be noted that only the routers that use Y after the event
have to conpute a rank, i.e., only the routers that have Y in their
SPT after the |ink-state change.

5. Acceleration of Ordered Convergence
The mechani sm descri bed above is conservative and hence nmay be
relatively slow The purpose of this section is to describe a nethod
of accelerating the controlled convergence in such a way that ordered
| oop-free convergence is still guaranteed.
In many cases, a router will conplete its required FIB changes in a

ti me nuch shorter than MAX_FIB, and in many other cases, a router
will not have to performany FIB change at all
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This section describes the use of conpletion nessages to speed up the
convergence by providing a means for a router to informthose routers
waiting for it that it has conpleted any required FIB changes. Wen

a router has been advised of conpletion by all the routers for which

it is waiting, it can safely update its own FIB without further

delay. |In nost cases, this can result in a sub-second reconvergence

tinme, which is conparable with a nornmal convergence tine.

Routers maintain a waiting list of the neighbors fromwhich a

conpl eti on message nust be received. Upon reception of a conpletion
message from a nei ghbor, a router renoves this neighbor fromits
waiting list. Once its waiting |ist becones enpty, the router is
all owed to update its FIB immediately even if its ranking tinmer has
not yet expired. Once this is done, the router sends a conpletion
nmessage to the neighbors that are waiting for it to conplete. Those
routers are listed in a list called the Notification List.
Conpl eti on messages contain an identification of the event to which
they refer.

Note that, since this is only an optinization, any |oss of conpletion
nmessages Will result in the routers waiting their defined ranking
time, and hence the | oop-free properties will be preserved.

5.1. Construction of the Waiting List and Notification List
5 1.1. Down Events

Consider a link or node down event rooted at router Y or the cost
increase of the link X->Y. A router Rwll conpute rSPT _old(Y) to
determne its rank. Wen doing this, R also conputes the set of

nei ghbors that R uses to reach the failing node or link, and the set
of neighbors that are using Rto reach the failing node or Iink. The
notification list of Ris equal to the former set, and the waiting
list of Ris equal to the latter.

Note that R could include all its neighbors in the notification |ist
except those in the waiting list; this would have no i npact on the
correctness of the protocol but would be unnecessarily inefficient.

5.1.2. Up Events
Consider a link or node up event rooted at router Y or the cost
decrease of the link Y->X. A router Rwill conpute its new SPT

(SPT_new(R)). The waiting list is the set of next-hop routers that R
uses to reach Y in SPT_newmR).
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In a sinple inplenentation, the notification list of Ris all the
nei ghbors of R excluding those in the waiting list. This may be
further optinized by conputing rSPT_newY) to determ ne those routers
that are waiting for Rto conplete

5.2. Format of Conpletion Messages

The format of conpletion nmessages and nmeans of their delivery is
routing protocol dependent and is outside the scope of this document.

The following information is required:
o ldentity of the sender

o List of routing notifications being considered in the associated
FI B change. Each notification is defined as:

Node I D of the near end of the link

Node I D of the far end of the link

I nclusion or removal of |ink

ad netric

New netric

6. Fallback to Conventional Convergence

In circunstances where a router detects that it is dealing with
i nconpl ete or inconsistent link-state information, or when a further
topol ogy event is received before conpletion of the current ordered
FI B update process, it may be expedi ent to abandon the controlled
convergence process. A nunber of possible fallback mechani sns are
described in Appendix A. This mechanismis referred to as
"Abandoni ng All Hope" (AAH). The state nachine defined in the body

of this docunent does not namke any assunption about which fall back
mechani smwi || be used.

7. oFI B State Machi ne

An i npl enentation nust be capable of interworking with the nodel of
an oFI B state nmachine described in this section

An oFl B-capabl e router naintains an oFI B state value, which is one

of : OFI B_STABLE, CFI B_HOLDI NG DOWN, OFI B_HOLDI NG _UP, CFI B_ ABANDONED,
or OFI B_ONGO NG
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An oFl B-capabl e router maintains a tiner, Hold down tiner. An oFlB-
capabl e router is configured with a value referred to as
HOLD DOWN_DURATI ON. This configuration can be performed nmanual ly or
usi ng Appendi x B.
An oFI B-capabl e router naintains a tiner, rank_tiner.
7.1. OFI B_STABLE

OFI B_STABLE is the state of a router that is not currently invol ved
in any convergence process. This router is ready to process an event
by appl yi ng oFl B.
EVENT: Reception of a Link State Packet that describes an event of
the type link X--Y down or netric increase and is to be processed
usi ng oFI B.
ACTI ON:

Set state to OFl B_HOLDI NG_DON.

Start Hol d_down_tiner.

ofib_current _common_set = {X Y}.

Conmpute rank with respect to the event, as defined in Section 4.

Store the waiting list and notification list for X--Y obtained
fromthe rank conputation.

EVENT: Reception of a Link State Packet that describes an event of
the type link X--Y up or netric decrease and is to be processed using
oFI B.
ACTI ON:

Set state to OFI B_HOLDI NG_UP.

Start Hol d_down_ti ner.

ofi b_current _common_set = {X Y}.

Conpute rank with respect to the event, as defined in Section 4.

Store the waiting list and notification list for X--Y obtained
fromthe rank conputation.
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7.2. OFlI B_HOLDI NG_DOMN
OFI B_HOLDI NG DOMN is the state of a router that is collecting a set
of link down or netric increase Link State Packets to be processed
t oget her using controlled convergence.

EVENT: Reception of a Link State Packet that describes an event of
the type link up or netric decrease and can be processed using oFl B

ACTI ON

Set state to OFl B_ABANDONED.

Reset Hol d_down_ti ner.

Trigger AAH mechani sm
EVENT: Reception of a Link State Packet that describes an event of
the type link A--B down or netric increase and can be processed using
oFI B
ACTI ON

ofi b_current _common_set =
i ntersection(ofib_current_common_set, {A B}).

If ofib_current_conmmon_set is enpty, then there is no |onger a
node in conmon in all the pending |ink-state changes.

Set state to OFl B_ABANDONED.

Reset Hol d_down_ti ner.

Trigger AAH mechani sm
If ofib_current_comon set is not enpty, update the waiting |ist
and notification list as defined in Section 4. Note that in the
case of a single link event, the Link State Packet received when
the router is in this state describes the state change of the

other direction of the Iink; hence, no changes will be nmade to the
waiting and notification lists.
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EVENT: Hol d_down_ti nmer expires.
ACTI ON:

Set state to OFI B_ONGO NG

Start rank_tinmer with conputed rank.
EVENT: Reception of a conpl etion nessage.

ACTI ON: Renove the sender fromthe waiting |ist associated with the
event identified in the conpletion nessage.

7.3. OFI B_HOLDI NG UP

OFIB_ HOLDING UP is the state of a router that is collecting a set of
link up or nmetric decrease Link State Packets to be processed
t oget her using controlled convergence.
EVENT: Reception of a Link State Packet that describes an event of
the type Iink down or netric increase and is to be processed using
oFI B.
ACTI ON

Set state to OFl B_ABANDONED.

Reset Hol d_down_ti mer.

Trigger AAH mechani sm
EVENT: Reception of a Link State Packet that describes an event of
the type link A--B up or nmetric decrease and is to be processed using
oFI B.
ACTI ON

ofi b_current _common_set =
i ntersection(ofib_current_common_set, {A B}).

If ofib_current_conmon_set is enpty, then there is no |onger a
common node in the set of pending |ink-state changes.

Set state to OFl B_ABANDONED.
Reset Hol d_down_ti mer.

Trigger AAH mechani sm
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If ofib_current_common set is not enpty, update the waiting |ist
and notification list as defined in Section 4. Note that in the
case of a single link event, the Link State Packet received when
the router is in this state describes the state change of the
other direction of the Iink; hence, no changes will be nade to the
waiting and notification lists.

EVENT: Reception of a conpletion nessage.

ACTI ON: Renove the sender fromthe waiting |ist associated with the
event identified in the conpletion nessage.

EVENT: Hol d_down_ti nmer expires.
ACTI ON:
Set state to OFI B_ONGO NG
Start rank_tinmer with conputed rank
7.4. OFI B_ONGO NG
OFIB_ ONGONG is the state of a router that is applying the ordering
mechanismwith respect to the set of Link State Packets coll ected
when in OFI B_HOLDI NG DOMN or OFI B HOLDI NG UP st at e.
EVENT: rank_timer expires or waiting |ist beconmes enpty.
ACTI ON:
Perform FI B updat es according to the change.
Send conpl eti on nmessage to each nmenber of the notification Iist.
Set state to OFI B_STABLE
EVENT: Reception of a conpl etion nessage.
ACTI ON: Renove the sender fromthe waiting |ist.

EVENT: Reception of a Link State Packet describing a link-state
change event.
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7.

10.

ACTI ON

Set state to OFl B_ABANDONED.

Trigger AAH.

Start Hol d_down_ti ner.

CFl B_ABANDONED
OFI B_ABANDONED is the state of a router that has fallen back to fast
convergence due to the reception of Link State Packets that cannot be

dealt with together using oFIB

EVENT: Reception of a Link State Packet describing a |ink-state
change event.

ACTION: Trigger AAH, reset AAH Hol d_down_ti ner.
EVENT: AAH Hol d_down_ti nmer expires.
ACTION: Set state to OFI B_STABLE

Managenment Consi derati ons

A system for recording the dynam cs of the convergence process needs
to be deployed in order to nake a post hoc di agnosis of the
reconvergence. The sensitivity of applications to any packet
reordering introduced by the del ayed convergence process will need to
be studied. However, these needs apply to any | oop-free convergence
met hod and are not specific to the ordered FIB nethod described in

t hi s docunent.

Security Considerations
This docunent requires only minor nodifications to existing routing
protocol s and therefore does not add significant additional security
risks. However, a full security analysis would need to be provided
wi thin the protocol -specific specifications proposed for depl oynent.

Security considerations related to timer values set by routers are
noted in Appendi x B. 4.
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Appendi x A, Candi date Methods of Safely Abandoni ng Loop-Free
Conver gence (AAH)

| P Fast Reroute [RFC5714] and | oop-free convergence techni ques

[ RFC5715] can deal with single topol ogy change events, mnultiple
correl ated change events, and in sone cases even certain uncorrel ated
events. However, in all cases, there are events that cannot be dealt
with, and the nechani sm needs to quickly revert to nornal

convergence. This is known as "Abandoni ng All Hope" (AAH).

Thi s appendi x describes the outconme of a design study into the AAH
problemand is included here to trigger discussion on the trade-offs
bet ween conpl exity and robustness in the AAH sol uti on space.

A. 1. Possible Solutions
Two approaches to this probl em have been proposed:
1. Hold-down tiner only.
2. Synchronization of AAH state using AAH nessages.
They are described bel ow.

A.2. Hold-Down Tinmer Only
The "hol d-down timer only" AAH nmethod uses a hol d-down to acquire a
set of LSPs that should be processed together. On expiry of the
| ocal hol d-down tiner, the router begins processing the batch of LSPs
according to the | oop-free prevention al gorithm
There are a nunber of problens with this sinple approach. |In some
cases, the timer value will be too short to ensure that all the

rel ated events have arrived at all routers (perhaps because there was
some unexpected propagation delay, or one or nore of the events are

slow in being detected). |In other cases, a conpletely unrel ated
event may occur after the timer has expired but before the processing
is conplete. In addition, since the tiner is started at each router

on reception of the first LSP announci ng a topol ogy change, the
actual starting time is dependent upon the propagation tinme of the
first LSP. So, for a subsequent event occurring around the time of
the tiner expiry, because of variations in propagation delay, it may
reach some routers before the tinmer expires and others after it has
expired. In the former case, this LSP will be included in the set of
changes to be considered; while in the latter, it will be excluded

| eading to serious routing inconsistency. In such cases, continuing
to operate the | oop-free convergence protocol nay exacerbate the

si tuati on.
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The sinple approach to this would be to revert to nornal convergence
(AAH) whenever an LSP is received after the tiner has expired.
However, this al so has problens for the reasons above and therefore

AAH must be a synchronous operation, i.e., it is necessary to arrange
that an AAH i nvoked anywhere in the network causes ALL routers to
i nvoke AAH.

It is also necessary to consider the neans of exiting the AAH state.
Again, the sinplest nmethod is to use a tinmer. However, while in AAH
state, any topol ogy changes that are previously received or
subsequently received should be processed inmedi ately using the
traditional convergence algorithns, i.e., w thout invoking controlled
convergence. |If the exit fromthe AAH state is not correctly
synchroni zed, a new event nmay be processed by sone routers

i medi ately (as AAH), while those that have already left AAH state
will treat it as the first of a new batch of changes and attenpt
control |l ed convergence. Thus, both entry and exit fromthe AAH state
need to be synchronized. A nethod of achieving this is described in
Appendi x A. 3.

A. 3. AAH Messages

Li ke the sinple tiner AAH nethod, the "AAH nessages” nethod uses a
hol d-down to acquire a set of LSPs that should be processed together
On expiry of the local hold-down tiner, the router begins processing
the batch of LSPs according to the | oop-free prevention algorithm
This is the sane behavior as the hold-down tiner only nethod.
However, if any router, having started the | oop-free convergence
process receives an LSP that would trigger a topol ogy change, it

| ocal |y abandons the controll ed convergence process and sends an AAH
message to all its neighbors. This eventually triggers all routers
to abandon the controlled convergence. The routers remain in AAH
state (i.e., processing topology changes using norrmal "fast"
convergence), until a period of quiescence has el apsed. The exit
fromAAH state is synchronized by using a two-step process. To

achi eve the required synchronization, two additional nessages are
required, AAH and AAH ACK. The AAH nessage is reliably exchanged
bet ween nei ghbors using the AAH ACK nessage. These could be

i npl emented as a new nmessage within the routing protocol or carried
in existing routing hello messages. Two types of state machines are
needed -- a per-router AAH state nachi ne and a per-nei ghbor AAH state
machi ne (PNSM. These are described bel ow
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A . 3.1. Per-Router State Mchine

B [ T [ TS E R TR [ T +
| EVENT | Q | Hold | cc | AAH | AAH hol d

+ + + + + + +
| RX LSP | Start | - | TX-AAH | Restart | TX-AAH

| triggering |hold-down | | Start | AAH timer. | Start

| change | tiner | | AAH | [ AAH]| | AAH |
| | [Hold] | | timer. | | tiner.

| | | | [AAH | | [AAH |
B S Fom e e - Fomm e e o Fom e e e - S Fom e e - +
| RX AAH | TX-AAH | TX-AAH | TX-AAH | [ AAH] |  TX-AAH |
| (Nei ghbor’'s |Start AAH| Start | Start | | Start

| PNSM | timer. | AAH | AAH | | AAH |
| processes | [AAH| | tinmer. | timer. | | timer

| RX AAH) | | [AAH | [AAH | | [AAH |
B S Fom e e - Fomm e e o Fom e e e - S Fom e e - +
| Tiner | - | Trigger | - | Start | [Q |
| expiry | | CC. | | AAHhold |

| | | [Cca | | tinmer. | |
| | | | | [AAHhold] | |
Fom e e e e e o oo S f S Fomm e o - Fomm e e e o - S +
| Controlled | - I I Ko - | -
| convergence | | | | | |
| conpleted | | | | | |
S [ T [ TS E R R [ T +

RX = Reception
TX = Transmi ssi on
TX-AAH = Send "go to TX-AAH' to all other PNSMs.

Per-Router State Table
Operation of the per-router state machine is as foll ows:

Qperation of this state machi ne under nornmal topol ogy change invol ves
only states: Quiescent (Q, Hold-down (Hold) and Controlled
Convergence (CC). The remaining states are associated with an AAH
event.

The resting state is Quiescent. Wen the router in the Quiescent
state receives an LSP indicating a topol ogy change, which would
normal ly trigger an SPF, it starts the hold-down tiner and changes
state to Hold-down. It normally remains in this state, collecting
additional LSPs until the hold-down tiner expires. Note that al
routers must use a common value for the hold-down tiner. Wen the
hol d-down tiner expires, the router then enters Controlled
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Convergence (CC) state and executes the CC nechanismto reconverge
the topol ogy. Wen the CC process has conpleted on the router, the
router re-enters the Quiescent state.

If this router receives a topol ogy-changing LSP whilst it is in the
CC state, it enters AAH state and sends a "go to TX- AAH' conmand to
al | per-nei ghbor state machines; this causes each per-nei ghbor state
machine to signal this state change to its neighbor. Alternatively,
if this router receives an AAH nessage from any of its nei ghbors
whilst in any state except AAH, it starts the AAHtiner and enters
the AAH state. The per-nei ghbor state machi ne corresponding to the
nei ghbor from whi ch the AAH was received executes the RX AAH action
(which causes it to send an AAH ACK), while the renai nder of

nei ghbors are sent the "go to TX-AAH' command. The result is that
the AAH is acknow edged to the neighbor fromwhich it was received
and propagated to all other neighbors. On entering AAH state, all CC
tinmers are expired, and normal convergence takes pl ace.

Whilst in the AAH state, LSPs are processed in the traditiona
manner. Each tine an LSP is received, the AAH tiner is restarted.
In an unstable network, ALL routers will remain in this state for
sone tinme, and the network will behave in the traditiona
uncontrol | ed convergence nanner

When the AAH tiner expires, the router enters AAH hold state and
starts the AAH-hold tiner. The purpose of the AAH hold state is to
synchroni ze the transition of the network from AAH to Qui escent. The
additional state ensures that the network cannot contain a nixture of
routers in both AAH and Qui escent states. |[If, whilst in AAH hold
state the router receives a topology changing LSP, it re-enters AAH
state and conmands all per-nei ghbor state machines to "go to TX- AAH'
If, whilst in AAH hold state, the router receives an AAH nessage from
one of its neighbors, it re-enters the AAH state and conmands al

ot her per-nei ghbor state nachines to "go to TX-AAH'. Note that the
per - nei ghbor state machi ne receiving the AAH nessage wil |l

aut ononously acknow edge recei pt of the AAH nessage. Commandi ng the
per - nei ghbor state nmachine to "go to TX-AAH' is necessary, because
routers may be in a mxture of Quiescent, Hold-down, and AAH hol d
states, and it is necessary to rendezvous the entire network back to
AAH st at e.

When the AAH-hold tinmer expires, the router changes to Qui escent and
is ready for | oop-free convergence.
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A. 3.2. Per-Neighbor State Machine

I . T T +
| EVENT | 1DLE | TX- AAH |
+ + + +
| RX AAH | Send ACK | Send ACK |
| | [1DLE] | Cancel tiner. |
| | | [IDLE] |
N . T +
| RX ACK | ignore | Cancel tiner. |
| | | [IDLE] |
o e e e e e e e e e oo - o RS o e e e e e e oo +
| RX "go to TX-AAH' from | Send AAH | ignore |
| Router State Machine | [ TX- AAH| | |
N . T +
| Timer expires | inpossible | Send AAH |
| | | Restart tinmer. |
| | | [ TX AAH] |
e e . +

Per - Nei ghbor State Tabl e

There is one instance of the per-neighbor state machine (PNSM for
each nei ghbor within the convergence control donain.

The normal state is |IDLE

On command ("go to TX-AAH') fromthe router state machine, the state
machi ne enters TX-AAH state, transmts an AAH nessage to its
nei ghbor, and starts a tiner.

On receipt of an AAH ACK in state TX-AAH, the state nmachine cancels
the tiner and enters IDLE state.

In state I DLE, any AAH ACK message received is ignored.

On expiry of the tiner in state TX-AAH, the state machine transmits
an AAH nessage to the neighbor and restarts the timer. (The tinmer
cannot expire in any other state.)

In any state, receipt of an AAH causes the state machine to transmt
an AAH ACK and enter the |IDLE state.

Note that for correct operation the state nachine nmust renmain in
state TX-AAH until an AAH ACK or an AAH is received or until the
state machine is deleted. Deletion of the per-neighbor state machine
occurs when routing deternines that the nei ghbor has gone away or
when the interface goes away.
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When routing detects a new neighbor, it creates a new instance of the
per - nei ghbor state nmachine in state IDLE. The consequent generation
of the router’s own LSP will then cause the router state nachine to
execute the LSP receipt actions that, if necessary, will result in

t he new per-nei ghbor state machine receiving a "go to TX- AAH' comand
and transitioning to TX-AAH state.

Appendi x B. Synchronization of Loop-Free Timer Val ues

Thi s appendi x provides the reader with access to the design
consi derations originally described in [LF-TIMERS].

B.1. Introduction

Most of the | oop-free convergence nechani sns [ RFC5715] require one or
nmore convergence delay tinmers that nust have a duration that is

consi stent throughout the routing domain. This tinme is the worst-
case time that any router will take to cal cul ate the new topol ogy and
to nake the necessary changes to the FIB. The tiner is used by the
routers to know when it is safe to transition between the | oop-free
convergence states. The tine taken by a router to conplete each
phase of the loop-free transition will be dependent on the size of
the network and the design and inplenentation of the router
Therefore, it can be expected that the optinumdelay will need to be
tuned fromtine to tine as the network evol ves. Manual configuration
of the tiner is fraught for two reasons. Firstly, it is always
difficult to ensure that the correct value is installed in all of the
routers. Secondly, if any change is introduced into the network that
results in a need to change the timer (for exanple, due to a change
in hardware or software version), then all of the routers need to be
reconfigured to use the new tiner value. Therefore, it is desirable
that a means be provided by which the convergence delay tiner can be
aut omati cally synchroni zed t hroughout the network.

B.2. Required Properties

The tiner synchronization nmechani sm nust have the foll ow ng
properties:

0 The convergence delay tine nust be consistent anongst all routers
that are convergi ng on the new topol ogy.

0 The convergence delay tine nust be the highest delay required by
any router in the new topol ogy.

0 The nmechani sm nust increase the delay when a new router that

requires a higher delay than is currently in use is introduced to
the network.
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0 Wien the router that had the | ongest delay requirenents is renoved
fromthe topol ogy, the convergence delay tinmer value nust, within
sonme reasonable tinme, be reduced to the |ongest delay required by
the remai ning routers.

o It nust be possible for a router to change the convergence del ay
tinmer value that it requires

o Arouter that is in nmultiple routing areas or is running nmultiple
routing protocols may signal a different |oop-free convergence
del ay for each area and for each protocol

How a router determines the tinme that it needs to execute each
convergence phase is an inplenmentation issue and outside the scope of
this specification. However, a router that dynanically deterni nes
its proposed tiner value nust do so in such a way that it does not
cause the synchroni zed value to continually fluctuate.

B.3. Mechani sm
The foll owi ng nmechani smis proposed.

A new information elenent is introduced into the routing protoco
that specifies the maximumtine (in mlliseconds) that the router
will take to calculate the new topology and to update its FIB as a
result of any topol ogy change.

When a topol ogy change occurs, the | ongest convergence delay tine
required by any router in the new topology is used by the | oop-free
conver gence nechani sm

If a routing protocol nessage is issued that changes the convergence
delay tinmer value but does not change the topol ogy, the new timner

val ue nust be taken into consideration during the next |oop-free
transition but nust not instigate a |oop-free transition

If a routing protocol nessage is issued that changes the convergence
ti mer value and changes the topol ogy, a loop-free transition is
instigated, and the new timer value is taken into consideration

The | oop-free convergence nmechani sm shoul d specify the action to be
taken if a tinmer change (only) nessage and a topol ogy change nessage
are independently generated during the hold-off time. A suitable
action would be to take the sane action that woul d be taken if two
uncorrel ated t opol ogy changes occurred in the network.
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Al'l routers that support |oop-free convergence nust advertise a | oop-
free convergence delay tinme. The |oop-free convergence nechani sm
nmust specify the action to be taken if a router does not advertise a
conver gence delay tine.

B.4. Security Considerations Related to Router Tiner Values

If an abnormally large timer value is proposed by a router, then
there is a danger that the | oop-free convergence process will take an
excessive amount of tine. |If during that time the routing protocol
signals the need for another transition, the |loop-free transition

wi || be abandoned and the default best-case (traditional) convergence
nmechani sm used.

It is still undesirable that the routers select a convergence del ay
time that has an excessive value. The nmaxi rum val ue that can be
specified in the LSP or Link State Advertisement (LSA) is limted
(through the use of a 16-bit field) to about 65 seconds. Wen
sufficient inplenentation experience is gained, an architectural
constant will be specified as the upper linmt of the convergence
del ay timer.
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