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Abstract

Low Power and Lossy Networks (LLNs) are a class of network in which
both the routers and their interconnect are constrained. LLN routers
typically operate with constraints on processing power, nenory, and
energy (battery power). Their interconnects are characterized by
high loss rates, low data rates, and instability. LLNs are conprised
of anything froma few dozen to thousands of routers. Supported
traffic flows include point-to-point (between devices inside the
LLN), point-to-multipoint (froma central control point to a subset
of devices inside the LLN), and multi point-to-point (fromdevices
inside the LLN towards a central control point). This docunent
specifies the I Pv6 Routing Protocol for Low Power and Lossy Networks
(RPL), which provides a mechani sm whereby multipoint-to-point traffic
fromdevices inside the LLN towards a central control point as well
as point-to-nultipoint traffic fromthe central control point to the
devices inside the LLN are supported. Support for point-to-point
traffic is also avail abl e.
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1. Introduction

Low power and Lossy Networks (LLNs) consist |largely of constrained
nodes (with limted processing power, nenory, and sonetines energy
when they are battery operated or energy scavenging). These routers
are interconnected by lossy links, typically supporting only | ow data
rates, that are usually unstable with relatively | ow packet delivery
rates. Another characteristic of such networks is that the traffic
patterns are not sinply point-to-point, but in many cases point-to-
mul tipoint or rmultipoint-to-point. Furthernore, such networks may
potentially conprise up to thousands of nodes. These characteristics
of fer unique challenges to a routing solution: the I ETF ROLL worki ng
group has defined application-specific routing requirenments for a

Low power and Lossy Network (LLN) routing protocol, specified in

[ RFC5867], [RFC5826], [RFC5673], and [ RFC5548].

Thi s docunment specifies the IPv6 Routing Protocol for LLNs (RPL).
Not e that al though RPL was specified according to the requirenents
set forth in the aforenentioned requirenent docunents, its use is in
no way limted to these applications.

1.1. Design Principles

RPL was designed with the objective to neet the requirenents spelled
out in [RFC5867], [RFC5826], [RFC5673], and [ RFC5548].

A network may run nultiple instances of RPL concurrently. Each such
i nstance may serve different and potentially antagonistic constraints
or performance criteria. This docunent defines how a single instance
oper at es.

In order to be useful in a wide range of LLN application donains, RPL
separ at es packet processing and forwarding fromthe routing

optim zation objective. Exanples of such objectives include

m nimzing energy, mnimzing |atency, or satisfying constraints.
Thi s docunent describes the node of operation of RPL. O her
conpani on docunents specify routing Objective Functions. A RPL

i mpl enmentation, in support of a particular LLN application, wll

i nclude the necessary Objective Function(s) as required by the
appl i cation.

RPL operations require bidirectional links. 1In sonme LLN scenari os,
those links may exhibit asynmetric properties. It is required that
the reachability of a router be verified before the router can be
used as a parent. RPL expects an external nechanismto be triggered
during the parent selection phase in order to verify link properties
and nei ghbor reachability. Neighbor Unreachability Detection (NUD)
is such a nechanism but alternates are possible, including
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Bi di rectional Forwarding Detection (BFD) [RFC5881] and hints from

| ower layers via Layer 2 (L2) triggers |like [RFC5184]. In a genera
fashion, a detection nechanismthat is reactive to traffic is favored
in order to mnimze the cost of nonitoring |inks that are not being
used.

RPL al so expects an external nechanismto access and transport sone
control information, referred to as the "RPL Packet Information", in
data packets. The RPL Packet Information is defined in Section 11.2
and enabl es the association of a data packet with a RPL I nstance and
the validation of RPL routing states. The RPL option [RFC6553] is an
exanpl e of such mechanism The nechanismis required for all packets
except when strict source routing is used (that is for packets going
Downward in Non-Storing node as detailed further in Section 9), which
by nature prevents endl ess | oops and alleviates the need for the RPL
Packet Information. Future conpani on specifications may propose
alternate ways to carry the RPL Packet Information in the |Pv6
packets and may extend the RPL Packet Information to support

addi tional features.

RPL provides a mechanismto disseninate information over the
dynanmically formed network topol ogy. This dissem nation enables

m ni mal configuration in the nodes, allow ng nodes to operate nostly
aut ononously. This nmechani smuses Trickle [ RFC6206] to optimnize the
di ssenminati on as described in Section 8.3.

In some applications, RPL assenbles topologies of routers that own

i ndependent prefixes. Those prefixes may or may not be aggregatable
depending on the origin of the routers. A prefix that is owned by a
router is advertised as on-1ink

RPL al so introduces the capability to bind a subnet together with a
common prefix and to route within that subnet. A source can inject

i nformati on about the subnet to be dissenm nated by RPL, and that
source is authoritative for that subnet. Because many LLN Iinks have
non-transitive properties, a common prefix that RPL di sseni nates over
t he subnet nust not be advertised as on-1link

In particular, RPL may dissem nate | Pv6 Nei ghbor Di scovery (ND)

i nformati on such as the [RFC4861] Prefix Information Option (PIO and
the [ RFC4191] Route Information Option (RIOQ). ND information that is
di ssem nated by RPL conserves all its original semantics for router
to host, with [imted extensions for router to router, though it is
not to be confused with routing advertisenents and it is never to be
directly redistributed in another routing protocol. A RPL node often
conbi nes host and router behaviors. As a host, it will process the
options as specified in [ RFC4191], [RFC4861], [RFC4862], and

[ RFC6275]. As a router, the RPL node may advertise the information
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fromthe options as required for the specific link, for instance, in
an ND Router Advertisenent (RA) nessage, though the exact operation
is out of scope.

A set of conpani on docunents to this specification will provide
further guidance in the formof applicability statements specifying a
set of operating points appropriate to the Building Autonation, Home
Aut omat i on, Industrial, and Urban application scenari os.

1.2. Expectations of Link-Layer Type

In conpliance with the layered architecture of IP, RPL does not rely
on any particular features of a specific link-layer technology. RPL
is designed to be able to operate over a variety of different |ink

| ayers, including ones that are constrained, potentially |ossy, or
typically utilized in conjunction with highly constrained host or

rout er devices, such as but not limted to, |ow power wireless or PLC
(Power Line Comunication) technol ogies.

I mpl enenters may find [ RFC3819] a useful reference when designing a
link-1ayer interface between RPL and a particul ar |ink-Iayer
t echnol ogy.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in RFC
2119 [ RFC2119].

Additionally, this docunent uses terninology from[RCOLL- TERMS], and
i ntroduces the follow ng term nol ogy:

DAG Directed Acyclic Graph. A directed graph having the property
that all edges are oriented in such a way that no cycles exist.
Al'l edges are contained in paths oriented toward and
term nating at one or nore root nodes.

DAG root: A DAGroot is a node within the DAG that has no outgoi ng
edge. Because the graph is acyclic, by definition, all DAGs
must have at | east one DAG root and all paths terminate at a
DAG r oot .

Destination-Oriented DAG (DODAG : A DAGrooted at a single

destination, i.e., at a single DAG root (the DODAG root) wth
no out goi ng edges.

Wnter, et al. St andards Track [ Page 10]



RFC 6550 RPL March 2012

DODAG root: A DODAG root is the DAG root of a DODAG  The DODAG r oot
may act as a border router for the DODAG in particular, it may
aggregate routes in the DODAG and ray redistribute DODAG routes
into other routing protocols.

Virtual DODAG root: A Virtual DODAG root is the result of two or nore
RPL routers, for instance, 6LoWPAN Border Routers (6LBRs),
coordi nating to synchroni ze DODAG state and act in concert as
if they are a single DODAG root (with nultiple interfaces),
with respect to the LLN. The coordination nost |ikely occurs
bet ween powered devices over a reliable transit link, and the
details of that schenme are out of scope for this specification
(to be defined in future conpani on specifications).

Up: Up refers to the direction fromleaf nodes towards DODAG roots,
foll owi ng DODAG edges. This follows the common term nol ogy
used in graphs and depth-first-search, where vertices further
fromthe root are "deeper" or "down" and vertices closer to the
root are "shallower" or "

up".

Down: Down refers to the direction from DODAG roots towards | eaf
nodes, in the reverse direction of DODAG edges. This follows
the conmon termnm nol ogy used in graphs and depth-first-search
where vertices further fromthe root are "deeper"” or "down" and
vertices closer to the root are "shallower" or "

up".

Rank: A node’s Rank defines the node’s individual position relative
to other nodes with respect to a DODAG root. Rank strictly
increases in the Down direction and strictly decreases in the
Up direction. The exact way Rank is conputed depends on the
DAG s njective Function (OF). The Rank may anal ogously track
a sinple topol ogical distance, nmay be calculated as a function
of link nmetrics, and nmay consider other properties such as
constraints

bj ective Function (OF): An OF defines how routing netrics,
optinization objectives, and related functions are used to
conpute Rank. Furthernore, the OF dictates how parents in the
DODAG are sel ected and, thus, the DODAG formation

hj ective Code Point (OCP): An OCP is an identifier that indicates
whi ch ojective Function the DODAG uses.

RPLI nstancel D A RPLInstancelD is a unique identifier within a

network. DODAGs with the sane RPLInstancel D share the same
hj ective Function
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RPL I nstance: A RPL Instance is a set of one or nore DODAGs that
share a RPLInstancelD. At nost, a RPL node can belong to one
DODAG in a RPL Instance. Each RPL |Instance operates
i ndependently of other RPL |Instances. This docunment describes
operation within a single RPL Instance.

DODAG D: A DODAG D is the identifier of a DODAG root. The DODAA D is
unique within the scope of a RPL Instance in the LLN. The
tupl e (RPLInstancel D, DODAG D) uniquely identifies a DODAG

DODAG Version: A DODAG Version is a specific iteration ("Version") of
a DODAG with a given DODAG D.

DODAGVer si onNunber: A DODAGVer si onNumber is a sequential counter that
is incremented by the root to forma new Version of a DODAG A
DODAG Version is identified uniquely by the (RPLInstancel D,
DODAG D, DODAGVer si onNumber) tupl e.

Coal : The Goal is an application-specific goal that is defined
outside the scope of RPL. Any node that roots a DODAG wil |
need to know about this Goal to decide whether or not the Coal
can be satisfied. A typical Goal is to construct the DODAG
according to a specific Cbjective Function and to keep
connectivity to a set of hosts (e.g., to use an Objective
Function that nminimzes a netric and is connected to a specific
dat abase host to store the collected data).

Grounded: A DODAG i s grounded when the DODAG root can satisfy the
Goal .

Floating: A DODAGis floating if it is not grounded. A floating
DODAG i s not expected to have the properties required to
satisfy the goal. It nmay, however, provide connectivity to
ot her nodes within the DODAG

DODAG parent: A parent of a node within a DODAG is one of the
i medi at e successors of the node on a path towards the DODAG
root. A DODAG parent’s Rank is |ower than the node’'s. (See
Section 3.5.1).

Sub- DODAG The sub- DODAG of a node is the set of other nodes whose
paths to the DODAG root pass through that node. Nodes in the
sub- DODAG of a node have a greater Rank than that node. (See
Section 3.5.1).

Local DODAG Local DODAGs contain one and only one root node, and

they allow that single root node to all ocate and nmanage a RPL
Instance, identified by a |ocal RPLInstancel D, wi thout
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coordi nation with other nodes. Typically, this is done in
order to optimze routes to a destination within the LLN. (See
Section 5).

d obal DODAG A d obal DODAG uses a gl obal RPLInstancel D that may be
coordi nated anong several other nodes. (See Section 5).

DI O DODAG I nfornmati on Object (see Section 6.3)
DAO. Destination Advertisenent Cbject (see Section 6.4)
DI'S: DODAG Information Solicitation (see Section 6.2)
CC. Consistency Check (see Section 6.6)
As they form networks, LLN devices often mx the roles of host and
router when conpared to traditional IP networks. |In this docunent,
"host" refers to an LLN device that can generate but does not forward
RPL traffic; "router" refers to an LLN device that can forward as
well as generate RPL traffic; and "node" refers to any RPL device,
either a host or a router

3. Protocol Overview

The aimof this section is to describe RPL in the spirit of
[ RFC4101]. Protocol details can be found in further sections.

3.1. Topol ogi es

This section describes the basic RPL topol ogies that nay be forned,
and the rules by which these are constructed, i.e., the rules
governi ng DODAG formati on.

3.1.1. Constructing Topol ogi es

LLNs, such as Radi o Networks, do not typically have predefined
topol ogi es, for exanple, those inposed by point-to-point wires, so
RPL has to discover links and then sel ect peers sparingly.

In many cases, because Layer 2 ranges overlap only partially, RPL
forns non-transitive / Non-Broadcast Milti-Access (NBMA) network
t opol ogi es upon which it conputes routes.

RPL routes are optimized for traffic to or fromone or nore roots

that act as sinks for the topology. As a result, RPL organizes a
topology as a Directed Acyclic Graph (DAG that is partitioned into
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3.

3.

one or nore Destination Oriented DAGs (DODAGs), one DODAG per sink.
If the DAG has multiple roots, then it is expected that the roots are
federated by a common backbone, such as a transit I|ink.

1.2. RPL ldentifiers
RPL uses four values to identify and maintain a topol ogy:

o The first is a RPLInstancelD. A RPLInstancelD identifies a set of
one or nore Destination Oriented DAGs (DODAGs). A network may
have mul ti pl e RPLInstancel Ds, each of which defines an i ndependent
set of DODAGs, which nmay be optim zed for different bjective
Functions (OFs) and/or applications. The set of DODAGs identified
by a RPLInstancelDis called a RPL Instance. Al DODAGs in the
sane RPL | nstance use the same OF.

0 The second is a DODAG D. The scope of a DODAA D is a RPL
I nstance. The conbi nation of RPLInstancel D and DODAG D uni quel y
identifies a single DODAG in the network. A RPL Instance nmay have
mul ti pl e DODAGs, each of which has an uni que DODAG D.

o The third is a DODAGVersi onNunber. The scope of a
DODAGVer si onNunber is a DODAG. A DODAG i s sonetinmes reconstructed
fromthe DODAG root, by increnenting the DODAGVersi onNunber. The
conbi nati on of RPLInstancel D, DODAG D, and DODAGVer si onNunber
uni quely identifies a DODAG Versi on.

o The fourth is Rank. The scope of Rank is a DODAG Version. Rank
establishes a partial order over a DODAG Version, defining
i ndi vi dual node positions with respect to the DODAG root.

1.3. Instances, DODAGs, and DODAG Versions

A RPL Instance contains one or nore DODAG roots. A RPL Instance may
provide routes to certain destination prefixes, reachable via the
DODAG roots or alternate paths within the DODAG  These roots may
operate independently, or they nmay coordinate over a network that is
not necessarily as constrained as an LLN.

A RPL Instance may conpri se:
0 a single DODAG with a single root
*  For exanple, a DODAG optinized to mninize |atency rooted at a

single centralized Iighting controller in a Hone Automation
appl i cation.
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o multiple uncoordi nated DODAGs with independent roots (differing
DODAG Ds)

*  For exanple, nultiple data collection points in an urban data
collection application that do not have suitable connectivity
to coordinate with each other or that use the formation of
mul ti ple DODAGs as a neans to dynanically and autononously
partition the network.

0 a single DODAG with a virtual root that coordinates LLN sinks
(with the sane DODAG D) over a backbone networKk.

*  For exanple, nultiple border routers operating with a reliable
transit link, e.g., in support of an | Pv6 Low Power Wreless
Personal Area Network (6LOWPAN) application, that are capable
of acting as logically equivalent interfaces to the sink of the
same DODAG

0 a conbination of the above as suited to sone application scenario.

Each RPL packet is associated with a particular RPLInstancel D (see
Section 11.2) and, therefore, RPL Instance (Section 5). The

provi sioni ng or autonmated di scovery of a mapping between a

RPLI nstancel D and a type or service of application traffic is out of
scope for this specification (to be defined in future conpanion
speci fications).

Figure 1 depicts an exanple of a RPL Instance conprising three DODAGs
with DODAG roots R1, R2, and R3. Each of these DODAG roots
advertises the sane RPLInstancelD. The |ines depict connectivity

bet ween parents and chil dren.

Fi gure 2 depicts how a DODAGVersi onNunber increnment |eads to a new
DODAG Version. This depiction illustrates a DODAGVer si onNunber
increment that results in a different DODAG topol ogy. Note that a
new DODAG Versi on does not always inply a different DODAG topol ogy.
To accommodat e certain topol ogy changes requires a new DODAG Versi on,
as described later in this specification.

In the foll owi ng exanples, please note that tree-like structures are

depicted for sinplicity, although the DODAG structure allows for each
node to have nultiple parents when the connectivity supports it.
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Figure 1: RPL Instance
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Fi gure 2: DODAG Version
3.2. Upward Routes and DODAG Construction
RPL provisions routes Up towards DODAG roots, form ng a DODAG
optinm zed according to an bjective Function (OF). RPL nodes

construct and naintain these DODAGs through DODAG | nformati on bject
(DI O nessages.

Wnter, et al. St andards Track [ Page 16]



RFC 6550 RPL March 2012

3.2.1. bjective Function (OF)

The bjective Function (OF) defines how RPL nodes sel ect and optini ze
routes within a RPL Instance. The OF is identified by an bjective
Code Point (OCP) within the DI O Configuration option. An OF defines
how nodes translate one or nore netrics and constraints, which are

t hensel ves defined in [ RFC6551], into a value called Rank, which
approxi mates the node’s distance froma DODAG root. An OF al so

defi nes how nodes select parents. Further details may be found in
Section 14, [RFC6551], [RFC6552], and rel ated conpani on

speci fications.

3.2.2. DODAG Repair

A DODAG root institutes a global repair operation by increnenting the
DODAGVer si onNunber. This initiates a new DODAG Version. Nodes in

t he new DODAG Version can choose a new position whose Rank is not
constrained by their Rank within the ol d DODAG Version

RPL al so supports nechanisns that nay be used for local repair within
t he DODAG Version. The DI O nessage specifies the necessary
paraneters as configured fromand controlled by policy at the DODAG
root.

3.2.3. Security

RPL supports nessage confidentiality and integrity. It is designed
such that |ink-Iayer mechani sms can be used when avail abl e and
appropriate; yet, in their absence, RPL can use its own nechani sns.
RPL has three basic security nopdes.

In the first, called "unsecured", RPL control nessages are sent

wi t hout any additional security nechanisns. Unsecured node does not
inmply that the RPL network is unsecure: it could be using other
present security primtives (e.g., link-layer security) to neet
application security requirenents.

In the second, called "preinstalled', nodes joining a RPL |Instance
have preinstalled keys that enable themto process and generate
secured RPL nessages.

The third node is called "authenticated". In authenticated node,
nodes have preinstalled keys as in preinstalled node, but the
preinstalled key may only be used to join a RPL Instance as a | eaf.
Joining an authenticated RPL Instance as a router requires obtaining
a key froman authentication authority. The process by which this
key is obtained is out of scope for this specification. Note that
this specification al one does not provide sufficient detail for a RPL
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i mpl enentation to securely operate in authenticated node. For a RPL
i npl enentation to operate securely in authenticated node, it is
necessary for a future conpani on specification to detail the
mechani sms by whi ch a node obtai ns/requests the authentication
material (e.g., key, certificate) and to determ ne from where that
materi al shoul d be obtained. See also Section 10. 3.

3.2.4. Gounded and Fl oati ng DODAGs

DODAGs can be grounded or floating: the DODAG root advertises which
is the case. A grounded DODAG offers connectivity to hosts that are
required for satisfying the application-defined goal. A floating
DODAG i s not expected to satisfy the goal; in nost cases, it only
provides routes to nodes within the DODAG  Fl oati ng DODAGs nay be
used, for exanple, to preserve interconnectivity during repair.

3.2.5. Local DODAGs

RPL nodes can optim ze routes to a destination within an LLN by
formi ng a Local DODAG whose DODAG root is the desired destination
Unli ke gl obal DAGs, which can consist of nultiple DODAGs, |ocal DAGs
have one and only one DODAG and t herefore one DODAG root. Loca
DODAGs can be constructed on denand.

3.2.6. Administrative Preference

An i nmpl enent ati on/ depl oynent nay specify that some DODAG roots shoul d
be used over others through an adm nistrative preference.

Adm nistrative preference offers a way to control traffic and

engi neer DODAG formation in order to better support application

requi renents or needs.

3.2.7. Data-Path Validation and Loop Detection

The | ow power and | ossy nature of LLNs notivates RPL's use of on-
demand | oop detection using data packets. Because data traffic can
be infrequent, nmaintaining a routing topology that is constantly up
to date with the physical topology can waste energy. Typical LLNs
exhi bit variations in physical connectivity that are transient and

i nnocuous to traffic, but that would be costly to track closely from
the control plane. Transient and infrequent changes in connectivity
need not be addressed by RPL until there is data to send. This
aspect of RPL's design draws fromexisting, highly used LLN protocols
as well as extensive experinental and depl oynment evidence on its
efficacy.
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The RPL Packet Information that is transported with data packets

i ncludes the Rank of the transmitter. An inconsistency between the
routing decision for a packet (Upward or Downward) and the Rank

rel ati onship between the two nodes indicates a possible loop. On
recei ving such a packet, a node institutes a |local repair operation

For exanple, if a node receives a packet flagged as noving in the
Upward direction, and if that packet records that the transmitter is
of a lower (lesser) Rank than the receiving node, then the receiving
node is able to conclude that the packet has not progressed in the
Upward direction and that the DODAG i s inconsistent.

3.2.8. Distributed Al gorithm Operation

A high-1evel overview of the distributed algorithm which constructs
the DODAG is as follows:

0 Sone nodes are configured to be DODAG roots, with associ ated DODAG
configurations.

0 Nodes advertise their presence, affiliation with a DODAG routing
cost, and related nmetrics by sending link-local nulticast D O
messages to all-RPL-nodes.

0 Nodes listen for DIGCs and use their information to join a new
DODAG (t hus, selecting DODAG parents), or to mmintain an existing
DODAG, according to the specified Objective Function and Rank of
t hei r nei ghbors.

0 Nodes provision routing table entries, for the destinations
specified by the D O nessage, via their DODAG parents in the DODAG
Version. Nodes that decide to join a DODAG can provi sion one or
nore DODAG parents as the next hop for the default route and a
nunber of other external routes for the associated instance.

3.3. Downward Routes and Destination Advertisenent

RPL uses Destination Advertisenment bject (DAO nessages to establish
Downward routes. DAO nessages are an optional feature for
applications that require point-to-nultipoint (P2MP) or point-to-
point (P2P) traffic. RPL supports two nodes of Downward traffic:
Storing (fully stateful) or Non-Storing (fully source routed); see
Section 9. Any given RPL Instance is either storing or non-storing.
In both cases, P2P packets travel Up toward a DODAG root then Down to
the final destination (unless the destination is on the Upward
route). In the Non-Storing case, the packet will travel all the way
to a DODAG root before traveling Down. 1In the Storing case, the
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packet may be directed Down towards the destination by a comobn
ancestor of the source and the destination prior to reaching a DODAG
r oot .

As of the witing of this specification, no inplenentation is
expected to support both Storing and Non-Storing nodes of operation
Most inplenentations are expected to support either no Downward
routes, Non-Storing node only, or Storing node only. O her nodes of
operation, such as a hybrid mx of Storing and Non-Storing node, are
out of scope for this specification and may be described in other
conpani on speci ficati ons.

This specification describes a basic nbde of operation in support of
P2P traffic. Note that nore optinized P2P sol utions may be descri bed
i n conmpani on specifications.

3.4. Local DODAGs Route Discovery

Optionally, a RPL network can support on-denand di scovery of DODAGs
to specific destinations within an LLN. Such Local DODAGs behave
slightly differently than G obal DODAGs: they are uniquely defined by
the conbination of DODAG D and RPLI nstancel D. The RPLInstancel D
denotes whether a DODAG is a Local DODAG

3.5. Rank Properties

The Rank of a node is a scalar representation of the [ocation of that
node within a DODAG Version. The Rank is used to avoid and detect

| oops and, as such, nust denonstrate certain properties. The exact
calculation of the Rank is left to the bjective Function. Even

t hough the specific conputation of the Rank is left to the ojective
Function, the Rank must inpl enent generic properties regardl ess of
the ojective Function

In particular, the Rank of the nodes nust nonotonically decrease as

t he DODAG Version is followed towards the DODAG destination. In that
regard, the Rank can be considered a scal ar representation of the

| ocation or radius of a node within a DODAG Version.

The details of how the (bjective Function conputes Rank are out of
scope for this specification, although that conputation nmay depend,
for exanple, on parents, link nmetrics, node netrics, and the node
configuration and policies. See Section 14 for nore information.

The Rank is not a path cost, although its value can be derived from

and influenced by path nmetrics. The Rank has properties of its own
that are not necessarily those of all netrics:
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Type: The Rank is an abstract nuneric val ue.

Function: The Rank is the expression of a relative position within a
DODAG Version with regard to neighbors, and it is not
necessarily a good indication or a proper expression of a
di stance or a path cost to the root.

Stability: The stability of the Rank deternines the stability of the
routing topol ogy. Some danpening or filtering is RECOVWENDED
to keep the topol ogy stable; thus, the Rank does not
necessarily change as fast as sone link or node netrics woul d.
A new DODAG Version would be a good opportunity to reconcile
the di screpancies that mght formover tine between netrics and
Ranks within a DODAG Version

Properties: The Rank is increnented in a strictly nonotonic fashion,
and it can be used to validate a progression fromor towards
the root. A netric, like bandwidth or jitter, does not
necessarily exhibit this property.

Abstract: The Rank does not have a physical unit, but rather a range
of increnment per hop, where the assignnent of each increnent is
to be determ ned by the Objective Function

The Rank val ue feeds into DODAG parent selection, according to the
RPL | oop-avoi dance strategy. Once a parent has been added, and a
Rank val ue for the node within the DODAG has been advertised, the
node’s further options with regard to DODAG parent selection and
nmovenent within the DODAG are restricted in favor of |oop avoi dance.

3.5.1. Rank Conparison (DAGRank())

Rank may be thought of as a fixed-point nunber, where the position of
the radi x point between the integer part and the fractional part is
determ ned by M nHopRankl ncrease. M nHopRankl ncrease i s the m ninmum
i ncrease in Rank between a node and any of its DODAG parents. A
DODAG r oot provi sions M nHopRankl ncrease. M nHopRankl ncrease creates
a trade-of f between hop cost precision and the maxi num nunber of hops
a network can support. A very large M nHopRankl ncrease, for exanple,
al l ows precise characterization of a given hop’s effect on Rank but
cannot support many hops.

When an Objective Function conputes Rank, the Objective Function
operates on the entire (i.e., 16-bit) Rank quantity. Wen Rank is
conmpared, e.g., for deternination of parent relationships or |oop
detection, the integer portion of the Rank is to be used. The
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i nteger portion of the Rank is conputed by the DAGRank() nacro as
follows, where floor(x) is the function that evaluates to the
greatest integer less than or equal to x:

DAGRank(rank) = floor(rank/M nHopRankl ncr ease)

For exanple, if a 16-bit Rank quantity is decimal 27, and the

M nHopRankl ncrease is decinmal 16, then DAGRank(27) = floor(1.6875) =
1. The integer part of the Rank is 1 and the fractional part is

11/ 16.

Fol I owi ng the conventions in this docunment, using the nmacro
DAGRank(node) nmay be interpreted as DAGRank(node.rank), where
node.rank is the Rank val ue as nai ntai ned by the node.

A Node A has a Rank less than the Rank of a Node B if DAGRank(A) is
| ess t han DAGRank(B).

A Node A has a Rank equal to the Rank of a Node B if DAGRank(A) is
equal to DAGRank(B).

A Node A has a Rank greater than the Rank of a Node B if DAGRank(A)
is greater than DAGRank(B).

3.5.2. Rank Rel ationships

Rank conputations maintain the follow ng properties for any nodes M
and N that are neighbors in the LLN:

DAGRank(M is | ess than DAGRank(N):

In this case, the position of Mis closer to the DODAG root than
the position of NN Node M nmay safely be a DODAG parent for Node N
wi thout risk of creating a loop. Further, for a Node N, all
parents in the DODAG parent set nust be of a Rank |ess than
DAGRank(N). In other words, the Rank presented by a Node N MJST
be greater than that presented by any of its parents.

DAGRank(M equal s DAGRank(N):

In this case, the positions of Mand N within the DODAG and wi th

respect to the DODAG root are simlar or identical. Routing
through a node with equal Rank may cause a routing loop (i.e., if
t hat node chooses to route through a node with equal Rank as

wel ).
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DAGRank(M is greater than DAGRank(N)

In this case, the position of Mis farther fromthe DODAG r oot
than the position of N. Further, Node Mmay in fact be in the
sub- DODAG of Node N. If Node N selects Node M as DODAG parent,
there is a risk of creating a | oop

As an exanple, the Rank could be conputed in such a way so as to
closely track ETX (expected transnission count, a fairly conmon
routing metric used in LLN and defined in [ RFC6551]) when the netric
that an Objective Function minimzes is ETX, or latency, or in a nore
conplicated way as appropriate to the Ohjective Function being used
within the DODAG

3.6. Routing Metrics and Constraints Used by RPL

Routing netrics are used by routing protocols to conpute shortest
paths. Interior Gateway Protocols (1 GPs) such as IS-1S ([ RFC5120])
and OSPF ([ RFC4915]) use static link nmetrics. Such link netrics can
sinply reflect the bandwi dth or can al so be conputed according to a
pol ynomi al function of several netrics defining different |ink
characteristics. Some routing protocols support nore than one
metric: in the vast majority of the cases, one netric is used per
(sub-)topology. Less often, a second netric nay be used as a
tiebreaker in the presence of Equal Cost Multiple Paths (ECMPS). The
optimzation of nmultiple metrics is known as an NP-conpl ete probl em
and is sonetinmes supported by sone centralized path conputation

engi ne.

In contrast, LLNs do require the support of both static and dynanic
metrics. Furthernore, both |ink and node netrics are required. In
the case of RPL, it is virtually inpossible to define one netric, or
even a conposite nmetric, that will satisfy all use cases.

In addition, RPL supports constraint-based routing where constraints
may be applied to both Iink and nodes. |If a link or a node does not
satisfy a required constraint, it is "pruned" fromthe candidate

nei ghbor set, thus leading to a constrained shortest path.

An Obj ective Function specifies the objectives used to conpute the
(constrained) path. Furthernore, nodes are configured to support a
set of nmetrics and constraints and select their parents in the DODAG
according to the netrics and constraints advertised in the DO
nmessages. Upstream and Downstream netrics nay be merged or

adverti sed separately depending on the OF and the nmetrics. Wen they
are advertised separately, it nay happen that the set of DI O parents
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is different fromthe set of DAO parents (a DAO parent is a node to
whi ch uni cast DAO nessages are sent). Yet, all are DODAG parents
with regard to the rules for Rank conputation

The ojective Function is decoupled fromthe routing netrics and
constraints used by RPL. Wiereas the OF dictates rules such as DODAG
parent selection, |oad balancing, and so on, the set of netrics
and/or constraints used, and thus those that determine the preferred
path, are based on the information carried within the DAG contai ner
option in DI O nessages.

The set of supported |ink/node constraints and nmetrics is specified
in [ RFC6551] .

Exanpl e 1. Shortest path: path offering the shortest end-to-end
del ay.

Exanpl e 2: Shortest Constrained path: the path that does not traverse
any battery-operated node and that optimnizes the path
reliability.

3.7. Loop Avoi dance

RPL tries to avoid creating | oops when undergoi ng topol ogy changes
and i ncl udes Rank-based data-path validati on nechanisns for detecting
| oops when they do occur (see Section 11 for nore details). In
practice, this neans that RPL guarantees neither |oop-free path

sel ection nor tight delay convergence tinmes, but it can detect and
repair a loop as soon as it is used. RPL uses this |oop detection to
ensure that packets nake forward progress w thin the DODAG Version
and trigger repairs when necessary.

3.7.1. Geediness and Instability

A node is greedy if it attenpts to nove deeper (increase Rank) in the
DODAG Version in order to increase the size of the parent set or

i mprove sone other netric. Once a node has joined a DODAG Version
RPL di sallows certain behaviors, including greediness, in order to
prevent resulting instabilities in the DODAG Version

Suppose a node is willing to receive and process a D O nessage froma
node in its own sub-DODAG and, in general, a node deeper than itself.
In this case, a possibility exists that a feedback |oop is created,
wherein two or nore nodes continue to try and nove in the DODAG
Version while attenpting to optinize against each other. In sone
cases, this will result ininstability. It is for this reason that
RPL limts the cases where a node may process DI O messages from
deeper nodes to sone formof local repair. This approach creates an
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"event horizon", whereby a node cannot be influenced beyond sone
limt into an instability by the action of nodes that nmay be in its
own sub- DODAG

3.7.1.1. Exanple: Geedy Parent Selection and Instability

(A (A (A
|\ |\ |\
| “----- | “----- . | “-----
\ | \ I \
(B) (O (B) |\ I 50)
fe---- | | o----- ’
\ |/
(O (B)
- 1- -2- - 3-

Figure 3: G eedy DODAG Parent Sel ection

Figure 3 depicts a DODAG in three different configurations. A usable
link between (B) and (C) exists in all three configurations. In
Figure 3-1, Node (A) is a DODAG parent for Nodes (B) and (C). In
Figure 3-2, Node (A) is a DODAG parent for Nodes (B) and (C), and
Node (B) is also a DODAG parent for Node (C). In Figure 3-3, Node
(A) is a DODAG parent for Nodes (B) and (C), and Node (C) is also a
DODAG parent for Node (B).

If a RPL node is too greedy, in that it attenpts to optimze for an
addi ti onal nunber of parents beyond its nost preferred parents, then
an instability can result. Consider the DODAG illustrated in

Figure 3-1. In this exanple, Nodes (B) and (C) may nost prefer Node
(A) as a DODAG parent, but we will consider the case when they are
operating under the greedy condition that will try to optimze for
two parents.

0 Let Figure 3-1 be the initial condition.

0 Suppose Node (C) first is able to |l eave the DODAG and rejoin at a
| ower Rank, taking both Nodes (A) and (B) as DODAG parents as
depicted in Figure 3-2. Now Node (C) is deeper than both Nodes
(A) and (B), and Node (C) is satisfied to have two DODAG parents.

0 Suppose Node (B), inits greediness, is willing to receive and

process a Dl O nessage from Node (C) (against the rules of RPL),
and then Node (B) |eaves the DODAG and rejoins at a | ower Rank,
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taki ng both Nodes (A) and (C) as DODAG parents. Now Node (B) is
deeper than both Nodes (A) and (C) and is satisfied with two DAG

parents.

o Then, Node (C), because it is also greedy, will leave and rejoin
deeper, to again get two parents and have a | ower Rank then both
of them

0 Next, Node (B) will again |leave and rejoin deeper, to again get
two parents.

0 Again, Node (C) |eaves and rejoins deeper.

0 The process will repeat, and the DODAG wi || oscillate between
Figure 3-2 and Figure 3-3 until the nodes count to infinity and
restart the cycl e again.

o0 This cycle can be averted through nechanisns in RPL:

* Nodes (B) and (C) stay at a Rank sufficient to attach to their
nost preferred parent (A) and don’t go for any deeper (worse)
alternate parents (Nodes are not greedy).

* Nodes (B) and (C) do not process DI O nessages from nodes deeper
than thensel ves (because such nodes are possibly in their own
sub- DODAGs) .

These nechani sns are further described in Section 8.2.2.4.
3.7.2. DODAG Loops

A DODAG | oop may occur when a node detaches fromthe DODAG and
reattaches to a device in its prior sub-DODAG In particular, this
may happen when DI O nessages are missed. Strict use of the
DODAGVer si onNunber can elimnate this type of |oop, but this type of
| oop may possi bly be encountered when using sone |ocal repair
nmechani sns.

For exanpl e, consider the local repair mechanismthat allows a node
to detach fromthe DODAG advertise a Rank of | NFI NI TE_RANK (in order
to poison its routes / informits sub-DODAG, and then reattach to
the DODAG. I n sone of these cases, the node may reattach to its own
prior-sub- DODAG causi ng a DODAG | oop, because the poisoning nmay fail
if the INFINI TE_RANK advertisements are lost in the LLN environnent.
(I'n this case, the Rank-based data-path validation nechani sns woul d
eventual ly detect and trigger correction of the |oop).

Wnter, et al. St andards Track [ Page 26]



RFC 6550 RPL March 2012

3.7.3. DAO Loops

A DAO | oop may occur when the parent has a route installed upon

recei ving and processing a DAO nessage froma child, but the child
has subsequently cleaned up the related DAO state. This | oop happens
when a No-Path (a DAO nessage that invalidates a previously announced
prefix, see Section 6.4.3) was nissed and persists until all state
has been cl eaned up. RPL includes an optional nechanismto

acknow edge DAO nessages, which may nitigate the inpact of a single
DAO nessage being m ssed. RPL includes | oop detection nechani sns
that mitigate the inpact of DAO | oops and trigger their repair. (See
Section 11.2.2.3.)

4., Traffic Flows Supported by RPL

RPL supports three basic traffic flows: multipoint-to-point (MP2P)
poi nt-to-multipoint (P2MP), and point-to-point (P2P)

4.1. Miltipoint-to-Point Traffic

Mul tipoint-to-point (MP2P) is a dominant traffic flowin many LLN
applications ([ RFC5867], [RFC5826], [RFC5673], and [ RFC5548]). The
destinations of MP2P flows are designated nodes that have sone
application significance, such as providing connectivity to the

| arger Internet or core private | P network. RPL supports MP2P
traffic by allowi ng MP2P destinations to be reached via DODAG roots.

4.2. Point-to-Miltipoint Traffic

Point-to-nmultipoint (P2MP) is a traffic pattern required by severa
LLN applications ([ RFC5867], [RFC5826], [RFC5673], and [ RFC5548]).
RPL supports P2MP traffic by using a destination advertisenent
mechani smt hat provisions Down routes toward destinations (prefixes,
addresses, or nulticast groups), and away fromroots. Destination
adverti senents can update routing tables as the underlyi ng DODAG

t opol ogy changes.

4. 3. Point-to-Point Traffic

RPL DODAGs provide a basic structure for point-to-point (P2P)

traffic. For a RPL network to support P2P traffic, a root mnust be
able to route packets to a destination. Nodes within the network may
al so have routing tables to destinations. A packet flows towards a
root until it reaches an ancestor that has a known route to the
destination. As pointed out later in this docunent, in the nost
constrai ned case (when nodes cannot store routes), that comon
ancestor may be the DODAG root. 1In other cases, it may be a node
closer to both the source and destination
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RPL al so supports the case where a P2P destination is a 'one-hop’
nei ghbor .

RPL nei ther specifies nor precludes additional nechanisns for
computing and installing potentially nore optimal routes to support
arbitrary P2P traffic.

5. RPL | nstance

Wthin a given LLN, there may be multiple, logically independent RPL
Instances. A RPL node may belong to nultiple RPL Instances, and it
may act as a router in sone and as a leaf in others. This docunent
descri bes how a single instance behaves.

There are two types of RPL Instances: Local and dobal. RPL divides
the RPLI nstancel D space between d obal and Local instances to all ow
for both coordinated and unilateral allocation of RPLInstancelDs.

G obal RPL Instances are coordinated, have one or nore DODAGs, and
are typically long-lived. Local RPL Instances are always a single
DODAG whose si ngul ar root owns the correspondi ng DODAG D and

al l ocates the local RPLInstancelD in a unilateral manner. Local RPL
I nstances can be used, for exanple, for constructing DODAGs in
support of a future on-demand routing solution. The node of
operation of Local RPL Instances is out of scope for this
specification and nmay be described in other conpani on specifications.

The definition and provisioning of RPL |Instances are out of scope for
this specification. GQCuidelines may be application and inplenentation
specific, and they are expected to be elaborated in future conpanion
specifications. Those operations are expected to be such that data
packets coning fromthe outside of the RPL network can unanbi guously
be associated to at | east one RPL Instance and be safely routed over
any instance that would match the packet.

Control and data packets within RPL network are tagged to
unanbi guously identify of which RPL Instance they are a part.

Every RPL control nessage has a RPLInstancel D field. Sonme RPL
control nessages, when referring to a local RPLInstancel D as defined
bel ow, may al so i ncl ude a DODAQ D.

Dat a packets that flow within the RPL network expose the

RPLI nstancel D as part of the RPL Packet Information that RPL
requires, as further described in Section 11.2. For data packets
comi ng fromoutside the RPL network, the ingress router determn nes
the RPLInstancel D and places it into the resulting packet that it
injects into the RPL network.
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5.1. RPL I nstance ID

A gl obal RPLI nstancel D MUST be unique to the whole LLN. Mechanisns
for allocating and provisioning gl obal RPLInstancelD are out of scope
for this specification. There can be up to 128 d obal instance in
the whol e network. Local instances are always used in conjunction
with a DODAG D (which is either given explicitly or inplicitly in
some cases), and up 64 Local instances per DODAG D can be supported.
Local instances are allocated and nanaged by the node that owns the
DODAG D, without any explicit coordination with other nodes, as
further detail ed bel ow

A global RPLInstancelD is encoded in a RPLInstancelD field as
fol | ows:

01234567
R ol ok I S SN e
| O] I D | dobal RPLInstancelD in 0..127
Tk St SR S S S

Figure 4: RPLInstancelD Field Format for d obal I|nstances

A local RPLInstancelD is autoconfigured by the node that owns the
DODAG D and it MJST be unique for that DODAG D. The DODAA D used to
configure the local RPLInstancel D MUST be a reachable | Pv6 address of
the node, and it MJST be used as an endpoint of all conmmunications
within that Local instance.

A local RPLInstancelD is encoded in a RPLInstancelD field as foll ows:

01234567
R e e s
| 1] O] ID | Local RPLInstancelD in 0..63
+- - - - - - - -+

Figure 5: RPLInstancelD Field Format for Local Instances

The 'D flag in a local RPLInstancelD is always set to 0 in RPL
control nmessages. It is used in data packets to indicate whether the
DODAG D is the source or the destination of the packet. |If the 'D
flag is set to 1, then the destination address of the |IPv6 packet
MUST be the DODAG D. |If the 'D flag is cleared, then the source
address of the I Pv6 packet MUST be t he DODAG D.

For exanple, consider a Node A that is the DODAG root of a Local RPL
I nstance, and has allocated a | ocal RPLInstancelD. By definition,
all traffic traversing that Local RPL Instance will either originate
or termnate at Node A. In this case, the DODAG D will be the
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reachabl e |1 Pv6 address of Node A. Al traffic will contain the
address of Node A, and thus the DODAG D, in either the source or
destination address. Thus, the |local RPLInstancel D nmay indicate that
the DODAA D is equivalent to either the source address or the
destination address by setting the 'D flag appropriately.

6. |1CwWv6 RPL Control Message

Thi s docunent defines the RPL control nessage, a new | CMPv6 [ RFC4443]
message. A RPL control nessage is identified by a code and conposed
of a base that depends on the code (and a series of options).

Most RPL control nessages have the scope of a link. The only
exception is for the DAO/ DAO ACK nessages in Non-Storing node,

whi ch are exchanged using a uni cast address over nultiple hops and

t hus uses gl obal or unique-local addresses for both the source and
destination addresses. For all other RPL control nessages, the
source address is a link-1ocal address, and the destination address
is either the all-RPL-nodes nulticast address or a link-local unicast
address of the destination. The all-RPL-nodes nmulticast address is a
new address with a value of ff02::1a.

In accordance with [ RFC4443], the RPL Control Message consists of an
| CMPv6 header followed by a nmessage body. The nessage body is
conpri sed of a nmessage base and possibly a nunber of options as
illustrated in Figure 6.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| Type | Code | Checksum
B Lt r s i i i o o T s ks S R S

! Base !
ir- i R i i TR i R it i ot e S e S e R S e o o o o +-:+
Option(s)

.+- B S T T o o S o N T T I S i S e +-.+

Figure 6: RPL Control Message

The RPL control nessage is an | CWPv6 information nessage with a Type
of 155.
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The Code field identifies the type of RPL control nessage. This
docunent defines codes for the following RPL control nessage types
(see Section 20.2)):

0 0x00: DODAG Information Solicitation (Section 6.2)

0 O0x01: DODAG Information Object (Section 6.3)

0 0x02: Destination Advertisenent Object (Section 6.4)

0 O0x03: Destination Advertisenent Object Acknow edgment
(Section 6.5)

0 0x80: Secure DODAG Information Solicitation (Section 6.2.2)
0 0x81: Secure DODAG Information bject (Section 6.3.2)
0 0x82: Secure Destination Advertisement (Cbject (Section 6.4.2)

0 O0x83: Secure Destination Advertisement Cbject Acknow edgnent
(Section 6.5.2)

0 Ox8A: Consistency Check (Section 6.6)

If a node receives a RPL control nessage with an unknown Code fi el d,
t he node MJUST di scard the message without any further processing, MAY
rai se a managenent alert, and MJUST NOT send any nmessages in response.

The checksumis conputed as specified in [RFC4443]. It is set to
zero for the RPL security operations specified bel ow and conput ed
once the rest of the content of the RPL nessage including the
security fields is all set.

The high order bit (0x80) of the code denotes whether the RPL nmessage

has security enabled. Secure RPL nmessages have a format to support
confidentiality and integrity, illustrated in Figure 7.
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The

0 1 2 3
01234567890123456789012345678901
T i i S i i S S e b s

| Type | Code | Checksum
B T e o i S I i i S S N iy St S I S S

! Security !
:|-- B e e T o o e O e i el g T S S i ot T T e TR S +-:|-
Base
:|-- B i e i e e e e i i e S R S e e e +-:|-
Option(s)

:I-- B T i s S o I Th T i S S S S S S S S S T +-:|-

Figure 7: Secure RPL Control Message

remai nder of this section describes the currently defined RPL

control mnmessage Base formats followed by the currently defined RPL
Control Message options.

6.1. RPL Security Fields

Each RPL nessage has a secure variant. The secure variants provide
integrity and replay protection as well as optional confidentiality

and
wel |

del ay protection. Because security covers the base nmessage as
as options, in secured nessages the security information lies

bet ween the checksum and base, as shown in Figure 7.

The

| evel of security and the algorithms in use are indicated in the

prot ocol messages as described bel ow
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| T| Reserved | Algorithm |KIM Resvd| LVL | Fl ags

B T e o i S I i i S S N iy St S I S S
| Count er |
e e i i e T S i S e e e R
I I
. Key Identifier .
:I-- B T i s S o I Th T i S S S S S S S S S T +-:|-

Figure 8: Security Section

Message Aut hentication Codes (MACs) and signatures provide

aut henti cation over the entire unsecured | CVWPv6 RPL control nessage,
including the Security section with all fields defined, but with the
| CMPv6 checksumtenporarily set to zero. Encryption provides
confidentiality of the secured RPL | CMPv6 nessage starting at the
first byte after the Security section and continuing to the last byte
of the packet. The security transformation yields a secured | CMPv6
RPL nmessage with the inclusion of the cryptographic fields (MAC
signature, etc.). In other words, the security transformation itself
(e.g., the Signature and/or Algorithmin use) will detail howto

i ncorporate the cryptographic fields into the secured packet. The
Security section itself does not explicitly carry those cryptographic
fields. Use of the Security section is further detailed in Sections
19 and 10.

Counter is Tine (T): If the counter’s Tine flag is set, then the
Counter fieldis a tinestanp. |If the flag is cleared, then the
counter is an increnenting counter. Section 10.5 describes the
details of the 'T' flag and Counter field.

Reserved: 7-bit unused field. The field MJST be initialized to zero
by the sender and MJST be ignored by the receiver

Security Algorithm (Algorithn): The Security Algorithmfield

specifies the encryption, MAC, and signature scheme the network
uses. Supported values of this field are as foll ows:
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S e e e e o e e e e e e e i e oo +
| Algorithm| Encryption/MAC | Si gnat ure |
R ook o e e e e e oo +

0 | CCMw th AES-128 | RSA with SHA-256 |
| 1- 255 | Unassi gned | Unassi gned |
[ S o e +

Figure 9: Security Al gorithm (Al gorithm Encoding
Section 10.9 describes the algorithns in greater detail.

Key ldentifier Mode (KIM: The Key ldentifier Modde is a 2-bit field
that indicates whether the key used for packet protection is
determined inplicitly or explicitly and indicates the
particul ar representation of the Key ldentifier field. The Key
Identifier Mode is set one of the values fromthe table bel ow
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Key
I dentifier
Length
(octets)

Group key used.
Key deterni ned by Key | ndex
field.

Key Source is not present.
Key I ndex is present.

Per-pair key used.
Key deternined by source
and destination of packet.

+ +
| |
| |
| |
| |
+ +
| |
| |
| |
| |
| |
| |
+ +
| |
| |
| |
| |

| Key Source is not present.
| Key Index is not present. |
----- + +
| |
| |
| |
| |
| |
| |
+ +
| |
| |
| |
| |
| |
| |
| |
| |
+ +

Group key used.
Key determ ned by Key | ndex
and Key Source ldentifier.

Key Source is present.
Key Index is present.

-+t "+ +——— +

Node’ s signhature key used
I f packet is encrypted,

it uses a group key, Key
I ndex and Key Source
speci fy key.

Key Source may be present.
Key I ndex may be present.

Figure 10: Key ldentifier Mde (KIM Encoding

In Mode 3 (KIM=11), the presence or absence of the Key Source and Key
Identifier depends on the Security Level (LVL) described below If
the Security Level indicates there is encryption, then the fields are
present; if it indicates there is no encryption, then the fields are
not present.

Resvd: 3-bit unused field. The field MUST be initialized to zero by
the sender and MJST be ignored by the receiver
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Security Level (LVL): The Security Level is a 3-bit field that

i ndi cates the provided packet protection. This value can be
adapted on a per-packet basis and allows for varying | evels of
data authenticity and, optionally, for data confidentiality.
The KIMfield indicates whether signatures are used and the
meani ng of the Level field. Note that the assigned val ues of
Security Level are not necessarily ordered -- a higher val ue of
LVL does not necessarily equate to increased security. The
Security Level is set to one of the values in the tables bel ow

o e e e e e e m e e e +
| KI M=0O, 1, 2 |
S oo Fome - +
| LWL | Attributes | MAC |
| | | Len |
S o m e e e e e oo [ +
| 0 | MAC- 32 | 4 |
| 1 | ENC- MAC- 32 | 4 |
| 2 | MAC- 64 | 8 |
| 3 | ENC- MAC- 64 | 8

|  4-7 | Unassi gned | NVA
S o m e e e e e oo [ +
i +
| Kl M=3 |
e oo S +

| LVL | Attributes | Sig
| | | Len |
Fomm - S L +

| 0 | Si gn- 3072 | 384

| 1 | ENC-Sign-3072 | 384

| 2 | Si gn- 2048 | 256

| 3 | ENC-Sign-2048 | 256

| 4-7 | Unassigned | NVA
Fomm - S L +

Figure 11: Security Level (LVL) Encoding

The MAC attribute indicates that the nessage has a MAC of the
specified length. The ENC attribute indicates that the nessage is
encrypted. The Sign attribute indicates that the nessage has a
signature of the specified | ength.
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Fl ags: 8-bit unused field reserved for flags. The field MJST be
initialized to zero by the sender and MJST be ignored by the
receiver.

Counter: The Counter field indicates the non-repeating 4-octet val ue
used to construct the cryptographic nechanismthat inplenents
packet protection and allows for the provision of semantic
security. See Section 10.9. 1.

Key ldentifier: The Key ldentifier field indicates which key was used
to protect the packet. This field provides various |evels of
granul arity of packet protection, including peer-to-peer keys,
group keys, and signature keys. This field is represented as
i ndicated by the Key ldentifier Mdde field and is formatted as
fol | ows:

0 1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s
| |

Key Source
:I-- B R i S k ai T o S e e S e e e i ol it ST N TR SR S S S e S +-:|-
Key | ndex
:|-- R i T i e s sl SR S S S S S S S +-:|-
Figure 12: Key ldentifier

Key Source: The Key Source field, when present, indicates the |ogica
identifier of the originator of a group key. Wen present,
this field is 8 bytes in Iength.

Key I ndex: The Key Index field, when present, allows unique
identification of different keys with the sane originator. It
is the responsibility of each key originator to make sure that
actively used keys that it issues have distinct key indices and
that all key indices have a val ue unequal to 0x00. Val ue 0x00
is reserved for a preinstalled, shared key. Wen present this
field is 1 byte in |ength.

Unassi gned bits of the Security section are reserved. They MJST be
set to zero on transnission and MJST be ignored on reception
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6.2. DODAG Infornmation Solicitation (D' S)

The DODAG Information Solicitation (DI'S) nmessage may be used to
solicit a DODAG Information Object froma RPL node. |Its use is

anal ogous to that of a Router Solicitation as specified in |IPv6

Nei ghbor Di scovery; a node may use DIS to probe its nei ghborhood for
near by DODAGs. Section 8.3 describes how nodes respond to a DI S.

6.2.1. Format of the D S Base bject

0 1 2
012345678901234567890123
e i i s e S O e i e ok S ST TR SN B SR S

| Fl ags | Reserved | Option(s)..
R e S S e S e O S i ok ol R R R D e R

Figure 13: The DI S Base bject
Fl ags: 8-bit unused field reserved for flags. The field MJST be

initialized to zero by the sender and MJST be ignored by the
receiver.

Reserved: 8-bit unused field. The field MJST be initialized to zero
by the sender and MJST be ignored by the receiver

Unassigned bits of the DIS Base are reserved. They MJST be set to
zero on transni ssion and MJUST be ignored on reception

6. 2. 2. Secure DI S

A Secure DI S nessage follows the format in Figure 7, where the base
format is the DI'S nessage shown in Figure 13.

6.2.3. DI'S Options
The DI S nessage MAY carry valid options.

This specification allows for the DIS nessage to carry the foll ow ng
options:

0x00 Padil

0x01 PadN

0x07 Solicited Information
6.3. DODAG I nformation Qbject (DO

The DODAG I nformation Object carries information that allows a node
to discover a RPL Instance, learn its configuration paraneters,
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sel ect a DODAG parent set, and nmintain the DODAG

6.3. 1.

+
|
+
|
+
|
+
|
+
|
+
|
+
|
+

Format of the DI O Base (bject

0 1 2 3

01234567890123456789012345678901
B o e e S i e s i i i T e e =
RPLI nst ancel D | Ver si on Nunber | Rank |
Bl o o e e e e e s i i e R S e s
g o] MOP | Prf | DTSN | Fl ags | Reserved |
B S S i i I T et o S S S S S S S S i S -

L
DODAG D |-|-
L
-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+

-4+
Option(s). ..
-4-+

-+
-+ B

Figure 14: The DI O Base bject

Grounded (G : The Grounded 'G flag indicates whether the DODAG

advertised can satisfy the application-defined goal. If the
flag is set, the DODAG is grounded. |If the flag is cleared,
the DODAG is floating.

Mode of Operation (MOP): The Mode of Operation (MOP) field identifies

W nter,

the node of operation of the RPL Instance as administratively
provi sioned at and distributed by the DODAG root. All nodes
who join the DODAG nust be able to honor the MOP in order to
fully participate as a router, or else they nust only join as a
leaf. MOP is encoded as in the figure bel ow
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+-- - - - o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e ee— oo +
| O | No Downward routes maintai ned by RPL |
| 1 | Non-Storing Mdde of Operation |
| 2 | Storing Mbde of Operation with no multicast support |
| 3 | Storing Mode of Operation with nulticast support |
| | |
| | Al other values are unassigned |
F--- - o m e m e e e e e e e e e e e e e e e e e e e e e e e e +

A value of 0 indicates that destination advertisenent nessages are
di sabl ed and the DODAG nai ntains only Upward routes.

Fi gure 15: Mode of Operation (MOP) Encoding

DODAGPr ef erence (Prf): A 3-bit unsigned integer that defines how
preferable the root of this DODAG is conpared to other DODAG
roots within the instance. DAGPreference ranges from 0x00
(least preferred) to O0x07 (nost preferred). The default is O
(least preferred). Section 8.2 describes how DAGPref erence
af fects DI O processing.

Versi on Nunber: 8-bit unsigned integer set by the DODAG root to the
DODAGVer si onNunber. Section 8.2 describes the rules for
DODAGVer si onNunbers and how they affect D O processing.

Rank: 16-bit unsigned integer indicating the DODAG Rank of the node
sendi ng the DI O nessage. Section 8.2 describes how Rank is set
and how it affects DI O processing.

RPLI nstancel D: 8-bit field set by the DODAG root that indicates of
whi ch RPL Instance the DODAG is a part.

Destination Advertisenent Trigger Sequence Nunber (DTSN): 8-bit
unsi gned i nteger set by the node issuing the DI O nessage. The
Destination Adverti senent Trigger Sequence Nunber (DTSN) flag
is used as part of the procedure to naintain Downward routes.
The details of this process are described in Section 9.

Fl ags: 8-bit unused field reserved for flags. The field MJST be
initialized to zero by the sender and MJUST be ignored by the
receiver.

Reserved: 8-bit unused field. The field MJUST be initialized to zero
by the sender and MJST be ignored by the receiver.
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DODAG D: 128-bit |1 Pv6 address set by a DODAG root that uniquely
identifies a DODAG The DODAG D MUST be a routable |IPv6
address bel onging to the DODAG root.

Unassi gned bits of the DI O Base are reserved. They MJST be set to
zero on transm ssion and MJUST be ignored on reception.

6.3.2. Secure D O

A Secure DI O nessage follows the format in Figure 7, where the base
format is the DI O nessage shown in Figure 14.

6.3.3. DIO Options
The DI O nessage MAY carry valid options.

This specification allows for the DI O nessage to carry the foll ow ng
options:

0x00 Padl

0x01 PadN

0x02 DAG Metric Contai ner
0x03 Routing Information
0x04 DODAG Confi guration
0x08 Prefix Information

6.4. Destination Advertisenent Cbject (DAO

The Destination Advertisement Object (DAO is used to propagate
destination infornmation Upward al ong the DODAG I n Storing node, the
DAO nessage is unicast by the child to the selected parent(s). In
Non- St ori ng node, the DAO nessage is unicast to the DODAG root. The
DAO nessage may optionally, upon explicit request or error, be
acknow edged by its destination with a Destination Adverti senent
Acknowl edgenent (DAO ACK) nmessage back to the sender of the DAO
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6.4.1. Format of the DAO Base hject

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
RPLI nst ancel D | K| D| FI ags | Reserved | DACSequence |
B e e i S e e T s i i S T R SR S S S S T S i

DODAG D~

|

+-
| |
+ +
| |
+ +
| |
+ +
| |
I I S i i i S i i N S it Sl I S S
| Option(s)...

T S S S

+

The '*' denotes that the DODAA D is not always present, as described
bel ow.

Fi gure 16: The DAO Base bject

RPLI nstancel D: 8-bit field indicating the topol ogy instance
associated with the DODAG as |earned fromthe DI O

K: The 'K flag indicates that the recipient is expected to send a
DAO- ACK back. (See Section 9.3.)

D: The "D flag indicates that the DODAA D field is present. This
flag MUST be set when a |ocal RPLInstancelD is used.

Fl ags: The 6 bits renmaining unused in the Flags field are reserved
for flags. The field MJUST be initialized to zero by the sender
and MUST be ignored by the receiver.

Reserved: 8-bit unused field. The field MJST be initialized to zero
by the sender and MJST be ignored by the receiver.

DACSequence: Increnented at each uni que DAO nessage from a node and
echoed in the DAO ACK nessage.

DODAG D (optional): 128-bit unsigned integer set by a DODAG root that
uniquely identifies a DODAG This field is only present when
the 'D flag is set. This field is typically only present when
a local RPLInstancelDis in use, in order to identify the
DODAG D that is associated with the RPLInstancel D. Wen a
gl obal RPLInstancelDis in use, this field need not be present.
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Unassi gned bits of the DAO Base are reserved. They MJST be set to
zero on transmi ssion and MJUST be ignored on reception.

6.4. 2. Secure DAO

A Secure DAO nessage follows the format in Figure 7, where the base
format is the DAO nessage shown in Figure 16.

6.4.3. DAO Options
The DAO nessage MAY carry valid options.

This specification allows for the DAO nessage to carry the foll ow ng
options:

0x00 Padi

0x01 PadN

0x05 RPL Tar get

0x06 Transit Information
0x09 RPL Target Descriptor

A special case of the DAO nessage, termed a No-Path, is used in
Storing node to clear Downward routing state that has been

provi si oned through DAO operation. The No-Path carries a Target
option and an associated Transit Infornmation option with a lifetine
of 0x00000000 to indicate a loss of reachability to that Target.

6.5. Destination Advertisenent Cbject Acknow edgenent (DAO ACK)

The DAO- ACK nessage is sent as a unicast packet by a DAO recipient (a
DAO parent or DODAG root) in response to a unicast DAO nessage.
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6.5.1. Format of the DAO ACK Base bject

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| RPLInstancelD |D Reserved | DACSequence | St at us |
B e i S T e i T e S R S e e e s i i T S
| |
+ +
| |
+ DODAG D* +
| |
+ +
| |
B o i T e e T s i i T S TR S e S S i T S g e e
| Option(s). ..

R ol ok I S SN e

+

The '*' denotes that the DODAA D is not always present, as described
bel ow.

Figure 17: The DAO ACK Base bject

RPLI nstancel D: 8-bit field indicating the topol ogy instance
associated with the DODAG as |earned fromthe DI O

D. The 'D flag indicates that the DODAG D field is present. This
woul d typically only be set when a | ocal RPLInstancelD is used.

Reserved: The 7-bit field, reserved for flags.

DACSequence: Incremented at each DAO nessage from a node, and echoed
in the DAO-ACK by the recipient. The DAOSequence is used to
correl ate a DAO nessage and a DAO ACK nessage and is not to be
confused with the Transit Information option Path Sequence that
is associated to a given Target Down the DODAG

Status: Indicates the conpletion. Status 0 is defined as unqualified
acceptance in this specification. The remaining status val ues
are reserved as rejection codes. No rejection status codes are
defined in this specification, although status codes SHOULD be
al | ocated according to the followi ng guidelines in future
speci fications:

0: Unqualified acceptance (i.e., the node receiving the
DAO- ACK is not rejected).
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1-127: Not an outright rejection; the node sending the DAO ACK
iswilling to act as a parent, but the receiving node is
suggested to find and use an alternate parent instead.

127-255: Rejection; the node sending the DAGACK is unwilling to
act as a parent.

DODAG D (optional): 128-bit unsigned integer set by a DODAG root that
uniquely identifies a DODAG This field is only present
when the 'D flag is set. Typically, this field is only
present when a local RPLInstancelDis in use in order to
identify the DODAA D that is associated with the
RPLI nstancel D. When a global RPLInstancelD is in use,
this field need not be present.

Unassi gned bits of the DAO ACK Base are reserved. They MJST be set
to zero on transm ssion and MJST be ignored on reception.

6. 5. 2. Secure DAOC ACK

A Secure DAO ACK nessage follows the format in Figure 7, where the
base format is the DAO ACK nessage shown in Figure 17.

6.5.3. DAO ACK Options

This specification does not define any options to be carried by the
DAO- ACK message.

6.6. Consistency Check (CC)

The CC nessage is used to check secure nessage counters and i ssue
chal | enge-responses. A CC nessage MUST be sent as a secured RPL
nessage.
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6.6.1. Format of the CC Base Object

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
RPLI nst ancel D | R| FI ags | CC Nonce |
B e e i S e e T s i i S T R SR S S S S T S i

DODAG D

— +— +— +—

e T Lt e e T e S el o o b oI S SRR S
Desti nati on Counter |
B i s s i S S i S T ai i S SRS S S
Option(s). ..
B S SR

|
+-
|
+

|
+

|
+

|
+-
|
+-+
|
+-

+
Fi gure 18: The CC Base bject

RPLI nstancel D: 8-bit field indicating the topol ogy instance
associated with the DODAG as |earned fromthe D O

R The 'R flag indicates whether the CC nessage is a response. A
message with the 'R flag cleared is a request; a nmessage with
the "R flag set is a response.

Fl ags: The 7 bits remaining unused in the Flags field are reserved
for flags. The field MJUST be initialized to zero by the sender
and MUST be ignored by the receiver.

CC Nonce: 16-bit unsigned integer set by a CC request. The
correspondi ng CC response includes the same CC nonce val ue as
t he request.

DODAQ D: 128-bit field, contains the identifier of the DODAG root.

Destination Counter: 32-bit unsigned integer value indicating the
sender’s estinmate of the destination’s current security counter
value. |f the sender does not have an estimate, it SHOULD set
the Destination Counter field to zero.

Unassi gned bits of the CC Base are reserved. They MJST be set to
zero on transm ssion and MJST be ignored on reception.
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The Destination Counter value allows new or recovered nodes to
resynchroni ze through CC nessage exchanges. This is inportant to
ensure that a Counter value is not repeated for a given security key
even in the event of devices recovering froma failure that created a
| oss of Counter state. For exanple, where a CC request or other RPL
nmessage is received with an initialized counter within the nessage
Security section, the provision of the Incom ng Counter within the CC
response nessage allows the requesting node to reset its Qutgoing
Counter to a value greater than the |last val ue received by the
respondi ng node; the Incom ng Counter will also be updated fromthe
recei ved CC response.

6.6.2. CC Options

This specification allows for the CC nessage to carry the follow ng
options:

0x00 Padl
0x01 PadN

6.7. RPL Control Message Options
6.7.1. RPL Control Message Option Generic Format
RPL Control Message options all follow this fornat:
0 1 2

012345678901234567890123
i S T i S S e e e e -

| Option Type | Option Length | Option Data
B e i i S e s i ST TS

Figure 19: RPL Option Generic Fornat

Option Type: 8-bit identifier of the type of option. The Option Type
val ues are assigned by | ANA (see Section 20.4.)

Option Length: 8-bit unsigned integer, representing the length in
octets of the option, not including the Option Type and Length
fields.

Option Data: A variable length field that contains data specific to
t he option.
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When processing a RPL nessage contai ning an option for which the
Option Type value is not recogni zed by the receiver, the receiver
MUST silently ignore the unrecogni zed option and continue to process
the follow ng option, correctly handling any remai ning options in the
nessage.

RPL nessage options may have alignnent requirenments. Follow ng the
convention in I Pv6, options with alignnent requirenents are aligned
in a packet such that nmulti-octet values within the Option Data field
of each option fall on natural boundaries (i.e., fields of width n
octets are placed at an integer nultiple of n octets fromthe start
of the header, for n =1, 2, 4, or 8).

6.7.2. Padl

The Padl option MAY be present in DS, DO DAO DAO ACK, and CC
messages, and its format is as foll ows:

0
01234567
+- - - - - - - -+

| Type = 0x00
+- - - - - - - -

Fi gure 20: Format of the Padl Option

The Padl option is used to insert a single octet of padding into the
message to enable options alignnent. |[|f nore than one octet of
padding is required, the PadN option should be used rather than
mul ti pl e Padl options.

NOTE! The format of the Padl option is a special case -- it has
neither Option Length nor Option Data fields.

6.7.3. PadN
The PadN option MAY be present in DS, DO DAO DAO ACK, and CC

nmessages, and its format is as follows:

0 1 2

012345678901234567890123
B el ol T R S e e s i i I S S ST
| Type = 0x01 | Option Length | 0x00 Paddi ng. .
B T o s s T o T

Figure 21: Fornmat of the Pad N Option
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The PadN option is used to insert two or nore octets of padding into
the nmessage to enable options alignnent. PadN option data MJST be
i gnored by the receiver.

Option Type: 0x01

Option Length: For N octets of padding, where 2 <= N <= 7, the Option
Length field contains the value N-2. An Option Length of 0
i ndi cates a total padding of 2 octets. An Option Length of 5
i ndicates a total padding of 7 octets, which is the maxi mum
paddi ng size allowed with the PadN option.

Option Data: For N (N > 1) octets of padding, the Option Data
consists of NN2 zero-val ued octets.

6.7.4. DAG Metric Contai ner

The DAG Metric Container option MAY be present in DI O or DAO
messages, and its format is as foll ows:

0 1 2
012345678901234567890123
R s o I e S B i it i o e e e
| Type = 0x02 | Option Length | Metric Data
B el ol T R S e e s i i I S S ST

Figure 22: Format of the DAG Metric Container Option

The DAG Metric Container is used to report netrics al ong the DODAG
The DAG Metric Container may contain a nunber of discrete node, |ink,
and aggregate path netrics and constraints specified in [ RFC6551] as
chosen by the inplenenter.

The DAG Metric Contai ner MAY appear nore than once in the sanme RPL
control nessage, for exanple, to accombdate a use case where the
Metric Data is longer than 256 bytes. Mre information is in

[ RFCB551] .

The processing and propagation of the DAG Metric Container is
governed by inplenentation specific policy functions.

Option Type: 0x02

Option Length: The Option Length field contains the length in octets
of the Metric Data.

Wnter, et al. St andards Track [ Page 49]



RFC 6550 RPL March 2012

Metric Data: The order, content, and coding of the DAG Metric
Cont ai ner data is as specified in [ RFC6551].

6.7.5. Route I nformati on

The Route Information Option (RIO MAY be present in D O nessages,
and it carries the sane information as the | Pv6 Nei ghbor Discovery
(ND) RIO as defined in [RFC4191]. The root of a DODAG i s
authoritative for setting that information and the information is
unchanged as propagated down the DODAG A RPL router may trivially
transformit back into an ND option to advertise inits own RAs so a
node attached to the RPL router will end up using the DODAG for which
the root has the best preference for the destination of a packet. In
addition to the existing ND senmantics, it is possible for an

bj ective Function to use this information to favor a DODAG whose
root is nmost preferred for a specific destination. The format of the
option is nodified slightly (Type, Length, Prefix) in order to be
carried as a RPL option as foll ows:

0 1 2 3

01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Type = 0x03 | Option Length | Prefix Length | Resvd| Prf| Resvd|
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Route Lifetine |
B Lt r s i i i o o T s ks S R S
| |
. Prefix (Variable Length) .
lr-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-:+

Fi gure 23: Format of the Route Information Option

The RIOis used to indicate that connectivity to the specified
destination prefix is available fromthe DODAG root.

In the event that a RPL control nmessage nmay need to specify
connectivity to nore than one destination, the RIO nay be repeated.

[ RFC4191] should be consulted as the authoritative reference with
respect to the RIO. The field descriptions are transcribed here for
conveni ence:

Option Type: 0x03
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Option Length: Variable, Iength of the option in octets excluding the
Type and Length fields. Note that this length is expressed in
units of single octets, unlike in IPv6 ND

Prefix Length: 8-bit unsigned integer. The nunber of leading bits in
the prefix that are valid. The value ranges fromO to 128.
The Prefix field has the nunber of bytes inferred fromthe
Option Length field, that nust be at |east the Prefix Length.
Note that in RPL, this means that the Prefix field may have
| engths other than 0, 8, or 16.

Prf: 2-bit signed integer. The Route Preference indicates whether to
prefer the router associated with this prefix over others, when
mul tiple identical prefixes (for different routers) have been
received. |f the Reserved (10) value is received, the RIO MJST
be ignored. Per [RFC4191], the Reserved (10) val ue MJST NOT be
sent. ([RFC4191] restricts the Preference to just three val ues
toreinforce that it is not a netric.)

Resvd: Two 3-bit unused fields. They MJST be initialized to zero by
the sender and MJST be ignored by the receiver

Route Lifetinme: 32-bit unsigned integer. The length of tine in
seconds (relative to the tine the packet is sent) that the
prefix is valid for route deternination. A value of all one
bits (OXFFFFFFFF) represents infinity.

Prefix: Variable-length field containing an I P address or a prefix of
an | Pv6 address. The Prefix Length field contains the nunber
of valid leading bits in the prefix. The bits in the prefix
after the prefix length (if any) are reserved and MJST be
initialized to zero by the sender and ignored by the receiver
Note that in RPL, this field nay have |l engths other than 0, 8,
or 16.

Unassi gned bits of the RIO are reserved. They MJST be set to zero on
transm ssion and MJST be ignored on reception
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6.7.6. DODAG Configuration

The DODAG Configuration option MAY be present in Dl O nessages, and
its format is as foll ows:

0 1 2 3
01234567890123456789012345678901
B i ik i S S S e S R
Type = 0x04 | Opt Length = 14| nt Doubl . |
+- - +-
|

+3+

- +- +

gs DI a

I el i e e e S e - +- B i It S SRR R S
D A ntM n. | DI ORedun. ncrease |
i o i ol o S e e e S i o o i ol i e it I R SR SR
M nHopRankl ncr ease | CnP |
B e S S i i i T e s aiks S S S S S S
Reserved | Def. Lifetine | Lifetime Unit |
B i S S T iy S S I e i I i stk sl s S S S

FTF T+ o+

Figure 24: Format of the DODAG Configuration Option

The DODAG Configuration option is used to distribute configuration
i nformati on for DODAG Operation through the DODAG

The informati on comunicated in this option is generally static and
unchanging within the DODAG therefore it is not necessary to include
in every DIO  This information is configured at the DODAG root and
distributed throughout the DODAG with the DODAG Confi guration option.
Nodes ot her than the DODAG root MJST NOT nodify this information when
propagati ng the DODAG Configuration option. This option MAY be

i ncl uded occasionally by the DODAG root (as deterni ned by the DODAG
root), and MJST be included in response to a unicast request, e.g. a
uni cast DODAG Information Solicitation (D'S) nessage.

Option Type: 0x04
Option Length: 14

Fl ags: The 4-bits remaining unused in the Flags field are reserved
for flags. The field MUST be initialized to zero by the sender
and MUST be ignored by the receiver.

Aut henti cation Enabled (A): 1-bit flag describing the security node
of the network. The bit describes whether a node nust
authenticate with a key authority before joining the network as
arouter. |If the DIOis not a secure DIQ, the "A bit MJIST be
zero.
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Path Control Size (PCS): 3-bit unsigned integer used to configure the
nunber of bits that nay be allocated to the Path Control field
(see Section 9.9). Note that when PCS is consulted to
deternmne the width of the Path Control field, a value of 1 is
added, i.e., a PCS value of O results in 1 active bit in the
Path Control field. The default value of PCS is
DEFAULT_PATH_CONTROL_SI ZE

Dl O nt erval Doubl i ngs: 8-bit unsigned integer used to configure | nax
of the DIO Trickle timer (see Section 8.3.1). The default
val ue of DI O nterval Doublings is
DEFAULT_DI O_| NTERVAL_DOUBLI NGS

DA nterval Mn: 8-bit unsigned integer used to configure Inmn of the
DIO Trickle timer (see Section 8.3.1). The default val ue of
DiOnterval Mn is DEFAULT_DI O | NTERVAL_M N.

Dl ORedundancyConstant: 8-bit unsigned integer used to configure k of
the DIO Trickle timer (see Section 8.3.1). The default val ue
of DI ORedundancyConstant is DEFAULT_DI O REDUNDANCY_CONSTANT.

MaxRankl ncrease: 16-bit unsigned integer used to configure
DAGWaxRankl ncrease, the allowabl e increase in Rank in support
of local repair. |f DAGvAxRanklncrease is 0, then this
nmechani smis disabled

M nHopRankl ncrease: 16-bit unsigned integer used to configure
M nHopRankl ncrease as described in Section 3.5.1. The default
val ue of M nHopRanklnc is DEFAULT_M N_HOP_RANK | NCREASE.

bj ective Code Point (OCP): 16-bit unsigned integer. The OCP field
identifies the OF and is managed by the | ANA

Reserved: 7-bit unused field. The field MIUST be initialized to zero
by the sender and MJST be ignored by the receiver

Default Lifetime: 8-bit unsigned integer. This is the lifetinme that
is used as default for all RPL routes. It is expressed in
units of Lifetine Units, e.g., the default lifetinme in seconds
is (Default Lifetime) * (Lifetime Unit).

Lifetime Unit: 16-bit unsigned integer. Provides the unit in seconds

that is used to express route lifetinmes in RPL. For very
stabl e networks, it can be hours to days.
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6.7.7. RPL Target

The RPL Target option MAY be present in DAO nessages, and its fornat
is as follows:

0 1 2 3
01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S

| Type = 0x05 | Option Length | Fl ags | Prefix Length
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| |
+ +
| Target Prefix (Variable Length)

.+- B S e s i T S S I T it T T ais sl i ST S S R S +-.+
Figure 25: Format of the RPL Target Option

The RPL Target option is used to indicate a Target |Pv6 address,
prefix, or multicast group that is reachable or queried along the
DODAG In a DAO, the RPL Target option indicates reachability.

A RPL Target option MAY optionally be paired with a RPL Target
Descriptor option (Figure 30) that qualifies the target.

A set of one or nore Transit Information options (Section 6.7.8) MAY
directly follow a set of one or nore Target options in a DAO nessage
(where each Target option MAY be paired with a RPL Target Descri ptor
option as above). The structure of the DAO nessage, detailing how
Target options are used in conjunction with Transit Information
options is further described in Section 9.4.

The RPL Target option may be repeated as necessary to indicate
multiple targets.

Option Type: 0x05

Option Length: Variable, Iength of the option in octets excluding the
Type and Length fields.

Fl ags: 8-bit unused field reserved for flags. The field MJST be
initialized to zero by the sender and MJUST be ignored by the
receiver.

Prefix Length: 8-bit unsigned integer. Nunber of valid |leading bits
in the IPv6 Prefix.
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Target Prefix: Variable-length field identifying an | Pv6 destination
address, prefix, or multicast group. The Prefix Length field
contains the nunber of valid leading bits in the prefix. The
bits in the prefix after the prefix length (if any) are
reserved and MJUST be set to zero on transm ssion and MJST be
i gnored on receipt.

6.7.8. Transit Infornation

The Transit Information option MAY be present in DAO nessages, and
its format is as foll ows:

0 1 2 3
01234567890123456789012345678901
e T s t e e o e S el o o b oI S SRR S
Type = 0x06 | Option Length | E] Fl ags | Path Control
B i T o S o i S S i s S S S S S S
Path Sequence | Path Lifetinme | |
R e s S i N S SR R +
|
+
|
Par ent Address* +
|
s i T S TR T E o E

+-
|

+-
|

+-
|

+
|

+
|

+
|

B o I NI S R S S R S S e i i

The '*’' denotes that the DODAG Parent Address subfield is not always
present, as described bel ow.

Figure 26: Format of the Transit Information Option

The Transit Information option is used for a node to indicate
attributes for a path to one or nore destinations. The destinations
are indicated by one or nore Target options that i mediately precede
the Transit Information option(s).

The Transit Information option can be used for a node to indicate its
DODAG parents to an ancestor that is collecting DODAG routing
information, typically, for the purpose of constructing source
routes. |In the Non-Storing node of operation, this ancestor will be
the DODAG root, and this option is carried by the DAO nessage. In
the Storing node of operation, the DODAG Parent Address subfield is
not needed, since the DAO nessage is sent directly to the parent.

The option length is used to determ ne whether or not the DODAG
Parent Address subfield is present.
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A non-storing node that has nore than one DAO parent MAY include a
Transit Information option for each DAO parent as part of the non-
storing destination adverti sement operation. The node may distribute
the bits in the Path Control field anong different groups of DAO
parents in order to signal a preference anbng parents. That
preference nmay influence the decision of the DODAG root when

sel ecting anong the alternate parents/paths for constructi ng Downwar d
routes.

One or nore Transit Information options MIST be preceded by one or
nmore RPL Target options. 1In this manner, the RPL Target option

i ndi cates the child node, and the Transit Information option(s)
enuner at es the DODAG parents. The structure of the DAO nessage,
further detailing how Target options are used in conjunction wth
Transit Information options, is further described in Section 9. 4.

A typical non-storing node will use nmultiple Transit Information
options, and it will send the DAO nessage thus forned directly to the
root. A typical storing node will use one Transit Information option
with no parent field and will send the DAO nmessage thus formed, with
addi ti onal adjustnents, to Path Control as detailed later, to one or
multiple parents

For exanple, in a Non-Storing node of operation let Tgt(T) denote a
Target option for a Target T. Let Trnst(P) denote a Transit
Information option that contains a parent address P. Consider the
case of a non-storing Node N that advertises the self-owned targets
N1 and N2 and has parents P1, P2, and P3. 1In that case, the DAO
message woul d be expected to contain the sequence ((Tgt(N1),

Tgt (N2)), (Trnst(Pl), Trnst(P2), Trnst(P3))), such that the group of
Target options {Nl, N2} is described by the Transit Information
options as having the parents {P1, P2, P3}. The non-storing node
woul d then address that DAO nessage directly to the DODAG root and
forward that DAO nessage through one of the DODAG parents: P1, P2, or
P3.

Option Type: 0x06

Option Length: Variable, depending on whether or not the DODAG Parent
Address subfield is present.

External (E): 1-bit flag. The 'E flag is set to indicate that the
parent router redistributes external targets into the RPL
network. An external Target is a Target that has been | earned
through an alternate protocol. The external targets are listed
in the Target options that inmediately precede the Transit
Information option. An external Target is not expected to
support RPL nessages and options.
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Flags: The 7 bits remaining unused in the Flags field are reserved
for flags. The field MUST be initialized to zero by the sender
and MUST be ignored by the receiver

Path Control: 8-bit bit field. The Path Control field limts the
nunber of DAO parents to which a DAO nessage adverti sing
connectivity to a specific destination nmay be sent, as well as
providing sone indication of relative preference. The linmt
provi des sone bound on overall DAO nessage fan-out in the LLN
The assignment and ordering of the bits in the Path Contro
al so serves to conmunicate preference. Not all of these bits
may be enabl ed as according to the PCS in the DODAG
Configuration. The Path Control field is divided into four
subfields that contain two bits each: PCl, PC2, PC3, and PC4,
as illustrated in Figure 27. The subfields are ordered by
preference, with PCl being the nost preferred and PC4 being the
| east preferred. Wthin a subfield, there is no order of
preference. By grouping the parents (as in ECMP) and ordering
them the parents may be associated with specific bits in the
Path Control field in a way that comuni cates preference

01234567
e T
| PC1| PC2| PC3| PC4
T s S

Figure 27: Path Control Preference Subfield Encoding

Pat h Sequence: 8-bit unsigned integer. Wen a RPL Target option is
i ssued by the node that owns the Target prefix (i.e., in a DAO
message), that node sets the Path Sequence and increnments the
Pat h Sequence each time it issues a RPL Target option with
updat ed i nformation

Path Lifetime: 8-bit unsigned integer. The length of time in
Lifetime Units (obtained fromthe Configuration option) that
the prefix is valid for route deternination. The period starts
when a new Path Sequence is seen. A value of all one bits
(OXFF) represents infinity. A value of all zero bits (0x00)
indicates a | oss of reachability. A DAO nessage that contains
a Transit Information option with a Path Lifetinme of 0x00 for a
Target is referred as a No-Path (for that Target) in this
docunent .
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Parent Address (optional): |Pv6 address of the DODAG parent of the
node originally issuing the Transit Information option. This
field may not be present, as according to the DODAG Myde of
Qperation (Storing or Non-Storing) and indicated by the Transit
I nformation option | ength.

Unassi gned bits of the Transit Information option are reserved. They
MJUST be set to zero on transmi ssion and MJST be ignored on reception

6.7.9. Solicited Information

The Solicited Information option MAY be present in D S nessages, and
its format is as foll ows:

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type = 0x07 | Opt Length = 19| RPLInstancelD |V|I|Dl Fl ags
B s S S i i i ks a ks st S S S S S S
| |
+ +
| |
+ DCODAG D +
| |
+ +
| |
+

R ok ko i e b o o S
| Versi on Number |
R ol ok I S SN e

Figure 28: Fornmat of the Solicited Information Option

The Solicited Information option is used for a node to request D O
messages from a subset of neighboring nodes. The Solicited
Information option may specify a nunber of predicate criteria to be
mat ched by a receiving node. This is used by the requester to lint
the nunber of replies from"non-interesting" nodes. These predicates
af fect whether a node resets its DIO Trickle timer, as described in
Section 8. 3.

The Solicited Information option contains flags that indicate which
predi cates a node shoul d check when deci ding whether to reset its
Trickle timer. A node resets its Trickle tinmer when all predicates
are true. |If aflag is set, then the RPL node MJST check the
associ ated predicate. |If a flag is cleared, then the RPL node MJUST
NOT check the associated predicate. (If a flag is cleared, the RPL
node assunes that the associated predicate is true.)
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Option Type: 0x07
Option Length: 19

V: The 'V flag is the Version predicate. The Version predicate is
true if the receiver’s DODAGVersi onNunber matches the requested
Version Nunber. |If the 'V flag is cleared, then the Version
field is not valid and the Version field MJST be set to zero on
transm ssi on and i gnored upon receipt.

I: The "1’ flag is the Instancel D predicate. The InstancelD
predicate is true when the RPL node’s current RPLInstancel D
mat ches the requested RPLInstancelD. If the "I’ flag is

cleared, then the RPLInstancelD field is not valid and the
RPLI nstancel D field MJST be set to zero on transni ssion and
i gnored upon receipt.

D: The "D flag is the DODAG D predicate. The DODAG D predicate is
true if the RPL node's parent set has the sane DODAG D as the
DODAG D field. If the 'D flag is cleared, then the DODAG D
field is not valid and the DODAG D field MIST be set to zero on
transm ssion and i gnored upon receipt.

Fl ags: The 5 bits remaining unused in the Flags field are reserved
for flags. The field MJUST be initialized to zero by the sender
and MUST be ignored by the receiver

Versi on Nunmber: 8-bit unsigned integer containing the val ue of
DODAGVer si onNunber that is being solicited when valid.

RPLI nstancel D: 8-bit unsigned integer containing the RPLInstancel D
that is being solicited when valid.

DODAG D: 128-bit unsigned integer containing the DODAG D that is
being solicited when valid.

Unassi gned bits of the Solicited Information option are reserved.
They MJUST be set to zero on transm ssion and MJST be ignored on
reception.

6.7.10. Prefix Infornmation

The Prefix Information Option (PIO MAY be present in DI O nessages,
and carries the information that is specified for the | Pv6 ND Prefix
Information option in [RFC4861], [RFC4862], and [ RFC6275] for use by
RPL nodes and I Pv6 hosts. In particular, a RPL node may use this
option for the purpose of Statel ess Address Autoconfiguration (SLAAC
froma prefix advertised by a parent as specified in [ RFC4862], and
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advertise its own address as specified in [RFC6275]. The root of a
DODAG i s authoritative for setting that information. The infornation
i s propagated down the DODAG unchanged, with the exception that a RPL
router may overwite the Interface IDif the "R flag is set to
indicate its full address in the PIO. The format of the option is
nodi fied (Type, Length, Prefix) in order to be carried as a RPL
option as follows:

If the only desired effect of a received PIOin a DIOis to provide

t he gl obal address of the parent node to the receiving node, then the
sender resets the "A" and 'L’ bits and sets the "R bit. Upon
receipt, the RPL will not autoconfigure an address or a connected
route fromthe prefix [RFC4862]. As in all cases, when the 'L’ bit
is not set, the RPL node MAY include the prefix in PIGs it sends to
its children.

0 1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S
| Type = 0x08 | Opt Length = 30| Prefix Length |L|Al R Reservedl|
R R R R e e s o S e R S S S S S S e e e e e
| Valid Lifetinme |
B T e o i S I i i S S N iy St S I S S
| Preferred Lifetine |
B s S S i i i ks a ks st S S S S S S
| Reserved2 |
R R R R e e s o S e R S S S S S S e e e e e
|
+
|
+
|
+
|
+-

\
Prefix |+
\
B T i s S o I Th T i S S S S S S S S S T +-!|-

Figure 29: Format of the Prefix Infornmation Option

The PIO may be used to distribute the prefix in use inside the DODAG
e.g., for address autoconfiguration.

[ RFC4861] and [ RFC6275] should be consulted as the authoritative
reference with respect to the PIO The field descriptions are
transcri bed here for convenience:

Option Type: 0x08

Wnter, et al. St andards Track [ Page 60]



RFC 6550 RPL March 2012

Option Length: 30. Note that this length is expressed in units of
single octets, unlike in IPv6 ND

Prefix Length: 8-bit unsigned integer. The nunber of leading bits in
the Prefix field that are valid. The value ranges fromO to
128. The Prefix Length field provides necessary infornation
for on-l1ink determ nation (when conbined with the 'L" flag in
the PIO. It also assists with address autoconfiguration as
specified in [RFC4862], for which there may be nore
restrictions on the prefix |ength.

L: 1-bit on-link flag. Wen set, it indicates that this prefix
can be used for on-link determnation. Wen not set, the
adverti senent nmakes no statenent about on-link or off-Iink
properties of the prefix. In other words, if the 'L flag is
not set, a RPL node MUST NOT conclude that an address derived
fromthe prefix is off-link. That is, it MJST NOT update a
previous indication that the address is on-link. A RPL node
acting as a router MJST NOT propagate a PIOwth the 'L’ flag
set. A RPL node acting as a router MAY propagate a PIOwith
the 'L’ flag not set.

A 1-bit aut ononous address-configuration flag. Wen set, it
indicates that this prefix can be used for statel ess address
configuration as specified in [ RFC4862]. \Wen both protocols
(ND RAs and RPL DIGs) are used to carry PIGs on the sane |ink
it is possible to use either one for SLAAC by a RPL node. It
is also possible to nake either protocol ineligible for SLAAC
operation by forcing the "A flag to 0 for PIGs carried in that
pr ot ocol

R 1-bit router address flag. Wen set, it indicates that the
Prefix field contains a conplete | Pv6 address assigned to the
sending router that can be used as parent in a target option
The indicated prefix is the first prefix length bits of the
Prefix field. The router |IPv6 address has the sane scope and
conforns to the sane lifetine values as the advertised prefix.
This use of the Prefix field is conpatible with its use in
advertising the prefix itself, since Prefix Advertisenment uses
only the leading bits. Interpretation of this flag bit is thus
i ndependent of the processing required for the on-l1ink (L) and
aut ononous address-configuration (A flag bits.

Reservedl: 5-bit unused field. It MJST be initialized to zero by the
sender and MUST be ignored by the receiver
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Lifetime: 32-bit unsigned integer. The length of tine in
seconds (relative to the tine the packet is sent) that the
prefix is valid for the purpose of on-link determination. A
val ue of all one bits (OxFFFFFFFF) represents infinity. The
Valid Lifetime is also used by [ RFC4862] .

rred Lifetinme: 32-bit unsigned integer. The length of tine in
seconds (relative to the tine the packet is sent) that
addresses generated fromthe prefix via statel ess address

aut oconfiguration remain preferred [ RFC4862]. A value of all
one bits (OxFFFFFFFF) represents infinity. See [RFC4862].

Note that the value of this field MUST NOT exceed the Valid
Lifetime field to avoid preferring addresses that are no | onger
val i d.

Reserved2: This field is unused. It MJST be initialized to zero by

the sender and MJST be ignored by the receiver

Prefix: An IPv6 address or a prefix of an |IPv6 address. The Prefix

Unass
trans

W nter,

Length field contains the nunber of valid leading bits in the
prefix. The bits in the prefix after the prefix length are
reserved and MJUST be initialized to zero by the sender and
ignored by the receiver. A router SHOULD NOT send a prefix
option for the Iink-local prefix, and a host SHOULD i gnore such
a prefix option. A non-storing node SHOULD refrain from
advertising a prefix till it owns an address of that prefix,
and then it SHOULD advertise its full address in this field,
with the "R flag set. The children of a node that so
advertises a full address with the 'R flag set may then use
that address to determine the content of the DODAG Parent
Address subfield of the Transit Infornation option

igned bits of the PIO are reserved. They MJST be set to zero on
m ssion and MJST be ignored on reception.
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6.7.11. RPL Target Descriptor

The RPL Target option MAY be inmediately foll owed by one opaque
descriptor that qualifies that specific target.

0 1 2 3
01234567890123456789012345678901
B o T T S e i i Sl NI S e S et ol mt ST T S i S S

| Type = 0x09 | Opt Length = 4 | Descri pt or

B e i s i i I e S e S i T ok ST SR s S R I S S S S
Descriptor (cont.) |

i T R i el i it S SRR R S SR SR S

Fi gure 30: Format of the RPL Target Descriptor Option

The RPL Target Descriptor option is used to qualify a target,
sonmet hing that is sonetinmes called "taggi ng"

At nost, there can be one descriptor per target. The descriptor is
set by the node that injects the Target in the RPL network. It MJST
be copied but not nodified by routers that propagate the Target Up

t he DODAG i n DAO nessages.

Option Type: 0x09

Option Length: 4

Descriptor: 32-bit unsigned integer. Opaque.
7. Sequence Counters

This section describes the general schene for bootstrap and operation
of sequence counters in RPL, such as the DODAGVersi onNunber in the
Dl O nessage, the DACSequence in the DAO nmessage, and the Path
Sequence in the Transit Information option

7.1. Sequence Counter Overview

This specification utilizes three different sequence nunbers to
validate the freshness and the synchronizati on of protoco
i nformation:

DODAGVer si onNunber: This sequence counter is present in the D O Base
to indicate the Version of the DODAG being forned. The
DODAGVer si onNunber is nonotonically incremented by the root
each time the root decides to forma new Version of the DODAG
in order to revalidate the integrity and allow a gl obal repair
to occur. The DODAGVersi onNunber is propagated unchanged Down
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the DODAG as routers join the new DODAG Version. The
DODAGVer si onNunber is globally significant in a DODAG and

i ndi cates the Version of the DODAG in which a router is
operating. An older (lesser) value indicates that the
originating router has not mgrated to the new DODAG Versi on
and cannot be used as a parent once the receiving node has
mgrated to the newer DODAG Version

DACSequence: This sequence counter is present in the DAO Base to
correl ate a DAO nessage and a DAO ACK nessage. The DACSequence
nunber is locally significant to the node that issues a DAO
message for its own consunption to detect the |oss of a DAO
message and enable retries.

Pat h Sequence: This sequence counter is present in the Transit
Information option in a DAO nessage. The purpose of this
counter is to differentiate a novenent where a newer route
supersedes a stale one froma route redundancy scenario where
multiple routes exist in parallel for the sane target. The
Pat h Sequence is globally significant in a DODAG and i ndi cates
the freshness of the route to the associated target. An ol der
(l esser) value received froman originating router indicates
that the originating router holds stale routing states and the
originating router should not be considered anynore as a
potential next hop for the target. The Path Sequence is
conmput ed by the node that advertises the target, that is the
Target itself or a router that advertises a Target on behal f of
a host, and is unchanged as the DAO content is propagated
towards the root by parent routers. |If a host does not pass a
counter to its router, then the router is in charge of
conputing the Path Sequence on behal f of the host and the host
can only register to one router for that purpose. |If a DAO
nmessage containing the sane Target is issued to multiple
parents at a given point in time for the purpose of route
redundancy, then the Path Sequence is the same in all the DAO
nmessages for that sane target.

7.2. Sequence Counter Operation

RPL sequence counters are subdivided in a 'lollipop fashion

[ Perl man83], where the values from 128 and greater are used as a

| inear sequence to indicate a restart and bootstrap the counter, and
the values |l ess than or equal to 127 used as a circul ar sequence
nunmber space of size 128 as in [RFC1982]. Consideration is given to
t he node of operation when transitioning fromthe linear region to
the circular region. Finally, when operating in the circular region
i f sequence nunbers are detected to be too far apart, then they are
not conparable, as detailed bel ow.
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A W

ndow of conpari son, SEQUENCE W NDOW = 16, is configured based on

a value of 2N, where Nis defined to be 4 in this specification.

For

1

W nter,

a gi ven sequence counter:

The sequence counter SHOULD be initialized to an inplenentation
defined value, which is 128 or greater prior to use. A
reconmended value is 240 (256 - SEQUENCE_W NDOW .

When a sequence counter increnent would cause the sequence
counter to increnment beyond its maxi mum val ue, the sequence
counter MJUST wap back to zero. Wen increnenting a sequence
counter greater than or equal to 128, the maxi nrumvalue is 255
When increnenting a sequence counter |ess than 128, the maxi num
val ue is 127.

When conparing two sequence counters, the followi ng rules MIST be
appl i ed:

1. When a first sequence counter Ais in the interval [128..255]
and a second sequence counter Bis in [0..127]:

1. If (256 + B- A) is less than or equal to
SEQUENCE WNDOW then B is greater than A, Ais less than
B, and the two are not equal

2. If (256 + B- A) is greater than SEQUENCE_W NDOW then A
is greater than B, Bis less than A, and the two are not
equal .

For exanple, if Ais 240, and Bis 5, then (256 + 5 - 240) is
21. 21 is greater than SEQUENCE W NDOW (16); thus, 240 is
greater than 5. As another exanple, if Ais 250 and B is 5,
then (256 + 5 - 250) is 11. 11 is | ess than SEQUENCE W NDOW
(16); thus, 250 is less than 5.

2. In the case where both sequence counters to be conpared are
| ess than or equal to 127, and in the case where both
sequence counters to be conpared are greater than or equal to
128:

1. If the absolute magnitude of difference between the two
sequence counters is less than or equal to
SEQUENCE W NDOW then a conparison as described in
[ RFC1982] is used to determine the relationships greater
than, | ess than, and equal.
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8.

2. If the absolute nagnitude of difference of the two
sequence counters is greater than SEQUENCE W NDOW then a
desynchroni zati on has occurred and the two sequence
nunbers are not conparabl e

4. |If two sequence nunbers are determ ned not to be conparable,
i.e., the results of the conparison are not defined, then a node
shoul d consider the conparison as if it has evaluated in such a
way so as to give precedence to the sequence nunber that has nost
recently been observed to increnent. Failing this, the node
shoul d consider the conparison as if it has evaluated in such a
way so as to mininize the resulting changes to its own state.

Upwar d Rout es

This section describes how RPL discovers and nmai ntai ns Upward routes.
It describes the use of DODAG Information Objects (DIGCs), the
nmessages used to discover and maintain these routes. It specifies
how RPL generates and responds to DIGCs. It also describes DODAG
Information Solicitation (D'S) nessages, which are used to trigger
Dl O transni ssi ons.

As nentioned in Section 3.2.8, nodes that decide to join a DODAG MJST
provi sion at | east one DODAG parent as a default route for the

associ ated instance. This default route enables a packet to be
forwarded Upward until it eventually hits a common ancestor from
which it will be routed Downward to the destination. |f the
destination is not in the DODAG then the DODAG root may be able to
forward the packet using connectivity to the outside of the DODAG if
it cannot forward the packet outside, then the DODAG root has to drop
it.

A DI O nessage can al so transport explicit routing information

DODAG D: The DODAG D is a d obal or Unique Local |Pv6 address of the
root. A node that joins a DODAG SHOULD provision a host route
via a DODAG parent to the address used by the root as the
DODAG D.

RI O Prefix: The root MAY place one or nore Route Information options
in a DOnmssage. The RIOis used to advertise an externa
route that is reachable via the root, associated with a
preference, as presented in Section 6.7.5, which incorporates
the RIO from [RFC4191]. It is interpreted as a capability of
the root as opposed to a routing advertisenent, and it MJST NOT
be redistributed in another routing protocol though it SHOULD
be used by an ingress RPL router to sel ect a DODAG when a
packet is injected in a RPL domain froma node attached to that
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RPL router. An Objective Function MAY use the routes
advertised in RIO or the preference for those routes in order
to favor a DODAG versus anot her one for the same instance.

8. 1. DI O Base Rul es

1. For the following DIO Base fields, a node that is not a DODAG
root MJUST advertise the same values as its preferred DODAG parent
(defined in Section 8.2.1). 1In this way, these values wll
propagat e Down t he DODAG unchanged and advertised by every node
that has a route to that DODAG root. These fields are as
fol | ows:

1. Gounded (Q
2. Mode of Operation (MOP)
3. DAGPreference (Prf)
4. \ersion
5. RPLInstancel D
6. DODAG D
2. A node NMAY update the following fields at each hop
1. Rank
2. DTSN

3. The DODAG D field each root sets MJST be unique within the RPL
I nstance and MUST be a routable |IPv6 address belonging to the
r oot .

8.2. Upward Route Di scovery and Mi ntenance

Upward route discovery allows a node to join a DODAG by di scovering
nei ghbors that are nenbers of the DODAG of interest and identifying a
set of parents. The exact policies for selecting neighbors and
parents is inplementation dependent and driven by the OF. This
section specifies the set of rules those policies nmust follow for
interoperability.

8.2.1. Neighbors and Parents within a DODAG Version

RPL's Upward route discovery algorithnms and processing are in terns
of three logical sets of link-local nodes. First, the candidate

nei ghbor set is a subset of the nodes that can be reached via |ink-
local nmulticast. The selection of this set is inplenentation and OF
dependent. Second, the parent set is a restricted subset of the
candi dat e nei ghbor set. Finally, the preferred parent is a nenber of
the parent set that is the preferred next hop in Upward routes.
Conceptually, the preferred parent is a single parent; although, it
may be a set of multiple parents if those parents are equally
preferred and have identical Rank.
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More precisely:

1. The DODAG parent set MJST be a subset of the candi date nei ghbor
set.

2. A DODAG root MUST have a DODAG parent set of size zero.

3. A node that is not a DODAG root MAY nmi ntain a DODAG parent set
of size greater than or equal to one.

4. A node’'s preferred DODAG parent MJST be a menber of its DODAG
parent set.

5. A node’'s Rank MJST be greater than all elenents of its DODAG
parent set.

6. \When Nei ghbor Unreachability Detection (NUD) [RFC4861], or an
equi val ent nmechani sm determ nes that a neighbor is no |onger
reachabl e, a RPL node MJUST NOT consider this node in the
candi dat e nei ghbor set when cal cul ati ng and advertising routes
until it determines that it is again reachable. Routes through
an unr eachabl e nei ghbor MJUST be renoved fromthe routing table.

These rules ensure that there is a consistent partial order on nodes

within the DODAG As |long as node Ranks do not change, follow ng the
above rules ensures that every node’s route to a DODAG root is | oop-

free, as Rank decreases on each hop to the root.

The OF can gui de candi dat e nei ghbor set and parent set selection, as
di scussed in [ RFC6552].

8.2.2. Neighbors and Parents across DODAG Versi ons

The above rul es govern a single DODAG Version. The rules in this
section define how RPL operates when there are nultipl e DODAG
Ver si ons.

8.2.2.1. DODAG Version

1. The tuple (RPLInNnstancel D, DODAG D, DODAGVer si onNunber) uni quely
defines a DODAG Version. Every elenent of a node’s DODAG parent
set, as conveyed by the last heard DI O nessage from each DODAG
parent, MJST belong to the same DODAG Version. El enents of a
node’ s candi dat e nei ghbor set MAY belong to different DODAG
Ver si ons.
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2. A node is a nenber of a DODAG Version if every elenent of its
DODAG parent set belongs to that DODAG Version, or if that node
is the root of the correspondi ng DODAG

3. A node MJUST NOT send DI Gs for DCODAG Versions of which it is not a
nmenber .

4. DODAG roots MAY increnment the DODAGVersi onNunber that they
advertise and thus nove to a new DODAG Version. Wen a DODAG
root increnents its DODAGVersi onNunber, it MJST foll ow t he
conventions of Serial Nunmber Arithnetic as described in
Section 7. Events triggering the increnent of the
DODAGVer si onNunber are described later in this section and in
Section 18.

5. Wthin a given DODAG a node that is a not a root MJST NOT
adverti se a DODAGVer si onNunber hi gher than the highest
DODAGVer si onNunber it has heard. Hi gher is defined as the
greater-than operator in Section 7.

6. Once a node has advertised a DODAG Version by sending a DIQ, it
MUST NOT be a menber of a previous DODAG Version of the same
DODAG (i.e., with the same RPLInstancel D, the same DODAG D, and a
| ower DODAGVer si onNunber). Lower is defined as the | ess-than
operator in Section 7.

When t he DODAG parent set becomes enpty on a node that is not a root,
(i.e., the last parent has been renoved, causing the node no | onger
to be associated with that DODAG, then the DODAG i nformati on shoul d
not be suppressed until after the expiration of an inplenentation-
specific local tiner. During the interval prior to suppression of
the "ol d" DODAG state, the node will be able to observe if the
DODAGVer si onNunber has been increnmented should any new parents
appear. This will help protect against the possibility of |oops that
may occur if that node were to inadvertently rejoin the old DODAG
Version in its own prior sub- DODAG

As the DODAGVersi onNunber is increnented, a new DODAG Version spreads
outward fromthe DODAG root. A parent that advertises the new
DODAGVer si onNunber cannot bel ong to the sub- DODAG of a node
advertising an ol der DODAGVersi onNunber. Therefore, a node can
safely add a parent of any Rank with a newer DODAGVersi onNunber

wi thout forming a | oop.

For exanpl e, suppose that a node has left a DODAG with

DODAGVer si onNuber N.  Suppose that a node had a sub- DODAG and did
attenpt to poison that sub- DODAG by advertising a Rank of

I NFI Nl TE_RANK, but those adverti senents nmay have becone lost in the

Wnter, et al. St andards Track [ Page 69]



RFC 6550 RPL March 2012

LLN. Then, if the node did observe a candi date nei ghbor adverti sing
a position in that original DODAG at DODAGVersi onNunber N, that

candi dat e nei ghbor coul d possi bly have been in the node’'s forner sub-
DODAG and there is a possible case where addi ng that candidate

nei ghbor as a parent could cause a loop. 1In this case, if that

candi dat e nei ghbor is observed to adverti se a DODAGVer si onNunber N+1,
then that candi date neighbor is certain to be safe, since it is
certain not to be in that original node's sub-DODAG as it has been
able to increment the DODAGVersionNunber by hearing fromthe DODAG
root while that original node was detached. For this reason, it is
useful for the detached node to renenber the original DODAG

i nformation, including the DODAGVersi onNunber N.

Exactly when a DODAG root increnents the DODAGVersi onNunber is

i mpl enent ati on dependent and out of scope for this specification.
Exanpl es i nclude increnmenting the DODAGVer si onNunber periodically,
upon adm nistrative intervention, or on application-|level detection
of lost connectivity or DODAG i nefficiency.

After a node transitions to and advertises a new DODAG Version, the
rul es above make it unable to advertise the previous DODAG Version
(prior DODAGVersi onNumber) once it has conmitted to advertising the
new DODAG Ver si on.

8.2.2.2. DODAG Root s

1. A DODAG root without possibility to satisfy the application-
defined goal MJUST NOT set the G ounded bit.

2. A DODAG root MUST advertise a Rank of ROOT_RANK.

3. A node whose DODAG parent set is enpty MAY becone the DODAG root
of a floating DODAG. It MAY also set its DAGPreference such that
it is less preferred.

In a deploynent that uses non-LLN Iinks to federate a nunber of LLN
roots, it is possible to run RPL over those non-RPL |inks and use one
router as a "backbone root". The backbone root is the virtual root
of the DODAG and exposes a Rank of BASE_RANK over the backbone. All
the LLN roots that are parented to that backbone root, including the
backbone root if it also serves as the LLN root itself, expose a Rank
of ROOT_RANK to the LLN. These virtual roots are part of the sane
DODAG and advertise the sane DODAG D. They coordi nate

DODAGVer si onNunbers and ot her DODAG paraneters with the virtual root
over the backbone. The nmethod of coordination is out of scope for
this specification (to be defined in future conpani on

speci fications).
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8.2.2.3. DODAG Sel ection

The Objective Function and the set of advertised routing netrics and
constraints of a DAG determnmi ne how a node selects its neighbor set,
parent set, and preferred parents. This selection inplicitly also
deternmines the DODAG within a DAG  Such sel ection can include

adm nistrative preference (Prf) as well as netrics or other

consi derati ons.

If a node has the option to join a nore preferred DODAG while still
meeting other optimn zation objectives, then the node will generally
seek to join the nore preferred DODAG as deternined by the OF. All

el se being equal, it is left to the inplenentation to deternine which
DODAG is nost preferred (since, as a reminder, a node nust only join
one DODAG per RPL Instance).

8.2.2.4. Rank and Mbvenent within a DODAG Version

1. A node MJUST NOT advertise a Rank |less than or equal to any nenber
of its parent set within the DODAG Version.

2. A node MAY advertise a Rank lower than its prior advertisenent
wi thin the DODAG Ver si on.

3. Let L be the lowest Rank within a DODAG Version that a given node
has advertised. Wthin the same DODAG Version, that node MJST
NOT advertise an effective Rank higher than L +
DAGWaxRankl ncrease. |INFINITE_ RANK is an exception to this rule:
a node MAY advertise an I NFINI TE_RANK within a DODAG Ver si on
wi thout restriction. |If a node’s Rank were to be higher than
al l oned by L + DAGVaxRankl ncrease, when it advertises Rank, it
MJUST advertise its Rank as | NFI NI TE_RANK.

4. A node MAY, at any time, choose to join a different DODAG w t hin
a RPL Instance. Such a join has no Rank restrictions, unless
that different DODAG is a DODAG Version of which this node has
previously been a nenber; in which case, the rule of the previous
bullet (3) nust be observed. Until a node transmits a DO
i ndicating its new DODAG nenbership, it MJST forward packets
al ong the previ ous DODAG

5. A node MAY, at any tine after hearing the next DODAGVersi onNunber

advertised from suitabl e DODAG parents, choose to migrate to the
next DODAG Version wthin the DODAG
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Conceptual ly, an inplenentation is nmaintaining a DODAG parent set
within the DODAG Version. Myvenent entails changes to the DODAG
parent set. Moving Up does not present the risk to create a | oop but
nmovi ng Down mi ght, so that operation is subject to additiona

constrai nts.

When a node nmigrates to the next DODAG Version, the DODAG parent set
needs to be rebuilt for the new Version. An inplenentation could
defer to migrate for sonme reasonable anpbunt of tine, to see if sone
ot her neighbors with potentially better netrics but higher Rank
announce thenselves. Similarly, when a node junps into a new DODAG
it needs to construct a new DODAG parent set for this new DODAG

If a node needs to nove Down a DODAG that it is attached to,
increasing its Rank, then it MAY poison its routes and del ay before
nmovi ng as described in Section 8.2.2.5.

A node is allowed to join any DODAG Version that it has never been a
prior nmenber of w thout any restrictions, but if the node has been a
prior menber of the DODAG Version, then it nust continue to observe
the rule that it may not advertise a Rank higher than

L+DAGVaxRankl ncrease at any point in the life of the DODAG Version
This rule nust be observed so as not to create a | oophole that woul d
all ow the node to effectively increnent its Rank all the way to

I NFI Nl TE_RANK, whi ch nay have inpact on other nodes and create a
resource-wasting count-to-infinity scenario.

8.2.2.5. Poisoning
1. A node poisons routes by advertising a Rank of | NFI Nl TE RANK

2. A node MUST NOT have any nodes with a Rank of | NFIN TE_RANK in
its parent set.

Al t hough an inplenmentation may adverti se | NFI NI TE_RANK for the

pur poses of poisoning, doing so is not the sane as setting Rank to

I NFI Nl TE_RANK. For exanple, a node may continue to send data packets
whose RPL Packet Information includes a Rank that is not

I NFI NIl TE_RANK, yet still advertise INFINITE RANK in its DI GCs.

When a (forner) parent is observed to advertise a Rank of

I NFI NIl TE_RANK, that (former) parent has detached fromthe DODAG and
is no longer able to act as a parent, nor is there any way that
anot her node nmay be considered to have a Rank greater-than

I NFI NIl TE_RANK. Therefore, that (forner) parent cannot act as a
parent any longer and is renoved fromthe parent set.
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8.2.2.6. Detaching

1. A node unable to stay connected to a DODAG within a gi ven DODAG
Version, i.e., that cannot retain non-enpty parent set w thout
violating the rules of this specification, MAY detach fromthis
DODAG Version. A node that detaches becones the root of its own
floati ng DODAG and SHOULD i nmedi ately advertise this new
situation in a DIO as an alternate to poisoning.

8.2.2.7. Follow ng a Parent

1. If a node receives a DIO fromone of its DODAG parents,
i ndicating that the parent has left the DODAG that node SHOULD
stay in its current DODAG through an alternative DODAG parent, if
possible. It MAY follow the | eaving parent.

A DODAG parent nmay have noved, migrated to the next DODAG Version, or
junped to a different DODAG A node ought to give sone preference to
remaining in the current DODAG if possible via an alternate parent,
but ought to follow the parent if there are no other options.

8.2.3. DI O Message Conmuni cati on

When a DI O nessage is received, the receiving node nust first
det ermi ne whether or not the DI O nessage shoul d be accepted for
further processing, and subsequently present the DI O nessage for
further processing if eligible.

1. If the DIO nessage is mal formed, then the DI O nessage i s not
eligible for further processing and a node MJST silently discard
it. (See Section 18 for error |ogging).

2. If the sender of the DI O nessage is a nenber of the candidate
nei ghbor set and the DI O nessage is not nal fornmed, the node MJST
process the DI O

8.2.3.1. DI O Message Processing

As DI O nessages are received from candi date nei ghbors, the nei ghbors
may be pronoted to DODAG parents by followi ng the rules of DODAG

di scovery as described in Section 8.2. \When a node pl aces a nei ghbor
into the DODAG parent set, the node becones attached to the DODAG

t hrough t he new DODAG parent node.
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The nost preferred parent should be used to restrict which other
nodes nmay beconme DODAG parents. Some nodes in the DODAG parent set
may be of a Rank |less than or equal to the nost preferred DODAG
parent. (This case may occur, for exanple, if an energy-constrained
device is at a |l esser Rank but should be avoi ded per an optim zation
objective, resulting in a nore preferred parent at a greater Rank.)

8.3. DI O Transni ssi on

RPL nodes transmit DIGs using a Trickle timer [RFC6206]. A DO from
a sender with a | esser DAGRank that causes no changes to the

reci pient’s parent set, preferred parent, or Rank SHOULD be

consi dered consistent with respect to the Trickle tiner.

The foll owi ng packets and events MJST be consi dered inconsistencies
with respect to the Trickle timer, and cause the Trickle timer to
reset:

0 Wien a node detects an inconsistency when forwardi ng a packet, as
detailed in Section 11.2.

0 \When a node receives a multicast DI'S nessage without a Solicited
Information option, unless a DIS flag restricts this behavior.

o When a node receives a nulticast DIS with a Solicited Information
option and the node natches all of the predicates in the Solicited
Information option, unless a DIS flag restricts this behavior.

0o When a node joins a new DODAG Version (e.g., by updating its
DODAGVer si onNunber, joining a new RPL | nstance, etc.).

Note that this list is not exhaustive, and an inplenentati on MAY
consi der other nmessages or events to be inconsistencies.

A node SHOULD NOT reset its DIO Trickle tiner in response to unicast
DI S nessages. When a node receives a unicast DIS without a Solicited
Information option, it MJST unicast a DIOto the sender in response.
This DI O MIUST include a DODAG Configuration option. Wen a node
receives a unicast DS nessage with a Solicited Information option
and matches the predicates of that Solicited Information option, it
MUST unicast a DIOto the sender in response. This unicast D O MJST
i nclude a DODAG Configuration option. Thus, a node MAY transmit a
uni cast DI'S nessage to a potential DODAG parent in order to probe for
DODAG Configuration and ot her paraneters.
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8.3.1. Trickle Paraneters

The configuration paraneters of the Trickle timer are specified as
fol | ows:

Imn: learned fromthe DI O nessage as (2"DIO ntervalMn) nms. The
default value of DIOnterval Mn is DEFAULT DI O | NTERVAL_M N.

I max: | earned fromthe DI O nessage as DI O nterval Doublings. The
default value of DI O nterval Doublings is
DEFAULT_DI O_| NTERVAL_DOUBLI NGS.

K: | earned fromthe DI O nessage as DI ORedundancyConstant. The
default val ue of DI ORedundancyConstant is
DEFAULT_DI O REDUNDANCY_CONSTANT. In RPL, when k has the val ue
of 0x00, this is to be treated as a redundancy constant of
infinity in RPL, i.e., Trickle never suppresses nessages.

8.4. DODAG Sel ection

The DODAG sel ection is inplenmentation and OF dependent. In order to
limt erratic novenents, and all netrics being equal, nodes SHOULD
keep their previous selection. Al so, nodes SHOULD provi de a neans to
filter out a parent whose availability is detected as fluctuating, at
| east when nore stable choices are avail abl e.

When connection to a grounded DODAG i s not possible or preferable for
security or other reasons, scattered DODAGs MAY aggregate as nuch as

possible into larger DODAGs in order to allow connectivity within the
LLN.

A node SHOULD verify that bidirectional connectivity and adequate
link quality is available with a candi date nei ghbor before it
consi ders that candi date as a DODAG parent.

8.5. (peration as a Leaf Node

In sone cases, a RPL node may attach to a DODAG as a | eaf node only.
One exanpl e of such a case is when a node does not understand or does
not support (policy) the RPL Instance’s OF or advertised netric/
constraint. As specified in Section 18.6, related to policy
function, the node nay either join the DODAG as a | eaf node or may
not join the DODAG As nentioned in Section 18.5, it is then
recomended to log a fault.
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A |l eaf node does not extend DODAG connectivity; however, in sone
cases, the leaf node may still need to transnit DI Os on occasion, in
particul ar, when the | eaf node nay not have al ways been acting as a
| eaf node and an inconsistency is detected.

A node operating as a | eaf node nust obey the follow ng rules:
1. It MJST NOT transmt DI Qs containing the DAG Metric Contai ner
2. Its DIGs MJUST advertise a DAGRank of | NFI NIl TE RANK

3. It MAY suppress DI O transm ssion, unless the DI O transm ssion has
been triggered due to detection of inconsistency when a packet is
bei ng forwarded or in response to a unicast D' S nessage, in which
case the DI O transmi ssion MJIST NOT be suppressed.

4. It MAY transmt uni cast DAOs as described in Section 9. 2.

5. It MAY transmit nulticast DAGs to the "1 hop’ nei ghborhood as
described in Section 9.10.

A particular case that requires a |l eaf node to send a DIOis if that

| eaf node was a prior nmenber of anot her DODAG and anot her node
forwards a nessage assuming the old topology, triggering an

i nconsi stency. The |eaf node needs to transnit a DIOin order to
repair the inconsistency. Note that due to the lossy nature of LLNs,
even though the | eaf node nmay have optinistically poisoned its routes
by advertising a Rank of INFINITE RANK in the old DODAG prior to
becom ng a | eaf node, that adverti senent nay have becone lost and a

| eaf node nust be capable to send a DIO later in order to repair the
i nconsi stency.

In the general case, the | eaf node MJUST NOT advertise itself as a
router (i.e., send DI Gs).

8.6. Adnministrative Rank

In sone cases, it mght be beneficial to adjust the Rank advertised
by a node beyond that conputed by the OF based on sone

i npl enent ati on-specific policy and properties of the node. For
exanpl e, a node that has a limted battery should be a | eaf unless
there is no other choice, and may then augnent the Rank conputation
specified by the OF in order to expose an exaggerated Rank
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9.

9.

Downwar d Rout es

This section describes how RPL discovers and nai ntai ns Downwar d
routes. RPL constructs and naintains Downward routes with
Destination Adverti senent Object (DAO nessages. Downward routes
support P2MP flows, fromthe DODAG roots toward the | eaves. Downward
routes al so support P2P flows: P2P nessages can flow toward a DODAG
root (or a common ancestor) through an Upward route, then away from
the DODAG root to a destination through a Downward route.

This specification describes the two nodes a RPL | nstance may choose
fromfor maintaining Downward routes. In the first node, called
"Storing", nodes store Downward routing tables for their sub- DODAG
Each hop on a Downward route in a storing network exanmines its
routing table to decide on the next hop. In the second node, called
"Non- Storing", nodes do not store Downward routing tables. Downward
packets are routed with source routes popul ated by a DODAG root

[ RFC6554] .

RPL all ows a sinple one-hop P2P optim zation for both storing and
non-storing networks. A node may send a P2P packet destined to a
one- hop nei ghbor directly to that node.

1. Destination Adverti senent Parents

To establish Downward routes, RPL nodes send DAO nessages Upwar d.
The next-hop destinations of these DAO nessages are called "DAO
parents". The collection of a node’s DAO parents is called the "DAO
parent set".

1. A node MAY send DAO nessages using the all-RPL-nodes nulticast
address, which is an optimization to provision one-hop routing.
The 'K bit MJST be cleared on transm ssion of the nulticast DAO

2. A node’s DAO parent set MJIST be a subset of its DODAG parent set.

3. In Storing node operation, a node MUST NOT address uni cast DAO
nessages to nodes that are not DAO parents.

4. In Storing node operation, the IPv6 source and destination
addresses of a DAO nessage MJUST be |ink-1ocal addresses.

5. In Non-Storing node operation, a node MJST NOT address uni cast
DAO nessages to nodes that are not DODAG roots.

6. In Non-Storing node operation, the 1Pv6 source and destination
addresses of a DAO nessage MJST be a unique-local or a globa
addr ess.

Wnter, et al. St andards Track [ Page 77]



RFC 6550 RPL March 2012

The sel ection of DAO parents is inplenentation and bjective Function
speci fic.

9.2. Downward Route Di scovery and Mi ntenance

Destination Adverti senent may be configured to be entirely disabled,
or operate in either a Storing or Non-Storing node, as reported in
the MOP in the DI O nessage.

1. Al nodes who join a DODAG MJST abide by the MOP setting fromthe
root. Nodes that do not have the capability to fully participate
as a router, e.g., that do not match the adverti sed MOP, MAY join
the DODAG as a | eaf.

2. If the MOP is 0, indicating no Downward routing, nodes MJST NOT
transmt DAO nessages and MAY i gnore DAO nessages.

3. In Non-Storing node, the DODAG root SHOULD store source routing
table entries for destinations |earned from DAGCs. The DODAG r oot
MUST be able to generate source routes for those destinations
| earned from DAGCs that were stored.

4. In Storing node, all non-root, non-leaf nodes MJST store routing
table entries for destinations |earned from DAGCs.

A DODAG can have one of several possible nodes of operation, as
defined by the MOP field. Either it does not support Downward
routes, it supports Downward routes through source routing from DODAG
roots, or it supports Downward routes through in-network routing

t abl es.

When Downward routes are supported through source routing from DODAG
roots, it is generally expected that the DODAG root has stored the
source routing information |earned fromDAGs in order to construct
the source routes. |If the DODAG root fails to store sone

i nformati on, then sone destinations nay be unreachabl e.

When Downward routes are supported through in-network routing tables,
the multicast operation defined in this specification may or may not
be supported, also as indicated by the MOP field.

When Downward routes are supported through in-network routing tables,
as described in this specification, it is expected that nodes acting
as routers have been provisioned sufficiently to hold the required

routing table state. |If a node acting as a router is unable to hold
the full routing table state then the routing state is not conplete,
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messages may be dropped as a consequence, and a fault nay be | ogged
(Section 18.5). Future extensions to RPL nmay el aborate on refined
actions/behaviors to nmanage this case.

As of the witing of this specification, RPL does not support m xed-
node operation, where sone nodes source route and other store routing
tabl es: future extensions to RPL nmay support this node of operation

9.2.1. Maintenance of Path Sequence

For each Target that is associated with (owned by) a node, that node
is responsible to enit DAO nessages in order to provision the
Downward routes. The Target+Transit infornmation contained in those
DAO nessages subsequently propagates Up the DODAG  The Path Sequence
counter in the Transit information option is used to indicate
freshness and update stale Downward routing information as described
in Section 7.

For a Target that is associated with (owned by) a node, that node
MUST increnent the Path Sequence counter, and generate a new DAO
nmessage, when:

1. the Path Lifetinme is to be updated (e.g., a refresh or a no-
Pat h) .

2. the DODAG Parent Address subfield list is to be changed.

For a Target that is associated with (owned by) a node, that node MAY
increment the Path Sequence counter, and generate a new DAO nmessage
on occasion in order to refresh the Downward routing information. In
Storing node, the node generates such a DAO to each of its DAO
parents in order to enable multipath. Al DAGs generated at the sane
time for the same Target MJUST be sent with the sane Path Sequence in
the Transit | nformation.

9.2.2. Ceneration of DAO Messages

A node mi ght send DAO nessages when it receives DAO nessages, as a
result of changes in its DAO parent set, or in response to another
event such as the expiry of a related prefix lifetine. In the case
of receiving DACs, it matters whet her the DAO nessage i s "new' or
contains new information. In Non-Storing node, every DAO nessage a
node receives is "new'. In Storing node, a DAO nessage is "new' if
it satisfies any of these criteria for a contai ned Target:

1. it has a newer Path Sequence number,

2. it has additional Path Control bits, or
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3. it is a No-Path DAO nessage that renoves the | ast Downward route
to a prefix.

A node that receives a DAO nessage fromits sub- DODAG MAY suppress
schedul i ng a DAO nessage transnmission if that DAO nmessage is not new.

9.3. DAO Base Rul es

1. |If a node sends a DAO nessage with newer or different information
than the prior DAO nessage transm ssion, it MJST increnment the
DACSequence field by at |east one. A DAO nessage transm ssion
that is identical to the prior DAO nessage transm ssion MAY
i ncrenent the DACSequence field.

2. The RPLInstancel D and DODAG D fi el ds of a DAO nessage MJST be the
same val ue as the nmenbers of the node’s parent set and the D Gs
it transmts.

3. A node MAY set the "K' flag in a unicast DAO nessage to solicit a
uni cast DAO-ACK in response in order to confirmthe attenpt.

4. A node receiving a uni cast DAO nessage with the 'K flag set
SHOULD respond with a DAO-ACK. A node receiving a DAO nessage
without the 'K flag set MAY respond with a DAO ACK, especially
to report an error condition.

5. A node that sets the 'K flag in a unicast DAO nessage but does
not receive a DAO ACK in response MAY reschedul e the DAO nessage
transm ssion for another attenpt, up until an inplenentation-
speci fic nunber of retries.

6. Nodes SHOULD ignore DAGCs without newer sequence nunbers and MJST
NOT process them further.

Unli ke the Version field of a DIO which is increnented only by a
DODAG r oot and repeated unchanged by other nodes, DAOCSequence val ues
are uni que to each node. The sequence nunber space for unicast and
mul ti cast DAO nessages can be either the sane or distinct. It is
RECOMVENDED t o use the sanme sequence nunber space.

9.4. Structure of DAO Messages
DACs follow a conmon structure in both storing and non-storing
networks. |In the nost general form a DAO nessage nay i nclude

several groups of options, where each group consists of one or nore
Target options followed by one or nore Transit Information options.
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The entire group of Transit Information options applies to the entire
group of Target options. Later sections describe further details for
each node of operation.

1. RPL nodes MJST include one or nmore RPL Target options in each DAO
message they transnmt. One RPL Target option MJUST have a prefix
that includes the node’s | Pv6 address if that node needs the
DODAG t o provision Downward routes to that node. The RPL Target
option MAY be imedi ately foll owed by an opaque RPL Tar get
Descriptor option that qualifies it.

2. Wen a node updates the information in a Transit Information
option for a Target option that covers one of its addresses, it
MUST i ncrenent the Path Sequence nunber in that Transit
Information option. The Path Sequence nunber MAY be increnented
occasionally to cause a refresh to the Downward routes.

3. One or nore RPL Target options in a unicast DAO nessage MJST be
foll owed by one or nore Transit Information options. Al the
transit options apply to all the Target options that inmediately
precede t hem

4. Ml ticast DAGs MJUST NOT i nclude the DODAG Parent Address subfield
in Transit Information options.

5. A node that receives and processes a DAO nessage containi ng
information for a specific Target, and that has prior information
for that Target, MJST use the Path Sequence number in the Transit
Information option associated with that Target in order to
det ermi ne whether or not the DAO nessage contains updated
i nformati on per Section 7.

6. |If a node receives a DAO nessage that does not follow the above
rules, it MJST discard the DAO nessage wi thout further
processi ng.

In Non-Storing node, the root builds a strict source routing header
hop- by- hop, by recursively | ooking up one-hop information that ties a
Target (address or prefix) and a transit address together. In sone
cases, when a child address is derived froma prefix that is owned
and advertised by a parent, that parent-child rel ationship may be
inferred by the root for the purpose of constructing the source
routing header. |In all other cases, it is necessary to informthe
root of the transit-Target relationship froma reachable target, so
as to later enable the recursive construction of the routing header.
An address that is advertised as a Target in a DAO nmessage MJST be
collocated in the sanme router, or reachable on-link by the router
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that owns the address that is indicated in the associated Transit
Information. The following additional rules apply to ensure the
continuity of the end-to-end source route path:

1. The address of a parent used in the transit option MJST be taken
froma PIOfromthat parent with the 'R flag set. The 'R flag
ina PlOindicates that the prefix field actually contains the
full parent address but the child SHOULD NOT assune that the
parent address is on-1link.

2. APIOwith an A flag set indicates that the RPL child node may
use the prefix to autoconfigure an address. A parent that
advertises a prefix in a PIOwith the "A flag set MJUST ensure
that the address or the whole prefix in the PIOis reachable from
the root by advertising it as a DAOtarget. |If the parent also
sets the 'L’ flag indicating that the prefix is on-link, then it
MUST advertise the whole prefix as Target in a DAO nessage. |If
the 'L’ flag is cleared and the 'R flag is set, indicating that
the parent provides its own address in the PIQ then the parent
MJUST advertise that address as a DAO target.

3. An address that is advertised as Target in a DAO nessage MJIST be
collocated in the sanme router or reachable on-link by the router
that owns the address that is indicated in the associated Transit
I nformation.

4. In order to enable an opti mum conpression of the routing header
the parent SHOULD set the 'R flag in all PIGs with the A flag
set and the 'L’ flag cleared, and the child SHOULD prefer to use
as transit the address of the parent that is found in the PIO
that is used to autoconfigure the address that is advertised as
Target in the DAO nessage.

5. A router nmight have targets that are not known to be on-link for
a parent, either because they are addresses | ocated on an
alternate interface or because they belong to nodes that are
external to RPL, for instance connected hosts. |n order to
inject such a Target in the RPL network, the router MJST
advertise itself as the DODAG Parent Address subfield in the
Transit Information option for that target, using an address that
is on-link for that nodes DAO parent. |If the Target belongs to
an external node, then the router MJST set the External 'E flag
in the Transit Information.

A child node that has autoconfigured an address froma parent PIO
with the 'L’ flag set does not need to advertise that address as a
DAO Target since the parent ensures that the whole prefix is already
reachable fromthe root. However, if the 'L’ flag is not set, then
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it is necessary, in Non-Storing node, for the child node to inform
the root of the parent-child relationship, using a reachabl e address
of the parent, so as to enable the recursive construction of the
routi ng header. This is done by associating an address of the parent
as transit with the address of the child as Target in a DAO nessage.

9.5. DAO Transni ssion Schedul i ng

Because DAGCs fl ow Upward, receiving a unicast DAO can trigger sending
a unicast DAO to a DAO parent.

1. On receiving a unicast DAO nessage wi th updated infornmation, such
as containing a Transit Information option with a new Path
Sequence, a node SHOULD send a DAO. It SHOULD NOT send this DAO
nmessage i mediately. |t SHOULD del ay sendi ng the DAO nessage in
order to aggregate DAO information from other nodes for which it
is a DAO parent.

2. A node SHOULD del ay sending a DAO nessage with a timer
(Del ayDAO . Receiving a DAO nessage starts the Del ayDAO ti ner.
DAO nessages received while the DelayDAO tiner is active do not
reset the tiner. Wen the Del ayDAO tiner expires, the node sends
a DAQO.

3. Wen a node adds a node to its DAO parent set, it SHOULD schedul e
a DAO nessage transm ssion.

Del ayDAO s val ue and cal culation is inplenmentation dependent. A
default val ue of DEFAULT_DAO DELAY is defined in this specification.

9.6. Triggering DAO Messages

Nodes can trigger their sub-DODAG to send DAO nessages. Each node
mai ntai ns a DAO Trigger Sequence Nunmber (DTSN), which it comruni cates
t hrough DI O nmessages.

1. If a node hears one of its DAO parents increnent its DTSN, the
node MJST schedul e a DAO nessage transmi ssion using rules in
Sections 9.3 and 9. 5.

2. In Non-Storing node, if a node hears one of its DAO parents
increment its DTSN, the node MJUST increnent its own DTSN

In a Storing node of operation, as part of routine routing table

updat es and nmai nt enance, a storing node MAY increnent DTSN in order
to reliably trigger a set of DAO updates fromits imedi ate children.
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In a Storing node of operation, it is not necessary to trigger DAO
updates fromthe entire sub-DODAG since that state infornmation will
propagat e hop-by-hop Up the DODAG

In a Non-Storing node of operation, a DTSN increment will also cause
the inmedi ate children of a node to increment their DTSN in turn,
triggering a set of DAO updates fromthe entire sub- DODAG

Typically, in a Non-Storing node of operation, only the root would

i ndependently increnent the DTSN when a DAO refresh is needed but a
gl obal repair (such as by increnmenti ng DODAGVer si onNunmber) is not
desired. Typically, in a Non-Storing node of operation, all non-root
nodes woul d increnent their DTSN only when their parent(s) are
observed to do so.

In general, a node may trigger DAO updates according to

i mpl enent ati on-specific logic, such as based on the detection of a
Downwar d route inconsistency or occasionally based upon an internal
tiner.

In a storing network, selecting a proper Del ayDAO for triggered DAGCs
can greatly reduce the nunber of DAGCs transmitted. The trigger flows
Down the DODAG in the best case, the DAGs flow Up the DODAG such
that | eaves send DAGs first, with each node sendi ng a DAO nessage
only once. Such a scheduling could be approxi mated by setting

Del ayDAO i nversely proportional to Rank. Note that this suggestion
is intended as an optimization to allow efficient aggregation (it is
not required for correct operation in the general case).

9.7. Non-Storing Mde

In Non-Storing node, RPL routes nessages Downward using |P source
routing. The following rule applies to nodes that are in Non-Storing
node. Storing nbde has a separate set of rules, described in
Section 9. 8.

1. The DODAG Parent Address subfield of a Transit Information option
MJUST contain one or nore addresses. All of these addresses MJST
be addresses of DAO parents of the sender.

2. DAGs are sent directly to the root along a default route
installed as part of the parent selection.

3. Wen a node renoves a node fromits DAO parent set, it MAY

generate a new DAO nessage with an updated Transit |nfornation
option.
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In Non-Storing node, a node uses DAGs to report its DAO parents to
the DODAG root. The DODAG root can piece together a Downward route
to a node by using DAO parent sets from each node in the route. The
Pat h Sequence information may be used to detect stale DAO

i nformati on. The purpose of this per-hop route calculation is to
mnimze traffic when DAO parents change. |f nodes reported conplete
source routes, then on a DAO parent change, the entire sub- DODAG

woul d have to send new DACs to the DODAG root. Therefore, in Non-
Storing node, a node can send a single DAO although it m ght choose
to send nore than one DAO nessage to each of nultiple DAO parents.

Nodes pack DAGCs by sending a single DAO nessage with nultiple RPL
Target options. Each RPL Target option has its own, i mediately
following, Transit |Information options.

9.8. Storing Mde

In Storing node, RPL routes nessages Downward by the |IPv6 destination
address. The following rules apply to nodes that are in Storing
node:

1. The DODAG Parent Address subfield of a Transmt |nfornation
option MJST be enpty.

2. On receiving a unicast DAO, a node MJST conpute if the DAO woul d
change the set of prefixes that the node itself advertises. This
conputati on SHOULD i ncl ude consultation of the Path Sequence
information in the Transit Information options associated with
the DAOQ, to determne if the DAO nmessage contai ns newer
i nformati on that supersedes the information already stored at the
node. |If so, the node MUST generate a new DAO nessage and
transmit it, following the rules in Section 9.5. Such a change
i ncl udes receiving a No-Path DAO

3. \Wen a node generates a new DAO, it SHOULD unicast it to each of
its DAO parents. It MJST NOT uni cast the DAO nessage to nodes
that are not DAO parents.

4. Wen a node renoves a node fromits DAO parent set, it SHOULD
send a No- Pat h DAO nmessage (Section 6.4.3) to that renmoved DAO
parent to invalidate the existing route.

5. If messages to an advertised Downward address suffer froma
forwardi ng error, Neighbor Unreachable Detection (NUD), or
simlar failure, a node MAY mark the address as unreachabl e and
generate an appropriate No-Path DAQO
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DACs advertise to which destination addresses and prefi xes a node has
routes. Unlike in Non-Storing node, these DAGs do not conmunicate

i nformation about the routes thenselves: that information is stored
within the network and is inplicit fromthe | Pv6 source address.

When a storing node generates a DAQ, it uses the stored state of DAGs
it has received to produce a set of RPL Target options and their
associ ated Transmit Infornmation options.

Because this information is stored within each node's routing tables,
in Storing node, DAGs are conmunicated directly to DAO parents, who
store this information

9.9. Path Contro

A DAO nessage from a node contains one or nore Target options. Each
Target option specifies either a prefix advertised by the node, a
prefix of addresses reachable outside the LLN, the address of a
destination in the node’s sub-DODAG or a nmulticast group to which a
node in the sub-DODAG is listening. The Path Control field of the
Transit Information option allows nodes to request or allow for
mul ti ple Downward routes. A node constructs the Path Control field
of a Transit Information option as foll ows:

1. The bit width of the Path Control field MJUST be equal to the
value (PCS + 1), where PCS is specified in the control field of
t he DODAG Configuration option. Bits greater than or equal to
the value (PCS + 1) MJST be cl eared on transni ssion and MJST be
i gnored on reception. Bits below that val ue are considered
"active" bits.

2. The node MJST logically construct groupings of its DAO parents
whi | e popul ating the Path Control field, where each group
consi sts of DAO parents of equal preference. Those groups MJST
then be ordered according to preference, which allows for a
| ogi cal mappi ng of DAO parents onto Path Control subfields (see
Figure 27). G oups MAY be repeated in order to extend over the
entire bit width of the patch control field, but the order
i ncludi ng repeated groups, MJST be retained so that preference is
properly conmuni cat ed.

3. For a RPL Target option describing a node’s own address or a
prefix outside the LLN, at |east one active bit of the Path
Control field MIST be set. Mrre active bits of the Path Contro
field MAY be set.
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4. If a node receives multiple DAGs with the sane RPL Target option
it MUST bitwise-OR the Path Control fields it receives. This
aggregat ed bitwi se-OR represents the nunber of Downward routes
the prefix requests.

5. Wen a node sends a DAO nessage to one of its DAO parents, it
MJUST sel ect one or nore of the bits that are set active in the
subfield that is napped to the group containing that DAO parent
fromthe aggregated Path Control field. A given bit can only be
presented as active to one parent. The DAO nessage it transmts
to its parent MJUST have these active bits set and all other
active bits cleared.

6. For the RPL Target option and DACSequence nunber, the DAGCs a node
sends to different DAO parents MJST have disjoint sets of active
Path Control bits. A node MJST NOT set the sanme active bit on
DAGs to two different DAO parents.

7. Path Control bits SHOULD be allocated according to the preference
mappi ng of DAO parents onto Path Control subfields, such that the
active Path Control bits, or groupings of bits, that belong to a
particular Path Control subfield are allocated to DAO parents
within the group that was mapped to that subfield.

8. In a Non-Storing node of operation, a node MAY pass DAGCs through
wi t hout perforning any further processing on the Path Control
field.

9. A node MJUST NOT unicast a DAO nessage that has no active bits in
the Path Control field set. It is possible that, for a given
Target option, a node does not have enough aggregate Path Contro
bits to send a DAO nessage containing that Target to each of its
DAO parents, in which case those | east preferred DAO Parents may
not get a DAO nessage for that Target.

The Path Control field allows a node to bound how nany Downwar d
routes will be generated to it. It sets a nunber of bits in the Path
Control field equal to the maxi mrum nunmber of Downward routes it
prefers. At nost, each bit is sent to one DAO parent; clusters of
bits can be sent to a single DAO parent for it to divide anong its
own DAO parents.

A node that provisions a DAOroute for a Target that has an

associ ated Path Control field SHOULD use the content of that Path
Control field in order to determnmine an order of preference anong
multiple alternative DAO routes for that Target. The Path Contro
field assignment is derived from preference (of the DAO parents), as
determ ned on the basis of this node’'s best know edge of the "end-to-
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end" aggregated nmetrics in the Downward direction as per the

bj ective Function. |In Non-Storing node the root can deternine the
Downwar d route by aggregating the information from each received DAQ
whi ch includes the Path Control indications of preferred DAO parents.

9.9.1. Path Control Exanple

Suppose that there is an LLN operating in Storing node that contains
a Node Nwith four parents, P1, P2, P3, and P4. Let N have three
children, Cl, C2, and C3 in its sub-DODAG Let PCS be 7, such that
there will be 8 active bits in the Path Control field: 11111111b
Consi der the foll ow ng exanpl e:

The Path Control field is split into four subfields, PCL (11000000b),
PC2 (00110000b), PC3 (00001100b), and PC4 (00000011b), such that
those four subfields represent four different |evels of preference
per Figure 27. The inplenentation at Node N, in this exanple, groups
{P1, P2} to be of equal preference to each other and the nost

preferred group overall. {P3} is less preferred to {P1, P2}, and nore
preferred to {P4}. Let Node N then performits Path Control mapping
such that:

{P1, P2} -> PCl (11000000b) in the Path Control field

{P3} -> PC2 (00110000b) in the Path Control field

{ P4} -> PC3 (00001100b) in the Path Control field

{ P4} -> PC4 (00000011b) in the Path Control field

Note that the inplementation repeated {P4} in order to get conplete
coverage of the Path Control field.

1. Let Cl send a DAO containing a Target T with a Path Contro
10000000b. Node N stores an entry associ ating 10000000b with
the Path Control field for C1 and Target T.

2. Let C2 send a DAO containing a Target T with a Path Contro
00010000b. Node N stores an entry associ ati ng 00010000b with
the Path Control field for Cl1 and Target T.

3. Let C3 send a DAO containing a Target T with a Path Contro
00001100b. Node N stores an entry associ ati ng 00001100b with
the Path Control field for Cl1 and Target T.

4, At sonme later tine, Node N generates a DAO for Target T. Node N
will construct an aggregate Path Control field by OR ng together
the contribution fromeach of its children that have given a DAO
for Target T. Thus, the aggregate Path Control field has the
active bits set as: 10011100b.
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9. 10.

Node N then distributes the aggregate Path Control bits anong
its parents P1, P2, P3, and P4 in order to prepare the DAO
nessages.

P1 and P2 are eligible to receive active bits fromthe nost
preferred subfield (11000000b). Those bits are 10000000b in the
aggregate Path Control field. Node N nust set the bit to one of
the two parents only. |In this case, Node P1 is allocated the
bit and gets the Path Control field 10000000b for its DAQO

There are no bits left to allocate to Node P2; thus, Node P2
woul d have a Path Control field of 00000000b and a DAO cannot be
generated to Node P2 since there are no active bits.

The second-nost preferred subfield (00110000b) has the active
bits 00010000b. Node N has napped P3 to this subfield. Node N
may allocates the active bit to P3, constructing a DAO for P3
containing Target T with a Path Control of 00010000b.

The third-nost preferred subfield (00001100b) has the active
bits 00001100b. Node N has napped P4 to this subfield. Node N
may allocate both bits to P4, constructing a DAO for P4
containing Target T with a Path Control of 00001100b.

The | east preferred subfield (00000011b) has no active bits.
Had there been active bits, those bits would have been added to
the Path Control field of the DAO constructed for P4.

The process of popul ati ng the DAO nessages destined for P1, P2,
P3, P4 with other targets (other than T) proceeds according to
the aggregate Path Control fields collected for those targets.

Mul ticast Destination Adverti senent Messages

A special case of DAO operation, distinct fromuni cast DAO operation
is multicast DAO operation that nmay be used to populate ’1-hop
routing table entries.

1

W nter,

A node MAY nulticast a DAO nessage to the link-1ocal scope all-
RPL- nodes rmul ticast address.

A mul ticast DAO nessage MJST be used only to advertise

i nformati on about the node itself, i.e., prefixes directly
connected to or owned by the node, such as a multicast group that
the node is subscribed to or a gl obal address owned by the node.

A mul ticast DAO nessage MUST NOT be used to relay connectivity

information | earned (e.g., through uni cast DAO from anot her
node.
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4. A node MUST NOT perform any other DAO-rel ated processing on a
recei ved multicast DAO nessage; in particular, a node MJUST NOT
performthe actions of a DAO parent upon receipt of a nulticast
DAQ.

0 The nulticast DAO nmay be used to enable direct P2P conmunication
wi t hout needing the DODAG to relay the packets.

10. Security Mechanisns

This section describes the generation and processing of secure RPL
messages. The high-order bit of the RPL nessage code identifies

whet her or not a RPL nessage is secure. |In addition to secure

versi ons of basic control nessages (DS, DIO DAO DAO ACK), RPL has
several nessages that are relevant only in networks that are security
enabl ed.

| npl enent ation conplexity and size is a core concern for LLNs such
that it may be econonmically or physically inpossible to include
sophi sticated security provisions in a RPL inplenentation

Furt hernmore, many depl oynents can utilize |ink-layer or other
security nechanisns to nmeet their security requirements w thout
requiring the use of security in RPL.

Therefore, the security features described in this docunent are
OPTIONAL to inplenent. A given inplenentation MAY support a subset
(including the enpty set) of the described security features, for
exanple, it could support integrity and confidentiality, but not
signatures. An inplenentation SHOULD clearly specify which security
mechani sns are supported, and it is RECOWENDED t hat inplenenters
carefully consider security requirenents and the availability of
security nechanisns in their network

10.1. Security Overview
RPL supports three security nodes:

0 Unsecured. 1In this security node, RPL uses basic DS, D O DAQ
and DAO- ACK nmessages, which do not have Security sections. As a
network could be using other security mechanisns, such as |ink-
| ayer security, unsecured node does not inply all nessages are
sent w thout any protection.

o Preinstalled. 1In this security node, RPL uses secure nessages.
To join a RPL Instance, a node nust have a preinstalled key.
Nodes use this to provide nessage confidentiality, integrity, and
authenticity. A node may, using this preinstalled key, join the
RPL network as either a host or a router
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0 Authenticated. |In this security node, RPL uses secure nessages.
To join a RPL Instance, a node nust have a preinstalled key.
Nodes use this key to provide nessage confidentiality, integrity,
and authenticity. Using this preinstalled key, a node may join
the network as a host only. To join the network as a router, a
node nust obtain a second key froma key authority. This key
authority can authenticate that the requester is allowed to be a
router before providing it with the second key. Authenticated
node cannot be supported by symetric algorithms. As of the
writing of this specification, RPL supports only symetric
al gorithnms: authenticated node is included for the benefit of
potential future cryptographic primtives. See Section 10.3.

Whet her or not the RPL | nstance uses unsecured node is signal ed by
whet her it uses secure RPL nmessages. Wiether a secured network uses
the preinstalled or authenticated node is signaled by the 'A bit of
t he DAG Confi guration option

This specification specifies CCM-- Counter with CBC-MAC (G pher

Bl ock Chai ning - Message Authentication Code) -- as the cryptographic
basis for RPL security [RFC3610]. |In this specification, CCM uses
AES- 128 as its underlying cryptographic algorithm There are bits
reserved in the Security section to specify other algorithnms in the
future.

Al'l secured RPL nmessages have either a MAC or a signature.

Optionally, secured RPL nmessages al so have encryption protection for
confidentiality. Secured RPL nessage formats support both integrated
encryption/authentication schenes (e.g., CCM as well as schenes that
separately encrypt and aut henticate packets.

2. Joining a Secure Network

RPL security assumes that a node wishing to join a secured network
has been pre-configured with a shared key for comunicating with
nei ghbors and the RPL root. To join a secure RPL network, a node
either listens for secure DIGCs or triggers secure DIGs by sending a
secure DIS. In addition to the DIQDIS rules in Section 8, secure
DI O and DI S nessages have these rules:

1. If sent, this initial secure DIS MIST set the Key Identifier Mde
field to 0 (00) and MJUST set the Security Level field to 1 (001).
The key used MJUST be the pre-configured group key (Key | ndex
0x00) .

2. \Wen a node resets its Trickle timer in response to a secure D' S
(Section 8.3), the next DIOit transmts MJST be a secure DI O
with the same security configuration as the secure DIS. If a
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node receives multiple secure DI S nessages before it transnmits a
DI O, the secure DI O MJST have the sane security configuration as
the last DIS to which it is responding.

3. Wen a node sends a DIOin response to a unicast secure DI S
(Section 8.3), the DIO MJST be a secure DI O

The above rules allow a node to join a secured RPL Instance using the
pre-configured shared key. Once a node has joined the DODAG using
the pre-configured shared key, the A" bit of the Configuration
option determnes its capabilities. |If the "A bit of the
Configuration option is cleared, then nodes can use this

prei nstall ed, shared key to exchange nessages nornally: it can issue
DI Cs, DAGs, etc.

If the A bit of the Configuration option is set and the RPL
Instance is operating in authenticated node:

1. A node MJUST NOT advertise a Rank besides | NFINITE RANK in secure
Dl Os secured with Key I ndex 0x00. Wen processing DI O nessages
secured with Key I ndex 0x00, a processing node MJST consider the
advertised Rank to be INFINITE_RANK. Any other value results in
t he message bei ng di scarded.

2. Secure DAGs using a Key Index 0x00 MJUST NOT have a RPL Target
option with a prefix besides the node’s address. |f a node
recei ves a secured DAO nessage using the preinstalled, shared key
where the RPL Target option does not match the | Pv6 source
address, it MJST discard the secured DAO nmessage w t hout further
processi ng.

The above rules mean that in RPL Instances where the 'A bit is set,
usi ng Key I ndex 0x00, a node can join the RPL Instance as a host but
not a router. A node nmust communicate with a key authority to obtain
a key that will enable it to act as a router.

10.3. Installing Keys

Aut henti cated node requires a woul d-be router to dynanically instal
new keys once they have joined a network as a host. Having joined as
a host, the node uses standard |IP nessaging to conmunicate with an
aut hori zati on server, which can provi de new keys.

The protocol to obtain such keys is out of scope for this
specification and to be elaborated in future specifications. That

el aboration is required for RPL to securely operate in authenticated
node.
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4. Consi stency Checks

RPL nodes send Consi stency Check (CC) nessages to protect against
replay attacks and synchroni ze counters.

1. If a node receives a unicast CC nessage with the "R bit cleared,
and it is a nenber of or is in the process of joining the
associ ated DODAG it SHOULD respond with a unicast CC nessage to
the sender. This response MJUST have the 'R bit set, and it MJST
have the sane CC nonce, RPLInstancel D, and DODAG D fields as the
message it received.

2. If a node receives a nulticast CC nessage, it MJST discard the
nmessage with no further processing.

Consi stency Check messages allow nodes to issue a chall enge-response
to validate a node’s current counter value. Because the CC nonce is
generated by the challenger, an adversary replayi ng nessages is
unlikely to be able to generate a correct response. The counter in
t he Consi stency Check response allows the challenger to validate the
counter values it hears.

5. Count ers

In the sinplest case, the counter value is an unsigned integer that a
node increments by one or nore on each secured RPL transnission. The
counter MAY represent a tinestanp that has the foll owi ng properties:

1. The tinestanp MJUST be at | east six octets |ong.

2. The timestanp MJST be in 1024 Hz (binary mllisecond)
granularity.

3. The timestanp start tinme MJST be January 1, 1970, 12:00: 00AM UTC

4. If the counter represents a tinestanp, the counter value MJST be
a value conputed as follows. Let T be the tinestanp, S be the
start time of the key in use, and E be the end tinme of the key in
use. Both S and E are represented using the same three rules as
the tinestanp described above. If E>T < S, then the counter is
invalid and a node MUST NOT generate a packet. O herw se, the
counter value is equal to T-S

5. If the counter represents such a tinmestanp, a node MAY set the
"T" flag of the Security section of secured RPL packets.

6. If the Counter field does not present such a tinmestanp, then a
node MUST NOT set the 'T flag.
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7. |1f a node does not have a local tinestanp that satisfies the
above requirements, it MJST ignore the 'T flag.

If a node supports such tinestanps and it receives a nmessage with the
T flag set, it MAY apply the tenporal check on the received nessage
described in Section 10.7.1. |If a node receives a nessage w thout
the 'T flag set, it MJST NOT apply this tenporal check. A node’'s
security policy MAY, for application reasons, include rejecting all
nmessages without the 'T flag set.

The 'T" flag is present because nmany LLNs today already maintain

gl obal tinme synchronization at sub-millisecond granularity for
security, application, and other reasons. Allowing RPL to |everage
this existing functionality when present greatly sinplifies solutions
to sone security problens, such as delay protection

6. Transm ssion of Qutgoing Packets

G ven an outgoing RPL control packet and the required security
protection, this section describes how RPL generates the secured
packet to transmit. |t also describes the order of cryptographic
operations to provide the required protection

The requirenent for security protection and the | evel of security to
be applied to an outgoi ng RPL packet shall be determi ned by the
node’s security policy database. The configuration of this security
policy database for outgoing packet processing is inplenentation
speci fic.

Where secured RPL nessages are to be transmtted, a RPL node MJST set
the Security section (T, Sec, KIM and LVL) in the outgoing RPL
packet to describe the protection |evel and security settings that
are applied (see Section 6.1). The Security subfield bit of the RPL
Message Code field MIUST be set to indicate the secure RPL nessage.

The counter val ue used in constructing the AES-128 CCM nonce
(Figure 31) to secure the outgoing packet MJST be an increnent of the
| ast counter transnitted to the particular destination address.

Where security policy specifies the application of delay protection
the Tinestanp counter used in constructing the CCM nonce to secure
t he out goi ng packet MJST be increnented according to the rules in
Section 10.5. Were a Tinestanp counter is applied (indicated with
the 'T flag set), the locally maintained Timestanp counter MJST be
i ncluded as part of the transmitted secured RPL nessage.

Wnter, et al. St andards Track [ Page 94]



RFC 6550 RPL March 2012

The cryptographic algorithmused in securing the outgoing packet

shal | be specified by the node’'s security policy database and MJST be
indicated in the value of the Sec field set within the outgoing
nessage

The security policy for the outgoing packet shall determ ne the
applicable KIMand Key ldentifier specifying the security key to be
used for the cryptographi c packet processing, including the optiona
use of signature keys (see Section 6.1). The security policy will
al so specify the algorithm (A gorithm and | evel of protection
(Level) in the formof authentication or authentication and
encryption, and potential use of signatures that shall apply to the
out goi ng packet .

Wiere encryption is applied, a node MIST repl ace the original packet
payl oad with that payl oad encrypted using the security protection
key, and CCM nonce specified in the Security section of the packet.

Al'l secured RPL nessages include integrity protection. In
conjunction with the security algorithm processing, a node derives
either a MAC or signature that MJST be included as part of the

out goi ng secured RPL packet.

10.7. Reception of Inconm ng Packets

This section describes the reception and processing of a secured RPL
packet. G ven an incoming secured RPL packet, where the Security
subfield bit of the RPL Message Code field is set, this section
descri bes how RPL generates an unencrypted variant of the packet and
validates its integrity.

The receiver uses the RPL security control fields to determ ne the
necessary packet security processing. |If the described |evel of
security for the nessage type and originator is unknown or does not
meet | ocally maintained security policies, a node MIST discard the
packet wi thout further processing, MAY raise a nanagenent alert, and
MUST NOT send any nessages in response. These policies can include
security levels, keys used, source identifiers, or the |lack of

ti mest anp-based counters (as indicated by the 'T flag). The
configuration of the security policy database for inconi ng packet
processing is out of scope for this specification (it may, for
exanpl e, be defined through DI O Configuration or through out-of-band
adm ni strative router configuration).

Where the nmessage Security Level (LVL) indicates an encrypted RPL
nmessage, the node uses the key information identified through the KIM
field as well as the CCM nonce as input to the nessage payl oad
decryption processing. The CCM nonce shall be derived fromthe
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message Counter field and other received and | ocally naintained
informati on (see Section 10.9.1). The plaintext nessage contents
shal | be obtained by invoking the inverse cryptographic node of
operation specified by the Sec field of the received packet.

The receiver shall use the CCM nonce and identified key infornation
to check the integrity of the incom ng packet. |If the integrity
check fails against the received MAC, a node MJUST discard the packet.

If the received nessage has an initialized (zero value) counter val ue
and the receiver has an incom ng counter currently maintained for the
originator of the nessage, the receiver MUST initiate a counter
resynchroni zation by sending a Consi stency Check response nessage
(see Section 6.6) to the nessage source. The Consistency Check
response nessage shall be protected with the current full outgoing
counter rmaintained for the particular node address. That outgoing
counter will be included within the security section of the nmessage
while the inconming counter will be included within the Consistency
Check nessage payl oad.

Based on the specified security policy, a node MAY apply replay
protection for a received RPL nmessage. The replay check SHOULD be
performed before the authentication of the received packet. The
counter, as obtained fromthe inconi ng packet, shall be conpared
agai nst the waternmark of the inconming counter naintained for the

gi ven origination node address. |f the received nmessage counter

val ue is non-zero and |l ess than the nmintained i nconi ng counter

wat ermark, a potential packet replay is indicated and the node MJST
di scard the incom ng packet.

If delay protection is specified as part of the incom ng packet
security policy checks, the Tinestanp counter is used to validate the
timeliness of the received RPL nessage. |f the incom ng nessage

Ti mestanp counter value indicates a nessage transmi ssion time prior
to the locally mnaintained transm ssion tinme counter for the
originator address, a replay violation is indicated and the node MJST
di scard the incom ng packet. |If the received Tinestanp counter val ue
i ndi cates a nessage transnmission tinme that is earlier than the
Current time |less the acceptabl e packet delay, a delay violation is

i ndi cated and the node MJUST discard the inconi ng packet.

Once a nessage has been decrypted, where applicable, and has
successfully passed its integrity check, replay check, and optionally
del ay- protecti on checks, the node can update its |ocal security

i nformati on, such as the source’s expected counter value for replay
conpari son.
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A node MUST NOT update its security information on receipt of a
message that fails security policy checks or other applied integrity,
replay, or delay checks.

10.7.1. Timestanmp Key Checks

If the 'T flag of a nessage is set and a node has a | ocal tinestanp
that follows the requirenments in Section 10.5, then a node MAY check
the tenporal consistency of the nessage. The node conputes the
transmit tine of the nessage by adding the counter value to the start
time of the associated key. |If this transmt tine is past the end
tinme of the key, the node MAY discard the nessage without further
processing. |If the transmit tine is too far in the past or future
conpared to the local tinme on the receiver, it MAY discard the
nmessage wi thout further processing.

10.8. Coverage of Integrity and Confidentiality

For a RPL | CMPv6 nessage, the entire packet is within the scope of
RPL security.

MACs and signatures are cal cul ated over the entire unsecured |IPv6
packet. \When computing MACs and signatures, nutable |IPv6 fields are
considered to be filled with zeroes, following the rules in Section
3.3.3.1 of [RFC4302] (I Psec Authenticated Header). MAC and signature
cal cul ations are perfornmed before any conpression that |ower |ayers

may apply.

When a RPL | CMPv6 nessage is encrypted, encryption starts at the
first byte after the Security section and continues to the |ast byte
of the packet. The |IPv6 header, | CWPv6 header, and RPL nessage up to
the end of the Security section are not encrypted, as they are needed
to correctly decrypt the packet.

For exanple, a node sending a nessage with LVL=1, KI M0, and

Al gorithn=0 uses the CCM al gorithm [ RFC3610] to create a packet with
attributes ENC- MAC-32: it encrypts the packet and appends a 32-bit
MAC. The bl ock ci pher key is determi ned by the Key Index. The CCM
nonce is conputed as described in Section 10.9.1; the nessage to

aut henticate and encrypt is the RPL nessage starting at the first
byte after the Security section and ends with the | ast byte of the
packet. The additional authentication data starts with the begi nning
of the I Pv6 header and ends with the last byte of the RPL Security
section.
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10.9. Cryptographic Mde of QOperation

The cryptographi c node of operation described in this specification
(Algorithm= 0) is based on CCM and the bl ock-ci pher AES-128

[ RFC3610]. This node of operation is wi dely supported by existing
i mpl enentati ons. CCM node requires a nonce (CCM nonce).

10.9.1. CCM Nonce
A RPL node constructs a CCM nonce as foll ows:

0 1 2 3
01234567890123456789012345678901
T T S S S S S e

+
o I
Source ldentifier +
I

+-
+
B S T S S e i S S T S S S e S i S &
| Count er |
o e e o e e e e Fe e e e e e e e e e e e e e e e e e e e e e e -
| KIM Resvd| LVL |

T N B NS S

Fi gure 31: CCM Nonce

Source ldentifier: 8 bytes. Source ldentifier is set to the |ogical
identifier of the originator of the protected packet.

Counter: 4 bytes. Counter is set to the (unconpressed) val ue of the
corresponding field in the Security option of the RPL control
nessage.

Key Identifier Mde (KIM: 2 bits. KIMis set to the value of the
corresponding field in the Security option of the RPL control
nessage.

Security Level (LVL): 3 bits. Security Level is set to the value of
the corresponding field in the Security option of the RPL
control nessage.

Unassi gned bits of the CCM nonce are reserved. They MJST be set to
zero when constructing the CCM nonce.

Al fields of the CCM nonce are represented in nost significant octet
and nost significant bit first order.
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10.9.2. Signatures

If the KIMindicates the use of signatures (a value of 3), then a
node appends a signature to the data payl oad of the packet. The
Security Level (LVL) field describes the Iength of this signature.
The signature schenme in RPL for Security Mode 3 is an instantiation
of the RSA algorithm (RSASSA-PSS) as defined in Section 8.1 of

[ RFC3447]. As public key, it uses the pair (n,e), where nis a
2048-bit or 3072-bit RSA nodul us and where e=2"{16}+1. It uses CCM
nmode [ RFC3610] as the encryption scheme with M=0 (as a stream

ci pher). Note that although [RFC3610] disallows the CCM node with
MO, RPL explicitly allows the CCM node with M=0 when used in
conjunction with a signature, because the signature provides
sufficient data authentication. Here, the CCMnode with M0 is
specified as in [RFC3610], but where the M field in Section 2.2 MJST
be set to 0. It uses the SHA-256 hash function specified in Section
6.2 of [FIPS180]. It uses the message encoding rules of Section 8.1
of [ RFC3447].

Let 'a' be a concatenation of a 6-byte representation of counter and
t he message header. The packet payload is the right-concatenation of
packet data 'm and the signature 's’. This signature schene is
i nvoked with the right-concatenation of the nessage parts a and m
whereas the signature verification is invoked with the right-

concatenati on of the nessage parts a and mand with signature s.

RSA signatures of this form provide sufficient protection for RPL
networks. |f needed, alternative signature schemes that produce nore
conci se signatures is out of scope for this specification and may be
the subject of a future specification

An inplenmentation that supports RSA signing with either 2048-bit or
3072-bit signatures SHOULD support verification of both 2048-bit and
3072-bit RSA signatures. This is in consideration of providing an
upgrade path for a RPL depl oynment.

11. Packet Forwardi ng and Loop Avoi dance/ Detection

11.1. Suggestions for Packet Forwarding

Thi s docunment specifies a routing protocol. These non-normative
suggestions are provided to aid in the design of a forwarding

i mpl enentation by illustrating how such an i nplenmentation could work
with RPL.

When forwardi ng a packet to a destination, precedence is given to
sel ection of a next-hop successor as follows:
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Hop

W nter,

This specification only covers how a successor is selected from

t he DODAG Version that matches the RPLInstancel D marked in the

| Pv6 header of the packet being forwarded. Routing outside the

i nstance can be done as long as additional rules are put in place
such as strict ordering of instances and routing protocols to
protect against |oops. Such rules may be defined in a separate
docunent .

If a local administrative preference favors a route that has been
| earned froma different routing protocol than RPL, then use that
successor.

If the packet header specifies a source route by including an RH4
header as specified in [ RFC6554], then use that route. |If the
node fails to forward the packet with that specified source
route, then that packet should be dropped. The node MAY | og an
error. The node may send an | CMPv6 error in Source Routing
Header nmessage to the source of the packet (see Section 20.18).

If there is an entry in the routing table natching the
destination that has been learned froma mnulticast destination
advertisenent (e.g., the destination is a one-hop neighbor), then
use that successor

If there is an entry in the routing table nmatching the
destination that has been | earned froma unicast destination
advertisement (e.g., the destination is |ocated Down the sub-
DODAG), then use that successor. |If there are DAO Path Contro
bits associated with multiple successors, then consult the Path
Control bits to order the successors by preference when choosing.
If, for a given DAO Path Control bit, nultiple successors are
recorded as having asserted that bit, precedence should be given
to the successor who nost recently asserted that bit.

If there is a DODAG Version offering a route to a prefix matching
the destination, then select one of those DODAG parents as a
successor according to the OF and routing netrics.

Any ot her as-yet-unattenpted DODAG parent may be chosen for the
next attenpt to forward a unicast packet when no better match

exi sts.

Finally, the packet is dropped. |CMP Destination Unreachable MAY
be i nvoked (an inconsistency is detected).

Limt MJST be decrenented when forwardi ng per [RFC2460].
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Not e that the chosen successor MJUST NOT be the nei ghbor that was the
predecessor of the packet (split horizon), except in the case where
it is intended for the packet to change froman Upward to a Downward
direction, as determned by the routing table of the node making the
change, such as switching fromDI O routes to DAO routes as the
destination is neared in order to continue traveling toward the
desti nati on.

11.2. Loop Avoi dance and Detection

RPL | oop avoi dance mechani snms are kept sinple and designed to

m nimze churn and states. Loops may formfor a nunber of reasons,
e.g., control packet loss. RPL includes a reactive | oop detection
techni que that protects fromneltdown and triggers repair of broken
pat hs.

RPL | oop detection uses RPL Packet Information that is transported
within the data packets, relying on an external nechani sm such as

[ RFC6553] that places in the RPL Packet Information in an | Pv6 Hop-
by- Hop option header

The content of RPL Packet Information is defined as foll ows:

Down 'O : 1-bit flag indicating whether the packet is expected to
progress Up or Down. A router sets the 'O flag when the
packet is expected to progress Down (using DAO routes), and
clears it when forwarding toward the DODAG root (to a node with
a lower Rank). A host or RPL |eaf node MUST set the 'O flag
to O.

Rank-Error 'R : 1-bit flag indicating whether a Rank error was
detected. A Rank error is detected when there is a msmatch in
the relative Ranks and the direction as indicated in the 'O
bit. A host or RPL | eaf node MIJST set the "R bit to O.

Forwarding-Error "F : 1-bit flag indicating that this node cannot
forward the packet further towards the destination. The 'F
bit mght be set by a child node that does not have a route to
destination for a packet with the Down 'O bit set. A host or
RPL | eaf node MJST set the 'F bit to O.

RPLI nstancel D. 8-bit field indicating the DODAG i nstance al ong which
t he packet is sent.

Sender Rank: 16-bit field set to zero by the source and to
DAGRank(rank) by a router that forwards inside the RPL network
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11.

11.

11.

11.

2.1. Source Node Qperation

If the source is aware of the RPLInstancelD that is preferred for the
packet, then it MJST set the RPLInstancel D field associated with the
packet accordingly; otherwise, it MJST set it to the

RPL_DEFAULT_| NSTANCE

2.2. Router Qperation
2.2.1. Instance Forwarding

The RPLInstancel D is associated by the source with the packet. This
RPLI nst ancel D MJUST match the RPL | nstance onto which the packet is
pl aced by any node, be it a host or router. The RPLInstancelD is
part of the RPL Packet | nfornation.

A RPL router that forwards a packet in the RPL network MJST check if
t he packet includes the RPL Packet Information. |f not, then the RPL
router MJST insert the RPL Packet Information. |If the router is an
ingress router that injects the packet into the RPL network, the
router MJST set the RPLInstancelD field in the RPL Packet

Information. The details of how that router deternines the napping
to a RPLInstancel D are out of scope for this specification and |eft
to future specification.

A router that forwards a packet outside the RPL network MJST renove
the RPL Packet | nformation.

When a router receives a packet that specifies a given RPLInstancel D
and the node can forward t he packet al ong the DODAG associated to
that instance, then the router MIUST do so and | eave the RPLInstancel D
val ue unchanged.

I f any node cannot forward a packet al ong the DODAG associated w th
the RPLInstancel D, then the node SHOULD di scard t he packet and send
an | CVP error nessage
2.2.2. DAG Inconsistency Loop Detection
The DODAG is inconsistent if the direction of a packet does not match
the Rank rel ationship. A receiver detects an inconsistency if it
receives a packet with either

the "O bit set (to Down) froma node of a higher Rank

the 'O bit cleared (for Up) froma node of a | ower Rank
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11.

When t he DODAG root increnments the DODAGVersi onNunber, a tenporary
Rank di scontinuity may form between the next DODAG Version and the
prior DODAG Version, in particular, if nodes are adjusting their Rank
in the next DODAG Version and deferring their mgration into the next
DODAG Version. A router that is still a nmenber of the prior DODAG
Versi on may choose to forward a packet to a (future) parent that is
in the next DODAG Version. |In sonme cases, this could cause the
parent to detect an inconsistency because the Rank-ordering in the
prior DODAG Version is not necessarily the same as in the next DODAG
Version, and the packet nay be judged not to be making forward
progress. |If the sending router is aware that the chosen successor
has al ready joi ned the next DODAG Version, then the sending router
MUST update the SenderRank to INFINITE RANK as it forwards the
packets across the discontinuity into the next DODAG Version in order
to avoid a fal se detection of Rank inconsistency.

One inconsistency along the path is not considered a critical error
and the packet may continue. However, a second detection along the
path of the sanme packet should not occur and the packet MJST be

dr opped.

This process is controlled by the Rank-Error bit associated with the
packet. \When an inconsistency is detected on a packet, if the Rank-
Error bit was not set, then the Rank-Error bit is set. If it was set
t he packet MUST be discarded and the Trickle tinmer MJST be reset.

2.2.3. DAO Inconsistency Detection and Recovery

DAO i nconsi stency | oop recovery is a nmechanismthat applies to
Storing node of operation only.

In Non-Storing node, the packets are source routed to the
destination, and DAO i nconsi stencies are not corrected locally.
Instead, an ICMP error with a new code "Error in Source Routing
Header" is sent back to the root. The "Error in Source Routing
Header" nessage has the sane format as the "Destination Unreachabl e
Message", as specified in [ RFC4443]. The portion of the invoking
packet that is sent back in the | CMP nessage should record at | east
up to the routing header, and the routing header should be consuned
by this node so that the destination in the I Pv6 header is the next
hop that this node could not reach

A DAO i nconsi stency happens when a router has a Downward route that
was previously learned froma DAO nessage via a child, but that
Downward route is not longer valid in the child, e.g., because that
related state in the child has been cleaned up. Wth DAO

i nconsi stency | oop recovery, a packet can be used to recursively
expl ore and cl ean up the obsol ete DAO states al ong a sub- DODAG
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In a general nanner, a packet that goes Down shoul d never go Up
again. |f DAO inconsistency |oop recovery is applied, then the
router SHOULD send the packet back to the parent that passed it with
the Forwarding-Error 'F bit set and the 'O bit |left untouched.

O herwi se, the router MIST silently discard the packet.

Upon receiving a packet with a Forwardi ng-Error bit set, the node
MUST renove the routing states that caused forwarding to that

nei ghbor, clear the Forwarding-Error bit, and attenpt to send the
packet again. The packet may be sent to an alternate neighbor, after
the expiration of a user-configurable inplenentation-specific tiner.
If that alternate neighbor still has an inconsistent DAO state via
this node, the process will recurse, this node will set the

Forwardi ng-Error 'F bit, and the routing state in the alternate

nei ghbor will be cl eaned up as well

12. Multicast Operation

This section describes a nmulticast routing operation over an | Pv6 RPL
networ k and, specifically, how unicast DAGCs can be used to relay
group registrations. The same DODAG construct can be used to forward
uni cast and nulticast traffic. This sectionis linmted to a
description of how group registrations may be exchanged and how the
forwarding infrastructure operates. It does not provide a ful
description of multicast within an LLN and, in particular, does not
descri be the generation of DODAGs specifically targeted at nulticast
or the details of operating RPL for multicast -- that will be the
subj ect of further specifications.

The multicast group registration uses DAO nessages that are identica
to unicast except for the type of address that is transported. The
main difference is that the nulticast traffic going down is copied to
all the children that have registered with the multicast group
whereas unicast traffic is passed to one child only.

Nodes that support the RPL Storing node of operation SHOULD al so
support rmulticast DAO operations as described bel ow. Nodes that only
support the Non-Storing node of operation are not expected to support
this section.

The multicast operation is controlled by the MOP field in the D O

o If the MOP field requires multicast support, then a node that
joins the RPL network as a router must operate as described in
this section for nulticast signaling and forwarding within the RPL
network. A node that does not support the multicast operation
required by the MOP field can only join as a |eaf.
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o If the MOP field does not require multicast support, then
mul ticast is handl ed by sonme other way that is out of scope for
this specification. (Exanples may include a series of unicast
copies or linmted-scope flooding).

A router mght select to pass a |istener registration DAO nessage to
its preferred parent only; in which case, nulticast packets coning
back might be lost for all of its sub-DODAGs if the transm ssion
fails over that link. Alternatively, the router nmight select copying
additional parents as it would do for DAO nessages adverti sing

uni cast destinations; in which case, there m ght be duplicates that
the router will need to prune.

As a result, nulticast routing states are installed in each router on
the way fromthe listeners to the DODAG root, enabling the root to
copy a multicast packet to all its children routers that had issued a
DAO nessage including a Target option for that nulticast group

For a multicast packet sourced frominside the DODAG the packet is
passed to the preferred parents, and if that fails, then to the
alternates in the DODAG  The packet is also copied to all the

regi stered children, except for the one that passed the packet.
Finally, if there is a listener in the external infrastructure, then
the DODAG root has to further propagate the packet into the externa
i nfrastructure

As a result, the DODAG root acts as an automatic proxy Rendezvous
Point for the RPL network and as source towards the non-RPL domain
for all nulticast flows started in the RPL domain. So, regardl ess of
whet her the root is actually attached to a non-RPL donmain, and
regardl ess of whether the DODAG is grounded or floating, the root can
serve inner nulticast streans at all tines.

13. Maintenance of Routing Adjacency

The sel ection of successors, along the default paths Up al ong the
DODAG or along the paths | earned from destination adverti senents
Down al ong the DODAG |eads to the formation of routing adjacencies
that require mai ntenance

In 1 GPs, such as OSPF [ RFC4915] or 1S-1S [RFC5120], the naintenance
of a routing adjacency involves the use of keepalive nechanisns

(Hell os) or other protocols such as the Bidirectional Forwarding
Detection (BFD) [ RFC5881] and the MANET Nei ghborhood Di scovery
Protocol (NHDP) [RFC6130]. Unfortunately, such a proactive approach
is often not desirable in constrained environments where it would

| ead to excessive control traffic in light of the data traffic with a
negative inpact on both link | oads and nodes resources.
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By contrast with those routing protocols, RPL does not define any
keepal i ve nechani sns to detect routing adjacency failures: this is
because in nmany cases, such a mechani smwould be too expensive in
terns of bandwi dth and, even nore inportantly, energy (a battery-
operated device could not afford to send periodic keepalives). Stil
RPL requires an external nechanisnms to detect that a neighbor is no
| onger reachable. Such a nmechani sm should preferably be reactive to
traffic in order to minimze the overhead to nmaintain the routing
adj acency and focus on links that are actually being used.

Exanpl e reactive nmechani snms that can be used include
The Nei ghbor Unreachability Detection [ RFC4861] nmechani sm

Layer 2 triggers [RFC5184] derived fromevents such as association
states and L2 acknow edgenents.

14. Guidelines for Objective Functions

An bj ective Function (OF), in conjunction with routing netrics and
constraints, allows for the selection of a DODAGto join, and a
nunber of peers in that DODAG as parents. The OF is used to conpute
an ordered list of parents. The OF is also responsible to conpute
the Rank of the device w thin the DODAG Version

The Objective Function is indicated in the DI O nessage using an

hj ective Code Point (OCP), and it indicates the nethod that nust be
used to construct the DODAG The bjective Code Points are specified
i n [ RFC6552] and rel ated conpani on specifications.

14.1. (Objective Function Behavior

Most Obj ective Functions are expected to follow the same abstract
behavi or at a node:

0 The parent selection is triggered each tinme an event indicates
that a potential next-hop information is updated. This night
happen upon the reception of a D O nessage, a timer elapse, all
DODAG parents are unavailable, or a trigger indicating that the
state of a candi date nei ghbor has changed.

0 An OF scans all the interfaces on the node. Although, there may
typically be only one interface in nost application scenarios,
there night be multiple of themand an interface m ght be
configured to be usable or not for RPL operation. An interface
can also be configured with a preference or dynanm cally |learned to
be better than another by sone heuristics that mght be |ink-Iayer
dependent and are out of scope for this specification. Finally,
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an interface might or mght not match a required criterion for an
bj ective Function, for instance, a degree of security. As a
result, sone interfaces night be conpletely excluded fromthe
conmputation, for exanple, if those interfaces cannot satisfy sone
advertised constraints, while others mght be nore or |ess
preferred.

0 An OF scans all the candi date nei ghbors on the possible interfaces
to check whether they can act as a router for a DODAG There
m ght be many of them and a candi date nei ghbor m ght need to pass
some validation tests before it can be used. 1In particular, sone
link layers require experience on the activity with a router to
enabl e the router as a next hop

0 An OF conputes Rank of a node for conparison by adding to the Rank
of the candidate a value representing the relative |ocations of
the node and the candi date in the DODAG Version

*  The increase in Rank nust be at |east M nHopRankl ncrease.

* To keep | oop avoi dance and netric optim zation in alignment,
the increase in Rank should reflect any increase in the netric
value. For exanple, with a purely additive nmetric, such as
ETX, the increase in Rank can be nade proportional to the
increase in the netric.

* Candi dat e nei ghbors that woul d cause the Rank of the node to
i ncrease are not considered for parent selection

0 Candi date neighbors that advertise an OF inconpatible with the set
of OFs specified by the policy functions are ignored.

0o As it scans all the candi date nei ghbors, the OF keeps the current
best parent and conpares its capabilities with the current
candi dat e nei ghbor. The OF defines a nunber of tests that are
critical to reach the objective. A test between the routers
deternines an order relation

* |f the routers are equal for that relation, then the next test
is attenpted between the routers,

* Else the best of the two routers becones the current best
parent, and the scan continues with the next candidate
nei ghbor .

* Some OFs may include a test to conpare the Ranks that woul d
result if the node joined either router
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0 Wien the scan is conplete, the preferred parent is elected and the
node’s Rank is conputed as the preferred parent Rank plus the step
in Rank with that parent.

0 Oher rounds of scans nmight be necessary to elect alternate
parents. In the next rounds:

* Candi date nei ghbors that are not in the sane DODAG are ignored.

* Candi date nei ghbors that are of greater Rank than the node are
i gnor ed.

* Candi date nei ghbors of an equal Rank to the node are ignored
for parent selection.

* Candi date nei ghbors of a | esser Rank than the node are
preferred.

15. Suggestions for Interoperation w th Nei ghbor Discovery

This specification directly borrows the Prefix Information Option
(PO and the Route Information Option (RIO fromIPv6 ND. It is
envisioned that, as future specifications build on this base, there
may be additional cause to |leverage parts of IPv6 ND. This section
provi des sone suggestions for future specifications.

First and forenmpbst, RPL is a routing protocol. One should take great
care to preserve architecture when mappi ng functionalities between
RPL and ND. RPL is for routing only. That said, there may be

per suadi ng technical reasons to all ow for sharing options between RPL
and IPv6 ND in a particular inplenentation/deploynent.

In general, the follow ng guidelines apply:

0 RPL Type codes nust be allocated fromthe RPL Control Message
Options registry.

0 RPL Length fields nust be expressed in units of single octets, as
opposed to ND Length fields, which are expressed in units of 8
octets.

0 RPL options are generally not required to be aligned to 8-octet
boundari es.

o When mapping/transposing an I Pv6 ND option for redistribution as a
RPL option, any padding octets should be renmoved when possi bl e.
For exanple, the Prefix Length field in the PIOis sufficient to
describe the length of the Prefix field. Wen nmapping/transposing
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a RPL option for redistribution as an I Pv6 ND option, any such
paddi ng octets should be restored. This procedure nust be
unambi guous.

16. Sunmmary of Requirenents for Interoperable Inplenentations

This section summari zes basic interoperability and references
normative text for RPL inplenentations operating in one of three
maj or nodes. | nplenentations are expected to support either no
Downwar d routes, Non-Storing node only, or Storing node only. A
fourth node, operation as a leaf, is also possible.

| mpl enentations confornming to this specification may contain

di fferent subsets of capabilities as appropriate to the application
scenario. It is inportant for the inplenmenter to support a |evel of
interoperability consistent with that required by the application
scenario. To this end, further guidance may be provi ded beyond this
specification (e.g., as applicability statenents), and it is
understood that in some cases such further guidance nay override
portions of this specification

16.1. Common Requiremnents

In a general case, the greatest level of interoperability nay be

achi eved when all of the nodes in a RPL LLN are cooperating to use
the same MOP, OF, netrics, and constraints, and are thus able to act
as RPL routers. \When a node is not capable of being a RPL router, it
may be possible to interoperate in a nore linted manner as a RPL

| eaf.

Al'l RPL inplenentations need to support the use of RPL Packet
Information transported within data packets (Section 11.2). One such
mechani smis described in [ RFC6553].

RPL inplenmentations will need to support the use of Nei ghbor
Unreachability Detection (NUD), or an equival ent nechanism to

mai ntain the reachability of neighboring RPL nodes (Section 8.2.1).

Al ternate nmechani sms may be optinized to the constrai ned capabilities
of the inplementation, such as hints fromthe link Iayer

This specification provides nmeans to obtain a PIO and thus form an

| Pv6 address. When that nmechanismis used, it nay be necessary to
perform address resol ution and duplicate address detection through an
external process, such as | Pv6 ND [ RFC4861] or 6LOWPAN ND

[ 6LONPAN- ND .
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16.2. (Operation as a RPL Leaf Node (Only)

0o An inplenmentation of a |eaf node (only) does not ever participate
as a RPL router. Interoperable inplenmentations of |eaf nodes
behave as sunmmarized in Section 8.5.

0 Support of a particular MOP encoding is not required, although if
the | eaf node sends DAO nessages to set up Downward routes, the
| eaf node should do so in a manner consistent with the node of
operation indicated by the MOP.

0 Support of a particular OF is not required.

0o In sumary, a |eaf node does not generally issue DI O nessages, it
may i ssue DAO and DI S nessages. A |leaf node accepts DI O nessages
though it generally ignores DAO and DI S nessages.

16.3. Operation as a RPL Router

If further guidance is not available then a RPL router inplenentation
MJUST at | east support the metric-less OF0O [ RFC6552].

For consistent operation a RPL router inplenmentation needs to support
the MOP in use by the DODAG

All RPL routers will need to inplenent Trickle [ RFC6206].
16.3.1. Support for Upward Routes (Only)

An inmplenentation of a RPL router that supports only Upward routes
supports the foll ow ng:

o Upward routes (Section 8)

o MOP encoding 0 (Section 20.3)

0 In sumary, DIO and DI S nessages are issued, and DAO nessages are
not issued. DI O and DI S nessages are accepted, and DAO nessages

are ignored.

16.3.2. Support for Upward Routes and Downward Routes in Non-Storing
Mode

An inplenentation of a RPL router that supports Upward routes and
Downwar d routes in Non-Storing node supports the follow ng:

o Upward routes (Section 8)
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0 Downward routes (Non-Storing) (Section 9)

0 MOP encoding 1 (Section 20.3)

0 Source-routed Downward traffic ([ RFC6554])

0 In sumary, DIO and DI S nessages are issued, and DAO nessages are
i ssued to the DODAG root. DIO and DI S nessages are accepted, and
DAO nessages are ignored by nodes other than DODAG roots.

Mul ticast is not supported through the neans described in this
speci fication, though it may be supported through sone alternate
neans.

3.3. Support for Upward Routes and Downward Routes in Storing Mde

An inplenentation of a RPL router that supports Upward routes and
Downward routes in Storing node supports the foll ow ng:

o Upward routes (Section 8)

0 Downward routes (Storing) (Section 9)

o MOP encoding 2 (Section 20.3)

o In sumary, DIO DI'S, and DAO nessages are issued. DO DS, and
DAO nessages are accepted. Milticast is not supported through the
nmeans described in this specification, though it may be supported
t hrough sonme alternate neans.

3.3.1. Optional Support for Basic Milticast Schene

A Storing node inplenmentation may be enhanced with basic nulticast
support through the foll ow ng additions:

o Basic Milticast Support (Section 12)
0 MOP encoding 3 (Section 20.3)
4. ltems for Future Specification

A nunber of itens are left to future specification, including but not
limted to the foll ow ng:

0 Howto attach a non-RPL node such as an |IPv6 host, e.g., to
consistently distribute at least PIO material to the attached
node.
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0 How to obtain authentication material in support if authenticated
node is used (Section 10.3).

0 Details of operation over multiple sinultaneous instances.

0 Advanced configuration nechani sns, such as the provisioning of
RPLI nst ancel Ds, paraneterization of Objective Functions, and
paraneters to control security. (It is expected that such
nmechani snms mi ght extend the DIO as a neans to di sseninate
i nformati on across the DODAG) .

17. RPL Constants and Vari abl es
The following is a sunmary of RPL constants and vari abl es:

BASE RANK: This is the Rank for a virtual root that m ght be used to
coordinate multiple roots. BASE RANK has a val ue of 0.

ROOT_RANK: This is the Rank for a DODAG root. ROOT_RANK has a val ue
of M nHopRankl ncrease (as advertised by the DODAG root), such
t hat DAGRank( ROOT_RANK) is 1.

I NFI NI TE_ RANK: This is the constant maxi num for the Rank.
I NFI NIl TE_RANK has a val ue of OxFFFF.

RPL_DEFAULT_I NSTANCE: This is the RPLInstancel D that is used by this
protocol by a node without any overriding policy.
RPL_DEFAULT | NSTANCE has a val ue of 0.

DEFAULT _PATH CONTROL_SI ZE: This is the default value used to
configure PCS in the DODAG Configuration option, which dictates
the nunber of significant bits in the Path Control field of the
Transit Information option. DEFAULT_PATH CONTROL_SI ZE has a
value of 0. This configures the sinplest case linmting the
fan-out to 1 and linmting a node to send a DAO nessage to only
one parent.

DEFAULT_DI O I NTERVAL_M N. This is the default value used to configure
Imin for the DIO Trickle timer. DEFAULT_DI O | NTERVAL_M N has a
value of 3. This configuration results in Imn of 8 ns.

DEFAULT DI O | NTERVAL_DOUBLI NGS: This is the default value used to
configure Imax for the DIO Trickle tiner.
DEFAULT_DI O_| NTERVAL_DOUBLI NGS has a val ue of 20. This
configuration results in a maxi muminterval of 2.3 hours.
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DEFAULT_ DI O REDUNDANCY CONSTANT: This is the default val ue used to
configure k for the DIO Trickle tinmer.
DEFAULT_DI O REDUNDANCY_CONSTANT has a val ue of 10. This
configuration is a conservative value for Trickle suppression
nmechani sm

DEFAULT M N HOP_RANK | NCREASE: This is the default val ue of
M nHopRankl ncrease. DEFAULT_M N _HOP_RANK | NCREASE has a val ue
of 256. This configuration results in an 8-bit w de integer
part of Rank.

DEFAULT _DAO DELAY: This is the default value for the Del ayDAO Ti ner.
DEFAULT _DAO DELAY has a value of 1 second. See Section 9.5.

DIO Tinmer: One instance per DODAG of which a node is a nenber.
Expiry triggers DI O nessage transmi ssion. A Trickle tiner with
variable interval in [O,
DI A nterval M n.. 2Dl O nterval Doubl i ngs]. See Section 8.3.1

DAG Version Increment Tiner: Up to one instance per DODAG of which
the node is acting as DODAG root. May not be supported in all
i npl ementations. Expiry triggers increnment of
DODAGVer si onNunber, causing a new series of updated DI O nmessage
to be sent. Interval should be chosen appropriate to
propagation tinme of DODAG and as appropriate to application
requi renents (e.g., response tine versus overhead).

Del ayDAO Tinmer: Up to one timer per DAO parent (the subset of DODAG
parents chosen to receive destination advertisenments) per
DODAG.  Expiry triggers sending of DAO nessage to the DAO
parent. See Section 9.5

RemoveTiner: Up to one tinmer per DAO entry per neighbor (i.e., those
nei ghbors that have gi ven DAO nessages to this node as a DODAG
parent). Expiry may trigger No-Path advertisenments or
i medi ately deall ocate the DAO entry if there are no DAO
parents.

18. Manageability Considerations

The aimof this section is to give consideration to the manageability
of RPL, and how RPL will be operated in an LLN. The scope of this
section is to consider the foll owi ng aspects of nanageability:
configuration, nonitoring, fault nanagenent, accounting, and
performance of the protocol in light of the recommendations set forth
in [ RFC5706] .
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1. Introduction

Most of the existing | ETF nanagenent standards are M B nodul es (data
nodel s based on the Structure of Managenent Information (SM)) to
nmoni t or and manage networ ki ng devi ces.

For a nunber of protocols, the | ETF community has used the | ETF
St andard Managenent Framework, including the Sinple Network
Management Protocol [RFC3410], the Structure of Managenent
Information [ RFC2578], and M B data nodel s for nanagi ng new

pr ot ocol s.

As pointed out in [RFC5706], the conmon policy in terns of operation
and nanagenent has been expanded to a policy that is nore open to a
set of tools and managenent protocols rather than strictly relying on
a single protocol such as SNWP

In 2003, the Internet Architecture Board (1 AB) held a workshop on
Net wor k Managenent [ RFC3535] that discussed the strengths and
weaknesses of sone | ETF network nanagenment protocols and conpared
them to operational needs, especially configuration

One issue discussed was the user-unfriendliness of the binary fornat

of SNMP [ RFC3410]. 1In the case of LLNs, it nust be noted that at the
time of witing, the CoRE working group is actively working on
resource managenent of devices in LLNs. Still, it is felt that this

section provides inportant gui dance on how RPL shoul d be depl oyed
oper at ed, and nanaged.

As stated in [ RFC5706]:

A managenent information nodel should include a discussion of what
i s manageabl e, which aspects of the protocol need to be
configured, what types of operations are allowed, what protocol -
specific events m ght occur, which events can be counted, and for
whi ch events an operator should be notified.

These aspects are discussed in detail in the follow ng sections.

RPL will be used on a variety of devices that may have resources such
as nmenory varying froma few kil obytes to several hundreds of

kil obytes and even negabytes. Wen nenory is highly constrained, it
may not be possible to satisfy all the requirenents listed in this
section. Still it is worth listing all of these in an exhaustive
fashion, and inplenenters will then determnmi ne which of these

requi renents could be satisfied according to the avail able resources
on the device.
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18.2. Configuration Managenent

This section discusses the configuration managenent, listing the
protocol paranmeters for which configuration managenent is rel evant.

Sonme of the RPL paraneters are optional. The requirenents for
configuration are only applicable for the options that are used.

18.2.1. Initialization Mde

"Architectural Principles of the Internet"” [RFC1958], Section 3.8,
states: "Avoid options and paraneters whenever possible. Any options
and paraneters should be configured or negotiated dynanically rather
than manual ly". This is especially true in LLNs where the nunber of
devices may be | arge and nanual configuration is infeasible. This
has been taken into account in the design of RPL whereby the DODAG
root provides a nunber of paraneters to the devices joining the
DODAG, thus avoi ding cunbersone configuration on the routers and
potential sources of msconfiguration (e.g., values of Trickle
timers, etc.). Still, there are additional RPL parameters that a RPL
i mpl enentation should allow to be configured, which are discussed in
this section.

18.2.1.1. DI'S Mbde of Operation upon Boot-Up
Wien a node is first powered up

1. The node may decide to stay silent, waiting to receive D O
messages from DODAG of interest (advertising a supported OF and
metrics/constraints) and not send any nulticast DI O nessages
until it has joined a DODAG

2. The node nmay decide to send one or nore DI'S nessages (optionally,
requesting DIO for a specific DODAG as an initial probe for
near by DODAGs, and in the absence of DI O nessages in reply after
sonme configurable period of tine, the node nmay decide to root a
floating DODAG and start sending nulticast DI O nessages.

A RPL inplenentation SHOULD al | ow configuring the preferred node of
operation listed above along with the required paraneters (in the
second node: the nunmber of DI'S nmessages and related tiner).

18.2.2. DI O and DAO Base Message and Options Configuration

RPL specifies a nunber of protocol paraneters considering the |arge

spectrum of applications where it will be used. That said
particul ar attention has been given to liniting the nunber of these
paraneters that nust be configured on each RPL router. Instead, a
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nunber of the default values can be used, and when required these
paraneters can be provided by the DODAG root thus allow ng for
dynanmi ¢ paraneter setting.

A RPL inplenentati on SHOULD al | ow configuring the follow ng routing
protocol paraneters. As pointed out above, note that a |large set of
paraneters is configured on the DODAG root.

2.3. Protocol Paranmeters to Be Configured on Every Router in the LLN

A RPL inplenentation MIST all ow configuring the foll owing RPL
paraneters:

0 RPLInstancel D [DIO nessage, in DI O Base nessage]. Although the
RPLI nst ancel D must be configured on the DODAG root, it nust also
be configured as a policy on every node in order to deternine
whet her or not the node should join a particular DODAG Note that
a second RPLInstancel D can be configured on the node, should it
becone root of a floating DODAG

0o List of supported bjective Code Points (OCPs)

o List of supported netrics: [RFC6551] specifies a nunber of netrics
and constraints used for the DODAG formation. Thus, a RPL
i mpl enentation should allow configuring the Iist of nmetrics that a
node can accept and understand. If a DIOis received with a
nmetric and/or constraint that is not understood or supported, as
specified in Section 8.5, the node would join as a | eaf node.

o Prefix Information, along with valid and preferred lifetine and
the "L’ and "A" flags. [DI O nessage, Prefix Information Option].
A RPL inpl ementation SHOULD al |l ow configuring if the Prefix
I nformati on option nust be carried with the DI O nessage to
distribute the Prefix Information for autoconfiguration. |In that
case, the RPL inplenentation MJST allow the list of prefixes to be
advertised in the PIO along with the correspondi ng fl ags.

0 Solicited Information [DI'S nessage, in Solicited Information
option]. Note that a RPL inplenmentation SHOULD al | ow configuring
when such nessages shoul d be sent and under which circunstances,
along with the value of the RPLInstance ID, "V /'1'/'D flags.

o 'K flag: when a node should set the 'K flag in a DAO nessage
[ DAO nmessage, in DAO Base nessage].

o MOP (Mbde of Operation) [D O nessage, in DI O Base nessage].
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0 Route Information (and preference) [DI O nessage, in Route
I nformati on option]

18.2.4. Protocol Paraneters to Be Configured on Every Non- DODAG Root
Router in the LLN

A RPL inplenentation MIST all ow configuring the Target prefix [DAO
nessage, in RPL Target option].

Furt hernmore, there are circunstances where a node may want to
designate a Target to allow for specific processing of the Target
(prioritization, etc.). Such processing rules are out of scope for
this specification. Wen used, a RPL inplenmentation SHOULD al | ow
configuring the Target Descriptor on a per-Target basis (for exanple,
usi ng access lists).

A node whose DODAG parent set is enpty may becone the DODAG root of a
floating DODAG. It nmay also set its DAGPreference such that it is

| ess preferred. Thus, a RPL inplenentation MJUST all ow configuring
the set of actions that the node should initiate in this case:

o Start its own (floating) DODAG the new DODAG D nust be configured
in addition to its DAGPreference.

0 Poison the broken path (see procedure in Section 8.2.2.5).
o Trigger a local repair.
18.2.5. Paraneters to Be Configured on the DODAG Root

In addition, several other paraneters are configured only on the
DODAG root and advertised in options carried in Dl O nessages.

As specified in Section 8.3, a RPL inplenentation nakes use of
Trickle tinmers to govern the sending of Dl O nessages. The operation
of the Trickle algorithmis determ ned by a set of configurable
paraneters, which MJST be configurable and that are then advertised
by the DODAG root along the DODAG i n DI O nessages.

o DI Anterval Doublings [D O nessage, in DODAG Configuration option]
o DiOntervalMn [DI O nessage, in DODAG Configuration option]

0 DI CRedundancyConstant [ DI O nessage, in DODAG Configuration option]

In addition, a RPL inplenmentation SHOULD allow for configuring the
foll owi ng set of RPL paraneters:
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o0 Path Control Size [DI O nessage, in DODAG Configuration option]
0 M nHopRankl ncrease [ Dl O nessage, in DODAG Configuration option]
o The DODAGPreference field [D O nessage, DI O Base object]

o DODAG D [DI O nessage, in DI O Base option] and [ DAO nessage, when
the 'D flag of the DAO nessage is set]

DAG root behavior: in sone cases, a node may not want to pernmanently
act as a floating DODAG root if it cannot join a grounded DODAG  For
exanpl e, a battery-operated node nay not want to act as a floating
DODAG root for a long period of tine. Thus, a RPL inplenentation MAY
support the ability to configure whether or not a node could act as a
floating DODAG root for a configured period of tine.

DAG Version Number Increment: a RPL inplenentation may all ow, by
configuration at the DODAG root, refreshing the DODAG states by
updati ng the DODAGVersi onNurmber. A RPL inplenentation SHOULD al | ow
configuring whether or not periodic or event triggered nechanisns are
used by the DODAG root to control DODAGVersi onNunber change (which
triggers a global repair as specified in Section 3.2.2).

18.2.6. Configuration of RPL Paranmeters Related to DAO Based Mechani sns

DAO nessages are optional and used in DODAGs that require Downward
routing operation. This section deals with the set of paraneters
rel ated to DAO nessages and provi des recomendati ons on their
configuration.

As stated in Section 9.5, it is recommended to delay the sending of
DAO nessage to DAO parents in order to maxinmize the chances to
performroute aggregation. Upon receiving a DAO nessage, the node
shoul d thus start a DelayDAO timer. The default value is
DEFAULT_DAO DELAY. A RPL inplenentation MAY allow for configuring
the Del ayDAO ti ner.

In a Storing node of operation, a storing node may increnent DTSN in
order to reliably trigger a set of DAO updates fromits imedi ate
children, as part of routine routing table updates and mai nt enance.
A RPL inplenentation MAY allow for configuring a set of rules
specifying the triggers for DTSN i ncrenent (nmanual or event-based).

Wien a DAO entry times out or is invalidated, a node SHOULD make a

reasonabl e attenpt to report a No-Path to each of the DAO parents.
That nunber of attenpts MAY be confi gurable.

Wnter, et al. St andards Track [ Page 118]



RFC 6550 RPL March 2012

An i npl enentation should support rate-linmting the sendi ng of DAO
messages. The rel ated paraneters MAY be confi gurable

18.2.7. Configuration of RPL Paranmeters Related to Security Mechanisns

As described in Section 10, the security features described in this
docunent are optional to inplenent and a given inplenentation nmay
support a subset (including the enpty set) of the described security
features.

To this end, an inplenentation supporting described security features
may conceptually inplenment a security policy database. |n support of
the security mechanisns, a RPL inplenentation SHOULD al | ow for
configuring a subset of the foll owing paraneters:

0 Security Mdes accepted [Unsecured node, Preinstalled node,
Aut hent i cat ed node]

o0 KIMvalues accepted [Secure RPL control nessages, in Security
section]

0 Level values accepted [Secure RPL control messages, in Security
section]

o0 Algorithmvalues accepted [ Secure RPL control nessages, in
Security section]

0 Key material in support of Authenticated or Preinstalled key
nodes.

In addition, a RPL inplenentation SHOULD allow for configuring a
DODAG root with a subset of the follow ng paraneters

0 Level values advertised [Secure DI O nmessage, in Security section]
0 KIMvalue advertised [Secure DI O nessage, in Security section]

0 Algorithmvalue advertised [ Secure Dl O nessage, in Security
section]

18. 2. 8. Def aul t Val ues

This docunent specifies default values for the follow ng set of RPL
vari abl es:

DEFAULT_PATH CONTROL_SI ZE

DEFAULT_DI O | NTERVAL_M N

DEFAULT_DI O_| NTERVAL_DOUBLI NGS

DEFAULT_DI O_REDUNDANCY_CONSTANT
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DEFAULT_M N_HOP_RANK_| NCREASE
DEFAULT_DAO_DELAY

It is recomended to specify default values in protocols; that being
said, as discussed in [ RFC5706], default values may make | ess and

|l ess sense. RPL is a routing protocol that is expected to be used in
a nunber of contexts where network characteristics such as the nunber
of nodes and link and node types are expected to vary significantly.
Thus, these default values are likely to change with the context and
as the technol ogy evolves. Indeed, LLNs' related technol ogy (e.qg.
hardware, link |ayers) have been evolving dranmatically over the past
few years and such technol ogi es are expected to change and evol ve
considerably in the coning years

The proposed values are not based on extensive best current practices
and are considered to be conservative.

3. Mnitoring of RPL Operation

Several RPL paraneters should be nmonitored to verify the correct
operation of the routing protocol and the network itself. This
section lists the set of nonitoring paranmeters of interest.

3.1. Mbnitoring a DODAG Paraneters

A RPL inpl ementation SHOULD provi de informati on about the follow ng
par anet ers:

o DODAG Version nunber [Dl O nessage, in Dl O Base nessage]

0o Status of the "G flag [DI O nessage, in DI O Base nessage]
o0 Status of the MOP field [D O nmessage, in D O Base nmessage]
o Value of the DISN [D O nessage, in Dl O Base nessage]

o Value of the Rank [Dl O nessage, in Dl O Base nessage]

o DAGCSequence: |Increnmented at each uni que DAO nessage, echoed in the
DAO- ACK nessage [ DAO and DAO ACK nessages]

0 Route Information [DI O nessage, Route Information Option] (list of
| Pv6 prefixes per parent along with lifetinme and preference]

o Trickle paraneters:

* DI A nterval Doublings [DI O nessage, in DODAG Confi guration
option]
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* DiOntervalMn [D O nessage, in DODAG Configuration option]

* DI ORedundancyConstant [ DI O nessage, in DODAG Configuration
opti on]

o0 Path Control Size [DI O nessage, in DODAG Configuration option]
0 M nHopRankl ncrease [ Dl O nessage, in DODAG Configuration option]
Val ues that may be nonitored only on the DODAG root:

0 Transit Information [DAO, Transit Information option]: A RPL
i mpl enent ati on SHOULD al | ow configuring whether the set of
received Transit Information options should be displayed on the
DODAG root. In this case, the RPL database of received Transit
I nformation should al so contain the Path Sequence, Path Control,
Path Lifetime, and Parent Address.

18.3.2. Mbnitoring a DODAG I nconsi stenci es and Loop Detection
Det ecti on of DODAG i nconsistencies is particularly critical in RPL
networks. Thus, it is recommended for a RPL inplenmentation to
provi de appropriate nonitoring tools. A RPL inplenmentation SHOULD
provide a counter reporting the nunber of a tines the node has
detected an inconsistency with respect to a DODAG parent, e.g., if
t he DODAG D has changed.
When possi bl e nore granul ar information about inconsistency detection
shoul d be provided. A RPL inplenentation MAY provide counters
reporting the nunber of follow ng inconsistencies:

0 Packets received with 'O bit set (to Down) froma node with a
hi gher Rank

0 Packets received with 'O bit cleared (to Up) froma node with a
| ower Rank

0 Number of packets with the 'F bit set
0 Nunmber of packets with the 'R bit set
18.4. Mnitoring of the RPL Data Structures
18.4.1. Candi date Nei ghbor Data Structure
A node in the candi date nei ghbor list is a node discovered by the

same means and qualified to potentially become a parent (with high
enough | ocal confidence). A RPL inplenentation SHOULD provi de a way
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to allow for the candi date neighbor list to be nonitored with some
metric reflecting local confidence (the degree of stability of the
nei ghbors) as nmeasured by sone netrics.
A RPL inplenentati on MAY provide a counter reporting the nunber of
times a candi date nei ghbor has been ignored, should the nunber of
candi dat e nei ghbors exceed the nmaxi num aut hori zed val ue.

18.4.2. Destination-Oriented Directed Acyclic G aph (DODAG Table

For each DODAG, a RPL inplementation is expected to keep track of the
foll owi ng DODAG t abl e val ues:

o RPLInstancel D

o DODAG D

o DODAGVer si onNumber

0 Rank

0 bjective Code Point

0 A set of DODAG parents

0 A set of prefixes offered Upward al ong the DODAG

o Trickle timers used to govern the sending of DI O nmessages for the
DODAG

o List of DAO parents
o DTSN
0 Node status (router versus |eaf)

A RPL inplenentati on SHOULD al |l ow for nonitoring the set of
paraneters |isted above.

18.4.3. Routing Table and DAO Routing Entries

A RPL inplenentation maintains several infornmation elenents rel ated
to the DODAG and the DAO entries (for storing nodes). In the case of
a non-storing node, a limted anbunt of information is naintained
(the routing table is nostly reduced to a set of DODAG parents al ong
with characteristics of the DODAG as nentioned above); whereas in the
case of storing nodes, this information is augnented with routing
entries.
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A RPL inplenentation SHOULD all ow for the followi ng paraneters to be
noni t or ed:

0 Next Hop (DODAG parent)
0 Next Hop Interface
o Path metrics value for each DODAG parent

A DAO Routing Table entry conceptually contains the foll ow ng
el ements (for storing nodes only):

0 Advertising Neighbor Information
o |Pv6 address
0o Interface ID to which DAO parents has this entry been reported
0 Retry counter
0 Logical equival ent of DAO Content:
*  DAO- Sequence
* Path Sequence
* DAO Lifetine
*  DAO Path Contr ol
0 Destination Prefix (or address or Mast G oup)

A RPL inpl ementati on SHOULD provi de informati on about the state of
each DAO Routing Table entry states.

5. Fault Managenent

Faul t managenent is a critical conmponent used for troubl eshooting,

verification of the correct node of operation of the protocol, and
network design; also, it is a key conponent of network performance
monitoring. A RPL inplenentation SHOULD all ow the provision of the
following information related to fault managenents:

o Menory overflow along with the cause (e.g., routing tables
overflow, etc.)

0 Number of times a packet could not be sent to a DODAG parent
flagged as valid
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0o Nunber of times a packet has been received for which the router
did not have a correspondi ng RPLI nstancel D

0 Number of times a local repair procedure was triggered
0 Nunber of times a global repair was triggered by the DODAG root
0 Nunber of received nal formed nessages

0 Number of seconds with packets to forward and no next hop (DODAG
par ent)

0 Nunber of seconds w thout next hop (DODAG parent)

o0 Nunmber of times a node has joined a DODAG as a | eaf because it
received a DIOwith a nmetric/constraint that was not understood
and it was configured to join as a |leaf node in this case (see
Section 18.6)

It is RECOWENDED to report faults via at |east error |og nessages.
O her protocols may be used to report such faults.

6. Policy

Policy rules can be used by a RPL inplenentation to determnm ne whether
or not the node is allowed to join a particul ar DODAG advertised by a
nei ghbor by neans of DI O nessages.

Thi s docunment specifies operation within a single DODAG A DODAG i s
characterized by the follow ng tuple (RPLInstancel D, DODAG D).

Furt hernmore, as pointed out above, DI O nessages are used to advertise
ot her DODAG characteristics such as the routing netrics and
constraints used to build to the DODAG and the Objective Function in
use (specified by OCP).

The first policy rules consist of specifying the follow ng conditions
that a RPL node nust satisfy to join a DODAG

o RPLInstancel D

0o List of supported routing nmetrics and constraints

0 Objective Function (OCP val ues)

A RPL inplenentati on MIST all ow configuring these paraneters and
SHOULD speci fy whether the node nust sinply ignore the DIOif the

adverti sed DODAG is not conpliant with the |ocal policy or whether
the node should join as the leaf node if only the list of supported
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routing metrics and constraints, and the OF is not supported.
Additionally, a RPL inplenentation SHOULD allow for the addition of
the DODAG D as part of the policy.

A RPL inpl enentati on SHOULD al | ow configuring the set of acceptable
or preferred bjective Functions (OFs) referenced by their Objective
Code Points (OCPs) for a node to join a DODAG and what action shoul d
be taken if none of a node’'s candi date nei ghbors advertise one of the
configured all owabl e Cbjective Functions, or if the advertised
nmetrics/constraint is not understood/supported. Two actions can be
taken in this case:

0 The node joins the DODAG as a | eaf node as specified in
Section 8.5.

0 The node does not join the DODAG

A node in an LLN may learn routing information fromdifferent routing
protocols including RPL. In this case, it is desirable to control
via adninistrative preference, which route should be favored. An

i mpl erent ati on SHOULD al |l ow for the specification of an

adm ni strative preference for the routing protocol fromwhich the
route was | earned.

Internal Data Structures: sonme RPL inplementations nmay limt the size
of the candidate neighbor list in order to bound the nmenory usage; in
whi ch case, sone otherw se viabl e candi date nei ghbors may not be
consi dered and sinply dropped fromthe candi date nei ghbor 1ist.

A RPL inpl enentati on MAY provide an indicator on the size of the
candi dat e nei ghbor i st.

18.7. Fault Isolation

It is RECOWENDED to quarantine neighbors that start emtting
mal f or red nessages at unacceptabl e rates.

18.8. Inpact on Other Protocols

RPL has very limted inpact on other protocols. \Where nore than one
routing protocol is required on a router, such as an LBR it is
expected for the device to support routing redistribution functions
between the routing protocols to allow for reachability between the
two routing domains. Such redistribution SHOULD be governed by the
use of user configurable policy.
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19.

19.

Wth regard to the inpact in terns of traffic on the network, RPL has
been designed to linmit the control traffic thanks to nmechani sms such
as Trickle tinmers (Section 8.3). Thus, the inpact of RPL on other
protocol s should be extrenmely limted.

9. Perfornmance Managenent

Per f ormance managenent is always an inportant aspect of a protocol
and RPL is not an exception. Several netrics of interest have been
specified by the I P Performance Mnitoring (I PPM working group: that
being said, they will be hardly applicable to LLN considering the
cost of nonitoring these netrics in terns of resources on the devices
and required bandwi dth. Still, RPL inplenentations MAY support some
of these, and other paranmeters of interest are listed bel ow

0 Nunber of repairs and tine to repair in seconds (average,
vari ance)

0 Nunber of times and tine period during which a devices could not
forward a packet because of a | ack of a reachable neighbor inits
routing table

o Monitoring of resources consunption by RPL in terns of bandw dth
and required nenory

o Nunmber of RPL control nessages sent and received
10. Diagnostics

There nay be situations where a node should be placed in "verbose"
node to inprove diagnostics. Thus, a RPL inplenentation SHOULD
provide the ability to place a node in and out of verbose node in
order to get additional diagnostic information

Security Considerations
1. Overview

From a security perspective, RPL networks are no different from any
other network. They are vulnerable to passive eavesdroppi ng attacks
and, potentially, even active tanpering when physical access to a
wireis not required to participate in comunications. The very
nature of ad hoc networks and their cost objectives inpose additiona
security constraints, which perhaps nmake these networks the nost
difficult environments to secure. Devices are |ow cost and have
limted capabilities in ternms of conmputing power, avail able storage,
and power drain; it cannot always be assunmed they have a trusted
conputing base or a high-quality random nunber generator aboard.
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Commruni cati ons cannot rely on the online availability of a fixed

i nfrastructure and m ght involve short-termrel ationshi ps between
devi ces that may never have conmuni cated before. These constraints
m ght severely limt the choice of cryptographic al gorithns and
protocol s and influence the design of the security architecture
because the establishnment and nmai ntenance of trust rel ationships
bet ween devi ces need to be addressed with care. In addition, battery
lifetinme and cost constraints put severe limts on the security
overhead these networks can tolerate, sonething that is of far |ess
concern with higher bandw dth networks. Moyst of these security
architectural elenents can be inplenented at higher |ayers and may,
therefore, be considered to be out of scope for this specification
Speci al care, however, needs to be exercised with respect to
interfaces to these higher |ayers.

The security mechanisns in this standard are based on symmetric- key
and public-key cryptography and use keys that are to be provided by
hi gher -1 ayer processes. The establishnent and nmi ntenance of these
keys are out of scope for this specification. The nechanisns assune
a secure inplenentation of cryptographic operations and secure and
aut hentic storage of keying material

The security nmechanisns specified provide particul ar conbi nati ons of
the follow ng security services

Data confidentiality: Assurance that transmitted information is only
di sclosed to parties for which it is intended.

Data authenticity: Assurance of the source of transmitted information
(and, hereby, that infornmation was not nodified in transit).

Repl ay protection: Assurance that a duplicate of transmitted
information is detected.

Tinmel i ness (delay protection): Assurance that transmitted
informati on was received in a tinely nmanner

The actual protection provided can be adapted on a per-packet basis
and allows for varying levels of data authenticity (to mnimnze
security overhead in transnitted packets where required) and for
optional data confidentiality. When nontrivial protection is
required, replay protection is always provided.

Replay protection is provided via the use of a non-repeating val ue
(CCM nonce) in the packet protection process and storage of sone
status information (originating device and the CCM nonce counter | ast
received fromthat device), which allows detection of whether this
particul ar CCM nonce val ue was used previously by the originating
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20.

20.

device. In addition, so-called delay protection is provided anongst
t hose devices that have a | oosely synchronized clock on board. The
acceptable tinme delay can be adapted on a per-packet basis and all ows
for varying latencies (to facilitate |onger |latencies in packets
transmtted over a nulti-hop comunication path).

Cryptographic protection nay use a key shared between two peer
devices (link key) or a key shared anong a group of devices (group
key), thus allowi ng sonme flexibility and application-specific trade-
of fs between key storage and key nmai ntenance costs versus the
cryptographic protection provided. |If a group key is used for peer-
t o- peer communication, protection is provided only agai nst outsider
devi ces and not agai nst potential nalicious devices in the key-
sharing group.

Data authenticity may be provided using synmetric-key-based or

publ i c- key-based techniques. Wth public-key-based techniques (via
signatures), one corroborates evidence as to the unique originator of
transmitted i nformati on, whereas with symmetric-key-based techni ques,
data authenticity is only provided relative to devices in a key-
sharing group. Thus, public-key-based authentication nmay be usefu

in scenarios that require a nore fine-grained authentication than can
be provided with symmetric-key-based aut hentication techniques al one,
such as with group comunications (broadcast, nulticast) or in
scenarios that require non-repudi ation

| ANA Consi derati ons
1. RPL Control Message
The RPL control nessage is an | CVP informati on nessage type that is
to be used carry DODAG I nformati on Qbjects, DODAG I nformation
Solicitations, and Destination Advertisement Cbjects in support of
RPL operati on.

| ANA has defined an | CMPv6 Type Nunber Registry. The type value for
the RPL control nessage is 155.

2. New Registry for RPL Control Codes

| ANA has created a registry, RPL Control Codes, for the Code field of
the 1CGvPv6 RPL control nessage

New codes may be all ocated only by an | ETF Review. Each code is
tracked with the following qualities

o Code
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o Description

o Defining RFC

The followi ng codes are currently defined:

0x02

0x03

0x81

I

I

I

I

I

I

I

I

I

I

I

I

| 0x80
I

I

I

I

I

| 0x82
I
I
I
I
I
I
I

DODAG I nformation Solicitation

DODAG | nformati on Obj ect

Destination Adverti senent Object
Destination Advertisenent Object
Acknow edgnent

Secure DODAG Information Solicitation
Secure DODAG | nformati on Obj ect

Secure Destination Advertisenent Object
Secure Destination Advertisenent Object

Acknow edgnent

Consi st ency Check

RPL Control Codes

20.3. New Registry for the Mode of Operation (MOP)

March 2012

Thi s
docunent

Thi s
docunent

Thi s
docunent

Thi s
docunent

docunent

Thi s
docunent

Thi s
docunent

Thi s
docunent

Thi s
docunent

I
I
I
I
I
I
I
I
I
I
I
I
Thi s |
I
I
I
I
I
I
I
I
I
I
I
I
I

| ANA has created a registry for the 3-bit Mde of Operation (MOP),
which is contained in the Dl O Base.

New val ues may be allocated only by an | ETF Revi ew.

tracked with the following qualities:

o Mbode of Operation Val ue
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0 Capability description
o Defining RFC

Four values are currently defined:

B o m o e e e e e e e e e e e e e e e e e emee s T +
| MOP | Description | Reference |
|  value | | |
S o m e m e e e e e e e e m e e e e e am o Fom e e e e e o oo +
| 0 | No Downward routes naintained by RPL | This |
| | | docunent |
| | | |
| 1 | Non-Storing Mdde of Qperation | This |
| | | document |
| | | |
| 2 | Storing Mbde of Operation with no | This |
| | multicast support | docunent |
| | | |
| 3 | Storing Mbde of Operation with multicast | This |
| | support | document |
S o m e m e e e e e e e e m e e e e e am o Fom e e e e e o oo +

DI O Mode of Qperation
The rest of the range, decimal 4 to 7, is currently unassigned.
4. RPL Control Message Options
| ANA has created a registry for the RPL Control Message Options.

New val ues may be allocated only by an | ETF Review. Each value is
tracked with the follow ng qualities:

o Val ue
0 Meaning

o Defining RFC
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0x04

0x05

0x06

RPL

DAG Metric Contai ner
Routing I nformation
DODAG Confi guration
RPL Tar get

Transit Information
Solicited Information
Prefix Information

Target Descri ptor

RPL Control Message Options

oj ective Code Point (OCP) Registry

Thi s docunent

Thi
Thi
Thi
Thi
Thi
Thi
Thi

Thi

docunent
Docunent
Docunent
Docunent
Docunent
Docunent
Docunent
Docunent

Docunent

March 2012

| ANA has created a registry to nmanage the codespace of the (Cbjective
Code Point (OCP) field.

No OCPs are defined in this specification.

New codes may be allocated only by an | ETF Revi ew.

tracked with the following qualities:

o Code

o Description

o Defining RFC

20. 6.

New Regi stry for the Security Section Al gorithm

Each code is

| ANA has created a registry for the values of the 8-bit Al gorithm
field in the Security section.

W nter,
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New val ues nmay be allocated only by an | ETF Review. Each value is
tracked with the follow ng qualities:

o \Value

o Encryption/ MAC
o Signhature

o Defining RFC

The following value is currently defined:

Fomm e o e a oo o e a oo R +
| Value | Encryption/MAC | Signature | Reference |
S e e Fom e e e e e oo oo +
| 0 | CCMwith AES-128 | RSA with SHA-256 | This docunent |
F - Fom e e e oo oo Fom e e e oo oo S +

Security Section A gorithm
7. New Registry for the Security Section Fl ags

| ANA has created a registry for the 8-bit Security Section Flags
field.

New bit nunbers may be allocated only by an | ETF Review. Each bit is
tracked with the following qualities:

0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability description

o Defining RFC

No bit is currently defined for the Security Section Flags field.
8. New Registry for Per-KIM Security Levels

| ANA has created one registry for the 3-bit Security Level (LVL)
field per allocated KIMval ue.

For a given KIMvalue, new |l evels nay be allocated only by an | ETF
Revi ew. Each level is tracked with the following qualities:

0 Level

o KIMvalue
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o Description

o Defining RFC

The follow ng | evel s per

20. 9.

R R S
| Level | KIMvalue | Description

S S —_ o
| 0 | 0 | See Figure 11
I 1 I 0 I See Figure 11
I 2 I 0 I See Figure 11
I 3 I 0 I See Figure 11
I 0 I 1 I See Figure 11
I 1 I 1 I See Figure 11
I 2 I 1 I See Figure 11
I 3 I 1 I See Figure 11
I 0 I 2 I See Figure 11
I 1 I 2 I See Figure 11
I 2 I 2 I See Figure 11
I 3 I 2 I See Figure 11
I 0 I 3 I See Figure 11
I 1 I 3 I See Figure 11
I 2 I 3 I See Figure 11
I 3 I 3 I See Figure 11
Fomm oo Fom e e oo o e e e e oo

New Regi stry for

RPL

KIMval ue are currently defined:

Thi s docunent

Thi
Thi
Thi
Thi
Thi
Thi
Thi
Thi
Thi
Thi
Thi
Thi
Thi

Thi

Per-KI M Security Levels

DODAG | nf or mat i ona

docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent
docunent

docunent

Solicitation (DIS)

March 2012

Fl ags

| ANA has created a registry for the DIS (DODAG I nformati ona
Solicitation) Flags field.
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New bit nunbers nmay be allocated only by an | ETF Review. Each bit is
tracked with the follow ng qualities:

0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

No bit is currently defined for the DIS (DODAG I nformati onal
Solicitation) Flags field.

10. New Registry for the DODAG I nfornmation Object (DO Flags

| ANA has created a registry for the 8-bit DODAG I nformation Object
(DIO Flags field.

New bit nunbers nmay be allocated only by an | ETF Review. Each bit is
tracked with the following qualities:

o Bit number (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

No bit is currently defined for the DS (DODAG I nfornmational
Solicitation) Flags.

11. New Registry for the Destination Advertisenent Object (DAO
Fl ags

| ANA has created a registry for the 8-bit Destination Advertisenent
hj ect (DAO Flags field.

New bit nunbers nmay be allocated only by an | ETF Review. Each bit is
tracked with the following qualities:

o Bit number (counting frombit O as the nost significant bit)
0 Capability description

o Defining RFC
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The following bits are currently defined:

I ' I +
| Bit nunber | Description | Reference |
S o e e e e e e e m e e e e S +
| 0 | DAO ACK request (K) | This docunent |
| |
| 1 | DODAG D field is present (D) | This docunent |
. T~ . +

DAO Base Fl ags

20.12. New Registry for the Destination Advertisenent Cbject (DAO
Acknowl edgenent Fl ags

| ANA has created a registry for the 8-bit Destination Advertisenent
hj ect (DAO Acknow edgenent Flags field.

New bit nunbers nay be allocated only by an | ETF Review. Each bit is
tracked with the follow ng qualities:

0 Bit nunber (counting frombit 0 as the nost significant bit)
0 Capability description
o Defining RFC

The following bit is currently defined:

B S o e e e e e e e e e e e oo S +
| Bit nunber | Description | Reference |
R T R +
| 0 | DODAG D field is present (D) | This docunent |
Fomm e e e o - Fom e e e e e m o Fom e e e e e oo oo +

DAO- ACK Base Fl ags
20.13. New Registry for the Consistency Check (CC) Flags

| ANA has created a registry for the 8-bit Consistency Check (CQ
Fl ags field.

New bit nunbers nmay be allocated only by an | ETF Review. Each bit is
tracked with the follow ng qualities:

0 Bit nunber (counting frombit 0 as the nost significant bit)

0 Capability description
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o Defining RFC

The following bit is currently defined:

S S S +
| Bit nunber | Description | Reference |
R oo R +
| 0 | CC Response (R) | This docunent |
TR o e e oo S +

Consi stency Check Base Fl ags

14. New Registry for the DODAG Configuration Option Flags

March 2012

| ANA has created a registry for the 8-bit DODAG Configuration Option

Fl ags field.

New bit nunbers nmay be allocated only by an | ETF Review. Each bit is

tracked with the following qualities:

o Bit number (counting frombit O as the nost significant bit)

0 Capability description

o Defining RFC

The following bits are currently defined:
S o e e e e e e e e e e e a o S +
| Bit nunber | Description | Reference |
R Fom e e e e e e e e ie e R +
| 4 | Authentication Enabled (A) | This docunment |
| 5-7 | Path Control Size (PCS) | This docunent |
Fomm e e e o - Fom e e e e e e e e e m o Fom e e e e e oo oo +

DODAG Configuration Option Fl ags

15. New Registry for the RPL Target Option Flags

| ANA has created a registry for the 8-bit RPL Target Option Fl ags

field.

New bit nunbers nay be allocated only by an | ETF Revi ew.
tracked with the follow ng qualities:

0 Bit nunber (counting frombit 0 as the nost significant

0 Capability description
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o Defining RFC
No bit is currently defined for the RPL Target Option Fl ags.
16. New Registry for the Transit Information Option Fl ags

| ANA has created a registry for the 8-bit Transit Infornmation Option
(TIO Flags field.

New bit nunbers may be allocated only by an | ETF Review. Each bit is
tracked with the following qualities:

0 Bit nunber (counting frombit 0 as the nost significant bit)
0 Capability description
o Defining RFC

The following bits are currently defined:

I . I +
| Bit nunber | Description | Reference |
S B TS S +
| 0 | External (E) | This docunent |
. e . +

Transit Information Option Flags
17. New Registry for the Solicited Information Option Fl ags

| ANA has created a registry for the 8-bit Solicited Information
Option (SIO Flags field.

New bit nunbers may be allocated only by an | ETF Review. Each bit is
tracked with the following qualities:

0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability description

o Defining RFC
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The following bits are currently defined:

I e I +
| Bit nunber | Description | Reference |
S o e e e e e e e e e e e e e e e S +
| 0 | Version Predicate match (V) | This docunent |
| | | |
| 1 | I'nstancel D Predicate match (1) | This docunent |
| | | |
| 2 | DODAG D Predicate match (D) | This docunment |

Solicited Informati on Option Fl ags
20.18. |1 CwPv6: Error in Source Routing Header

In sone cases RPL will return an | CMPv6 error nessage when a message
cannot be delivered as specified by its source routing header. This
| CMPVv6 error nessage is "Error in Source Routing Header".

| ANA has defined an | CMPv6 "Code" Fields Registry for | CMPv6 Message
Types. |CWPv6 Message Type 1 describes "Destination Unreachabl e”
codes. The "Error in Source Routing Header" code is has been

all ocated fromthe |CMPv6 Code Fields Registry for | CMPv6 Message
Type 1, with a code value of 7.

20.19. Link-Local Scope Miulticast Address

The rules for assigning new | Pv6 nmulticast addresses are defined in
[ RFC3307]. This specification requires the allocation of a new
permanent nulticast address with a link-local scope for RPL nodes
called all-RPL-nodes, with a value of ff02::1a.
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Appendi x A,  Exanpl e Operation

Thi s appendi x provides sone exanples to illustrate the dissenination
of addressing information and prefixes with RPL. The exanpl es depi ct
i nformati on being distributed with PIGs and RIGs and the use of DI O
and DAO nessages. Note that this appendix is not normative, and that
the specific details of a RPL addressing plan and autoconfiguration
may vary according to specific inplenentations. RPL nmerely provides
a vehicle for dissemnating information that may be built upon and
used by ot her mechani sns.

Note that these exanples illustrate use of address autoconfiguration
schenes supported by information distributed within RPL. However, if
an i nmpl ement ation includes another address autoconfiguration schene,

RPL nodes might be configured not to set the A flag in Pl O options,
though the PIO can still be used to distribute prefix and addressing
i nformation.

A 1. Exanple Operation in Storing Mdde with Node- Omed Prefixes

Figure 32 illustrates the | ogical addressing architecture of a sinple
RPL network operating in Storing node. 1In this exanple, each Node,

A B, C and D, owns its own prefix and nakes that prefix avail able
for address autoconfiguration by on-link devices. (This is conveyed
by setting the A" flag and the 'L’ flag in the PIO of the DO
messages). Node A owns the prefix A :/64, Node B owns B::/64, and so
on. Node B autoconfigures an on-link address with respect to Node A,
A::B. Nodes C and D simlarly autoconfigure on-link addresses from
Node B's prefix, B::C and B::D, respectively. Nodes have the option
of setting the 'R flag and publishing their address within the
Prefix field of the PIO
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Figure 32: Storing Mde with Node-Omed Prefixes
A.1.1. DI O Messages and Pl O

Node A, for exanple, will send DI O nessages with a PIO as foll ows:

"A flag: Set
"L flag: Set
"R flag: C ear
Prefix Length: 64
Prefix: A
Node B, for exanple, will send DI O nessages with a PIO as foll ows:
A flag: Set
"L flag: Set
"R flag: Set
Prefix Length: 64
Prefix: B::B
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Node C, for exanple, will send DI O nessages with a PIO as foll ows:

A flag: Set
"L flag: Set
"R flag: d ear
Prefix Length: 64
Prefix: C:
Node D, for exanple, will send DI O nessages with a PIO as foll ows:
A flag: Set
L' flag: Set
"R flag: Set
Prefix Length: 64
Prefix: D::D

A.1.2. DAO Messages

Node B will send DAO nessages to Node A with the follow ng
i nformation:

o Target B:.:/64

o Target C. ./64

o Target D:.:/64

Node C will send DAO nessages to Node B with the foll ow ng
i nformation:
o Target C.:/64

Node D will send DAO nessages to Node B with the follow ng
i nformati on:

o Target D.:/64
A.1.3. Routing Information Base

Node A will conceptually collect the following information into its
Routing I nformation Base (RIB):

o A :/64 connected

o B::/64 via Bs link local

o C:/64 via B s link Iocal

o D:/64 via B s link Iocal

Node B will conceptually collect the following information into its
Rl B:

/0 via A's link | ocal

B::/64 connected

C.:/64 via Cs link |ocal

D::/64 via Ds link |ocal

O oO0O0Oo

Wnter, et al. St andards Track [ Page 145]



RFC 6550 RPL March 2012

Node C will conceptually collect the following information into its
Rl B:

o ::/0via B s link Iocal

o C.:/64 connected

Node D will conceptually collect the following information into its
Rl B:

o ::/0via B s link |ocal

o D :/64 connected

A 2. Exanple Operation in Storing Mdde with Subnet-Wde Prefix

Figure 33 illustrates the |ogical addressing architecture of a sinple
RPL network operating in Storing node. In this exanple, the root
Node A sources a prefix that is used for address autoconfiguration
over the entire RPL subnet. (This is conveyed by setting the 'A
flag and clearing the 'L’ flag in the PIO of the DI O nessages.)

Nodes A, B, C, and D all autoconfigure to the prefix A :/64. Nodes
have the option of setting the 'R flag and publishing their address
within the Prefix field of the PIQO
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| A B |
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oo + oo +

Figure 33: Storing Mdde with Subnet-Wde Prefix
A .2.1. DI O Messages and PI O

Node A, for exanple, will send DI O nessages with a PIO as foll ows:

A flag: Set
L' flag: d ear
'R flag: d ear
Prefix Length: 64
Prefix: A
Node B, for exanple, will send DI O nessages with a PIO as foll ows:
A flag: Set
"L flag: d ear
'R flag: Set
Prefix Length: 64
Prefix: A :B
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Node C, for exanple, will send DI O nessages with a PIO as foll ows:

A flag: Set
"L flag: C ear
"R flag: d ear
Prefix Length: 64
Prefix: A
Node D, for exanple, will send DI O nessages with a PIO as foll ows:
A flag: Set
L' flag: d ear
"R flag: Set
Prefix Length: 64
Prefix: A :D

A.2.2. DAO Messages

Node B will send DAO nessages to Node A with the follow ng
i nformation:

o Target A :B/128

o Target A :C/128

o Target A :D/128

Node C will send DAO nessages to Node B with the foll ow ng
i nformation:
o Target A :C/128

Node D will send DAO nessages to Node B with the follow ng
i nformati on:
o Target A :D/ 128
A.2.3. Routing Information Base

Node A will conceptually collect the following information into its
R B:

o A :A 128 connected

o A :B/128 via B's |link I|ocal

o A :C/128 via B's |link Iocal

o A:D 128 via B s |link | ocal
Node B will conceptually collect the following information into its
Rl B:

o ::/0via A s link local

o A :B/128 connected

o A:C128 via Cs |link | ocal

o A:D128 via Ds |link | ocal
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Node C will conceptually collect the following information into its
Rl B:

o ::/0via B s link Iocal

o A :C 128 connected

Node D will conceptually collect the following information into its
Rl B:

o ::/0via B s link |ocal

o A :D/128 connected

A.3. Exanple Operation in Non-Storing Mbdde with Node-Owed Prefixes

Figure 34 illustrates the | ogical addressing architecture of a sinple
RPL network operating in Non-Storing node. In this exanple, each
Node, A, B, C, and D, owns its own prefix, and makes that prefix

avai l abl e for address autoconfiguration by on-link devices. (This is
conveyed by setting the A flag and the 'L’ flag in the PIO of the
Dl O nessages.) Node A owns the prefix A::/64, Node B owns B::/64,
and so on. Node B autoconfigures an on-link address with respect to
Node A, A::B. Nodes C and D similarly autoconfigure on-link
addresses from Node B's prefix, B::C and B::D, respectively. Nodes
have the option of setting the 'R flag and publishing their address
within the Prefix field of the PIQO
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Fi gure 34: Non-Storing Mbde with Node- Owed Prefixes

A.3.1. DI O Messages and PI O
The Pl O contained in the DI O nessages
node- owned prefixes can be consi dered
Storing node with node-owned prefixes
A.3.2. DAO Messages

Node B will send DAO nessages to Node
i nformati on:

o Target B::/64, Transit A :B
Node C will send DAO nessages to Node

i nformation:
o0 Target C :/64, Transit B::C

in the Non-Storing node with
to be identical to those in the
case (Appendix A 1.1).

A with the follow ng

A with the follow ng
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Node D will send DAO nessages to Node A with the follow ng
i nformati on:
o Target D::/64, Transit B::D

A.3.3. Routing Information Base

Node A will conceptually collect the following information into its
RIB. Note that Node A has enough information to construct source
routes by doing recursive |ookups into the RIB

o A :/64 connected

o B :/64 via A:B

o C:/64 via B::C

o D:/64 via B::D

Node B will conceptually collect the following information into its
Rl B:

o ::/0via As link loca

o0 B::/64 connected

Node C will conceptually collect the following information into its
Rl B:

o ::/0viaBslink loca

o C. :/64 connected

Node D will conceptually collect the following information into its
Rl B:

o ::/0via Bs link loca

o D:.:/64 connected

A. 4. Exanple Operation in Non-Storing Mbde with Subnet-Wde Prefix

Figure 35 illustrates the |ogical addressing architecture of a sinple
RPL network operating in Non-Storing node. In this exanple, the root
Node A sources a prefix that is used for address autoconfiguration
over the entire RPL subnet. (This is conveyed by setting the 'A
flag and clearing the 'L’ flag in the PIO of the DI O nessages.)

Nodes A, B, C, and D all autoconfigure to the prefix A :/64. Nodes
must set the 'R flag and publish their address within the Prefix
field of the PIO in order to informtheir children which address to
use in the transit option
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Fi gure 35: Non-Storing Mbde with Subnet-Wde Prefix
A 4.1. DI O Messages and Pl O

Node A, for exanple, will send DI O nessages with a PIO as foll ows:

A flag: Set
L' flag: d ear
'R flag: Set
Prefix Length: 64
Prefix: A A
Node B, for exanple, will send DI O nessages with a PIO as foll ows:
A flag: Set
"L flag: d ear
'R flag: Set
Prefix Length: 64
Prefix: A :B
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Node C, for exanple, will send DI O nessages with a PIO as foll ows:

A flag: Set
"L flag: C ear
"R flag: Set
Prefix Length: 64
Prefix: A:C
Node D, for exanple, will send DI O nessages with a PIO as foll ows:
A flag: Set
L' flag: d ear
"R flag: Set
Prefix Length: 64
Prefix: A :D

A 4.2. DAO Messages

Node B will send DAO nessages to Node A with the follow ng
i nformation:
o Target A :B/128, Transit A :A

Node C will send DAO nessages to Node A with the follow ng
i nformati on:
o Target A :C/128, Transit A :B

Node D will send DAO nessages to Node A with the follow ng
i nformati on:
o Target A :D/128, Transit A :B

A.4.3. Routing Information Base

Node A will conceptually collect the following information into its
RIB. Note that Node A has enough information to construct source
routes by doing recursive | ookups into the RIB:

o A :A 128 connected

o A :B/128 via A : A

o A:C128 via A:B

o A:D128 via A:B

Node B will conceptually collect the following information into its
Rl B:

o ::/0via As link Iocal

o A :B/128 connected

Node C will conceptually collect the following information into its
Rl B:

o ::/0via B s link |Iocal

o A :C 128 connected
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Node D will conceptually collect the following information into its
Rl B:

o ::/0via B s link Iocal

o A :D/ 128 connected

A 5. Exanple with External Prefixes

Consider the sinple network illustrated in Figure 36. 1In this

exanpl e, there are a group of routers participating in a RPL network:
a DODAG root, Nodes A, Y, and Z. The DODAG root and Node Z al so have
connectivity to different external network domains (i.e., external to
the RPL network). Note that those external networks could be RPL
networ ks or anot her type of network altogether.

RPL Net wor k R T T +
RPL::/64 | |
| Ext er nal |
[ RPL: : Root ] (Root)---------- + Prefix |
| | EXT_1::/64 |
| | |
| B +
[ RPL: : A (A
[ RPL: 1 Y] (Y)
| B +
| | |
| | Ext er nal |
[ RPL: : Z] (Z)------------ + Prefix |
: | EXT_2::/64 |
A .

Fi gure 36: Sinple Network Exanpl e

In this exanple, the DODAG root makes a prefix available to the RPL
subnet for address autoconfiguration. Here, the entire RPL subnet
uses that sane prefix, RPL::/64, for address autoconfiguration,
though in other inplenentations nore conplex/hybrid schemes could be
enpl oyed.

The DODAG root has connectivity to an external (with respect to that
RPL networ k) prefix EXT_1::/64. The DODAG root nmay have |earned of

connectivity to this prefix, for exanple, via explicit configuration
or IPv6 ND on a non-RPL interface. The DODAG root is configured to

announce information on the connectivity to this prefix.
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Simlarly, Node Z has connectivity to an external prefix EXT _2::/64.
Node Z al so has a sub- DODAG underneath of it.

1.

W nter,

The DODAG root adds a RIOto its DI O nessages. The R O contains
the external prefix EXT_1::/64. This informati on nmay be repeated
in the DI O nessages enmtted by the other nodes w thin the DODAG
Thus, the reachability to the prefix EXT_1::/64 is di ssem nated
down t he DODAG

Node Z may advertise reachability to the Target network
EXT_2::/64 by sendi ng DAO nessages using EXT_2::/64 as a Target
in the Target option and itself (Node Z) as a parent in the
Transit Information option. (In Storing node, that Transit

I nformati on option does not need to contain the address of Node
Z). A non-storing root then becones aware of the 1-hop link
(Node Z -- EXT _2::/64) for use in constructing source routes.
Node Z may additionally advertise its reachability to EXT_2::/64
to nodes in its sub-DODAG by sending DI O nessages with a PIQ
with the "A flag cleared.
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