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1

2.

2.

I ntroduction

[ RFC4364] specifies the set of procedures that a Service Provider
(SP) must inplenent in order to provide a particular kind of VPN
service ("BGP/MPLS IP VPN') for its custonmers. The service described
therein allows | P unicast packets to travel fromone custoner site to
anot her, but it does not provide a way for IP nulticast traffic to
travel from one custoner site to another

Thi s docunent extends the service defined in [ RFC4364] so that it

al so includes the capability of handling IP nmulticast traffic. This
requires a nunber of different protocols to work together. The
docunent provides a framework describing how the various protocols
fit together, and it also provides a detailed specification of some
of the protocols. The detailed specification of sone of the other
protocols is found in preexisting docunents or in conpanion
docunents.

A BGP/ MPLS | P VPN service that supports nulticast is known as a
"Mul ticast VPN' or "MPN'.

Both this document and its conpani on docurment [ MWWPN-BGP] discuss the
use of various BGP nessages and procedures to provi de MVPN support.
Wil e every effort has been nade to ensure that the two docunents are
consistent with each other, it is possible that discrepancies have
crept in. In the event of any conflict or other discrepancy with
respect to the use of BGP in support of MPN service, [ WPN-BGP] is
to be considered to be the authoritative docunent.

Thr oughout this docunent, we will use the term"VPN-IP route" to nean
aroute that is either in the VPN-I1Pv4 address fam|ly [ RFC4364] or in
the VPN-1Pv6 address famly [ RFC4659].

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Overvi ew
1. Optimality vs. Scalability

In a "BGP/MPLS | P VPN' [ RFC4364], unicast routing of VPN packets is
achi eved wi thout the need to keep any per-VPN state in the core of
the SPs network (the "P routers"). Routing information froma
particular VPN is maintained only by the Provider Edge routers (the
"PE routers", or "PEsS") that attach directly to sites of that VPN
Customer data travels through the P routers in tunnels fromone PE to
anot her (usually MPLS Label Swi tched Paths, LSPs), so to support the
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VPN service the P routers only need to have routes to the PE routers.
The PE-to-PE routing is optimal, but the anpbunt of associated state
in the P routers depends only on the nunber of PEs, not on the nunber
of VPNs.

However, in order to provide optinmal nulticast routing for a
particular nmulticast flow, the P routers through which that flow
travels have to hold state that is specific to that flow A
nmulticast flowis identified by the (source, group) tuple where the
source is the | P address of the sender and the group is the IP

mul ticast group address of the destination. Scalability would be
poor if the anmount of state in the P routers were proportional to the
nunber of nulticast flows in the VPNs. Therefore, when supporting
nmul ticast service for a BGP/ MPLS | P VPN, the optimality of the

mul ticast routing nust be traded off against the scalability of the P
routers. W explain this belowin nore detail

If a particular VPN is transmitting "native" nmulticast traffic over

t he backbone, we refer to it as an "MVPN'. By "native" nulticast
traffic, we nmean packets that a Custoner Edge router (a "CE router"
or "CE") sends to a PE, such that the I P destination address of the
packets is a multicast group address, the packets are nulticast
control packets addressed to the PE router itself, or the packets are
I P nulticast data packets encapsulated in MPLS

We say that the backbone nulticast routing for a particular nulticast
group in a particular VPNis "optimal" if and only if all of the
foll owi ng conditions hold:

- When a PE router receives a nulticast data packet of that group
froma CE router, it transmts the packet in such a way that the
packet is received by every other PE router that is on the path
to a receiver of that group;

- The packet is not received by any other PEs;

- Wiile in the backbone, no nore than one copy of the packet ever
traverses any |ink.

- Wiile in the backbone, if bandw dth usage is to be optim zed, the
packet traverses mnimum cost trees rather than shortest path
trees.

Optimal routing for a particular multicast group requires that the
backbone maintain one or nore source trees that are specific to that
flow Each such tree requires that state be naintained in all the P
routers that are in the tree.
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Potentially, this would require an unbounded anount of state in the P
routers, since the SP has no control of the nunber of nulticast
groups in the VPNs that it supports. The SP also doesn’'t have any
control over the nunmber of transmitters in each group, nor over the
di stribution of the receivers.

The procedures defined in this docunent allow an SP to provide

mul ticast VPN service, without requiring the amount of state

mai ntai ned by the P routers to be proportional to the nunber of

mul ticast data flows in the VPNs. The anount of state is traded off
against the optimality of the nulticast routing. Enough flexibility
is provided so that a given SP can make his own trade-offs between
scalability and optinality. An SP can even allow sone mul ticast
groups in some VPNs to receive optimal routing, while others do not.
O course, the cost of this flexibility is an increase in the nunber
of options provided by the protocols.

The basic technique for providing scalability is to aggregate a
nunber of custoner nulticast flows onto a single nulticast
distribution tree through the P routers. A nunber of aggregation
nmet hods are support ed.

The procedures defined in this docunent al so accommpdate the SP that
does not want to build nulticast distribution trees in his backbone
at all; the ingress PE can replicate each nmulticast data packet and
t hen uni cast each replica through a tunnel to each egress PE that
needs to receive the data.

2.1.1. Mul ti cast Distribution Trees

Thi s docunent supports the use of a single nulticast distribution
tree in the backbone to carry all the nmulticast traffic froma
specified set of one or nore MPNs. Such a tree is referred to as an
"I'nclusive Tree". An Inclusive Tree that carries the traffic of nore
than one MVPN is an "Aggregate Inclusive Tree". An Inclusive Tree
contains, as its nenbers, all the PEs that attach to any of the MVPNs
using the tree.

Wth this option, even if each tree supports only one MVPN, the upper
bound on the anmount of state mmintained by the P routers is
proportional to the number of VPNs supported rather than to the
nunber of multicast flows in those VPNs. |If the trees are
unidirectional, it would be nore accurate to say that the state is
proportional to the product of the number of VPNs and the average
number of PEs per VPN. The anount of state maintained by the P
routers can be further reduced by aggregating nore MVPNs onto a
single tree. |If each such tree supports a set of MV/PNs, (call it an
"MVPN aggregation set"), the state maintained by the P routers is
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proportional to the product of the nunber of MVPN aggregation sets
and the average nunber of PEs per MVPN. Thus, the state does not
grow linearly with the number of MVPNs.

However, as data from many nulticast groups is aggregated together
onto a single Inclusive Tree, it is likely that sone PEs will receive
mul ticast data for which they have no need, i.e., sone degree of
optinmality has been sacrificed.

Thi s docunent al so provides procedures that enable a single nulticast
distribution tree in the backbone to be used to carry traffic

bel onging only to a specified set of one or nore nulticast groups,
fromone or nore WPNs. Such a tree is referred to as a "Sel ective
Tree" and nore specifically as an "Aggregate Sel ective Tree" when the
mul ticast groups belong to different MVPNs. By default, traffic from
nmost nul ticast groups could be carried by an Inclusive Tree, while
traffic from e.g., high bandw dth groups could be carried in one of
the Selective Trees. Wen setting up the Sel ective Trees, one should
i nclude only those PEs that need to receive nulticast data from one
or nore of the groups assigned to the tree. This provides nore
optimal routing than can be obtained by using only Inclusive Trees,
though it requires additional state in the P routers.

2.1.2. Ingress Replication through Unicast Tunnels

Thi s docunent al so provides procedures for carrying M/PN data traffic
t hrough uni cast tunnels fromthe ingress PE to each of the egress
PEs. The ingress PE replicates the nulticast data packet received
froma CE and sends it to each of the egress PEs using the unicast
tunnels. This requires no nulticast routing state in the P routers
at all, but it puts the entire replication |oad on the ingress PE
router and nakes no attenpt to optimze the nulticast routing.

2.2. Milticast Routing Adjacencies

In BGP/MPLS | P VPNs [ RFC4364], each CE (Custoner Edge) router is a
uni cast routing adjacency of a PE router, but CE routers at different
sites do not becone unicast routing adjacencies of each other. This
i mportant characteristic is retained for nulticast routing -- a CE
router beconmes a nulticast routing adjacency of a PE router, but CE
routers at different sites do not beconme nulticast routing

adj acenci es of each other.

W will use the term"C-tree" to refer to a nulticast distribution

tree whose nodes include CE routers. (See Section 3.1 for further
explication of this term nol ogy.)
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The multicast routing protocol on the PE-CE link is presuned to be
PI M (Protocol |ndependent Miulticast) [PIMSM. Both the ASM (Any-
Source Multicast) and the SSM (Source-Specific Milticast) service
nodel s are supported. Thus, both shared C-trees and source-specific
C-trees are supported. Shared C-trees nmay be unidirectional or
bidirectional; in the latter case, the nulticast routing protocol is
presuned to be the BIDDRPIM[BIDIR-PIM "variant" of PIMSM A CE
router exchanges "ordinary" PIMcontrol nessages with the PE router
to which it is attached.

Support for PIM DM (Dense Mdde) is outside the scope of this
docunent .

The PEs attaching to a particular MPN then have to exchange the

mul ticast routing information with each other. Two basic nethods for
doing this are defined: (1) PE-PE PIMand (2) BGP. |In the former
case, the PEs need to be nulticast routing adjacencies of each other
In the latter case, they do not. For exanple, each PE nay be a BGP
adj acency of a route reflector (RR) and not of any other PEs.

In order to support the "Carrier’s Carrier" nodel of [RFC4364], nLDP
(Label Distribution Protocol Extensions for Miltipoint Label Swi tched
Pat hs) [ MLDP] may al so be supported on the PE-CE interface. The use
of mLDP on the PE-CE interface is described in [ WPN-BGP]. The use
of BGP on the PE-CE interface is not within the scope of this
docunent .

2. 3. MVPN Definition

An MVPN is defined by two sets of sites: the Sender Sites set and the
Receiver Sites set, with the follow ng properties

- Hosts within the Sender Sites set could originate multicast
traffic for receivers in the Receiver Sites set.

- Receivers not in the Receiver Sites set should not be able to
receive this traffic.

- Hosts within the Receiver Sites set could receive nulticast
traffic originated by any host in the Sender Sites set.

- Hosts within the Receiver Sites set should not be able to receive

mul ticast traffic originated by any host that is not in the
Sender Sites set.
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A site could be both in the Sender Sites set and Receiver Sites set,
which inplies that hosts within such a site could both originate and
receive nulticast traffic. An extrene case is when the Sender Sites
set is the sane as the Receiver Sites set, in which case all sites
could originate and receive nulticast traffic fromeach ot her

Sites within a given MPN nay be either within the sane organi zation
or in different organizations, which inplies that an M/PN can be
either an Intranet or an Extranet.

A given site may be in nore than one MVPN, which inplies that M/PNs
may overl ap.

Not all sites of a given MVPN have to be connected to the sane
service provider, which inplies that an MVPN can span nultiple
service providers

Another way to look at MVPN is to say that an MVPN is defined by a
set of administrative policies. Such policies deternine both the
Sender Sites set and Receiver Sites set. Such policies are

est abli shed by MVPN custoners, but inplenented/realized by M/PN
Service Providers using the existing BG/ MPLS VPN nmechani sms, such as
Route Targets (RTs), with extensions, as necessary.

2.4. Auto-Discovery

In order for the PE routers attaching to a given M/PN to exchange
MVPN control information with each other, each one needs to discover
all the other PEs that attach to the same MVPN. (Strictly speaking,
a PE in the Receiver Sites set need only discover the other PEs in
the Sender Sites set, and a PE in the Sender Sites set need only

di scover the other PEs in the Receiver Sites set.) This is referred
to as "MPN Aut o- Di scovery".

Thi s docunent di scusses two ways of providi ng MVPN aut o-di scovery:

- BGP can be used for discovering and nai ntai ni ng MVPN nenber shi p.
The PE routers advertise their MVPN nenbership to other PE
routers using BGP. A PE is considered to be a "nmenber" of a
particular M/PN if it contains a VRF (Virtual Routing and
Forwardi ng tabl e, see [RFC4364]) that is configured to contain
the nmulticast routing infornmation of that MVPN. This auto-

di scovery option does not nake any assunptions about the nethods
used for transmitting MVPN nulticast data packets through the
backbone.
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- If it is known that the PE-PE nulticast control packets (i.e.
Pl M packets) of a particular MVPN are to be transnitted through a
non- aggr egated I nclusive Tree supporting the ASM service node
(e.g., through a tree that is created by non-SSM Pl M SM or by
BIDR-PIM, and if the PEs attaching to that MVPN are confi gured
with the group address corresponding to that tree, then the PEs
can auto-di scover each other sinply by joining the tree and then
mul ticasting PIM Hellos over the tree.

2.5. PE-PE Multicast Routing Information

The BGP/ MPLS | P VPN [ RFC4364] specification requires a PE to

mai ntain, at nost, one BGP peering with every other PE in the
network. This peering is used to exchange VPN routing infornmation.
The use of route reflectors further reduces the nunber of BGP

adj acenci es maintai ned by a PE to exchange VPN routing information
with other PEs. This docunent describes various options for
exchangi ng MVPN control information between PE routers based on the
use of PIMor BGP. These options have different overheads with
respect to the nunber of routing adjacencies that a PE router needs
to maintain to exchange MVPN control information with other PE
routers. Sone of these options allow the retention of the unicast
BGP/ MPLS VPN nodel letting a PE maintain, at nost, one BGP routing
adj acency with other PE routers to exchange MVPN control information.
BGP al so provides reliable transport and uses increnental updates.
Anot her option is the use of the currently existing "soft state" PIM
standard [PIM SM that uses periodic conplete updates.

2. 6. PE- PE Mul ti cast Data Transm ssion

Li ke [ RFC4364], this docunent decoupl es the procedures for exchanging
routing information fromthe procedures for transnmtting data
traffic. Hence, a variety of transport technol ogies nay be used in

t he backbone. For Inclusive Trees, these transport technol ogies

i ncl ude uni cast PE-PE tunnels, using encapsulation in MPLS, IP, or
GRE (Generic Routing Encapsul ation), nulticast distribution trees
created by PIM (either unidirectional in the SSMor ASM service
nmodel s or bidirectional) using | P/ GRE encapsul ation, point-to-
mul ti point LSPs created by RSVP - Traffic Engineering (RSVP-TE) or
nmLDP, and nultipoint-to-multipoint LSPs created by miDP.

In order to aggregate traffic fromnultiple MVPNs onto a single

mul ticast distribution tree, it is necessary to have a nechanismto
enabl e the egresses of the tree to demultiplex the nulticast traffic
received over the tree and to associ ate each received packet with a
particular M/PN. This docunment specifies a nechani sm whereby
upstream | abel assignment [ MPLS- UPSTREAM LABEL] is used by the root
of the tree to assign a label to each flow This label is used by
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the receivers to performthe demultiplexing. This docunent also
descri bes procedures based on BGP that are used by the root of an
Aggregate Tree to advertise the Inclusive and/or Sel ective binding
and the demultiplexing information to the | eaves of the tree.

Thi s docunent al so describes the data pl ane encapsul ati ons for
supporting the various SP nulticast transport options.

The specification for aggregating traffic of nultiple MVPNs onto a
single multipoint-to-rmultipoint LSP or onto a single bidirectiona
mul ticast distribution tree is outside the scope of this docunent.

The specifications for using, as Selective Trees, nulticast
distribution trees that support the ASM service nodel are outside the
scope of this docunment. The specification for using nultipoint-to-
mul tipoint LSPs as Selective Trees is outside the scope of this
docunent .

Thi s docunent assunes that when SP nulticast trees are used, traffic
for a particular multicast group is transnmitted by a particular PE on
only one SP nulticast tree. The use of nultiple SP nulticast trees
for transmtting traffic belonging to a particular multicast group is
out si de the scope of this docunent.

2.7. I nter-AS MVPNs

[ RFCA364] describes different options for supporting BGP/ MPLS | P

uni cast VPNs whose provi der backbones contain nore than one

Aut ononobus System (AS). These are known as "inter-AS VPNs". In an
inter-AS VPN, the ASes nay belong to the sane provider or to
different providers. This docunent describes how inter-AS MWPNs can
be supported for each of the unicast BGP/ MPLS VPN inter-AS options.
Thi s docunent al so specifies a nodel where inter-AS MV/PN service can
be offered without requiring a single SP nulticast tree to span
multiple ASes. In this nodel, an inter-AS nmulticast tree consists of
a nunber of "segnents", one per AS, that are stitched together at AS
boundary points. These are known as "segnented inter-AS trees"

Each segnent of a segnented inter-AS tree nay use a different

nmul ticast transport technol ogy.

It is also possible to support inter-AS M/PNs with non-segnent ed
source trees that extend across AS boundari es.
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2.8. Optionally Elinnating Shared Tree State

Thi s docunent al so di scusses sone options and protocol extensions
that can be used to elimnate the need for the PE routers to
distribute to each other the (*, G and (*,Grpt) states that occur
when the VPNs are creating unidirectional C-trees to support the ASM
servi ce nodel .

3. Concepts and Franework
3.1. PE-CE Multicast Routing

Support of nmulticast in BGY/ MPLS I P VPNs is nodel ed closely after the
support of unicast in BGP/ MPLS | P VPNs. That is, a nmulticast routing
protocol will be run on the PE-CE interfaces, such that PE and CE are
mul ticast routing adjacencies on that interface. CEs at different
sites do not becone nulticast routing adjacencies of each other.

If a PE attaches to n VPNs for which nulticast support is provided
(i.e., ton "MPNs"), the PEwill run n independent instances of a

mul ticast routing protocol. We will refer to these nulticast routing
i nstances as "VPN-specific multicast routing instances", or nore
briefly as "nulticast G instances”. The notion of a "VRF" (VPN

Routing and Forwardi ng Table), defined in [ RFC4364], is extended to
include multicast routing entries as well as unicast routing entries.
Each nulticast routing entry is thus associated with a particul ar
VRF.

Whet her a particul ar VRF belongs to an MVPN or not is determ ned by
configuration.

In this docunent, we do not attenpt to provide support for every
possi ble multicast routing protocol that could possibly run on the
PE-CE |ink. Rather, we consider multicast Cinstances only for the
followi ng nmulticast routing protocols:

- PI M Sparse Mode (PIMSM, supporting the ASM service nodel

- PI M Sparse Mdde, supporting the SSM servi ce nodel

- PIMBidirectional Mbde (BIDIR-PIM, which uses bidirectional
C-trees to support the ASM servi ce nodel.

In order to support the "Carrier’'s Carrier" nodel of [RFC4364], nlLDP

may al so be supported on the PE-CE interface. The use of nmLDP on the
PE-CE interface is described in [ MWPN-BGP].
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The use of BGP on the PE-CE interface is not within the scope of this
docunent .

As the only multicast Cinstances discussed by this docunment are PIM
based Cinstances, we will generally use the term"PIM Cinstances”
to refer to the nulticast G instances.

A PE router may al so be running a "provider-w de" instance of PIM (a
"PIM P-instance"), in which it has a PIMadjacency with, e.g., each
of its IGP neighbors (i.e., with P routers), but NOT with any CE
routers, and not with other PE routers (unless another PE router
happens to be an I GP adjacency). 1In this case, P routers would al so
run the P-instance of PIMbut NOT a C-instance. |If thereis a PIM
P-instance, it may or may not have a role to play in the support of
VPN mul ticast; this is discussed in |later sections. However, in no
case will the PIMP-instance contain VPN-specific multicast routing

i nformati on.

In order to help clarify when we are speaking of the PIM P-instance
and when we are speaking of a PIM Cinstance, we will also apply the
prefixes "P-" and "C", respectively, to control nessages, addresses,
etc. Thus, a P-Join would be a PIMJoin that is processed by the PIM
P-instance, and a G Join wuld be a PIMJoin that is processed by a
C-instance. A P-group address would be a group address in the SP's
address space, and a C-group address would be a group address in a
VPN s address space. A Ctree is a nmulticast distribution tree
constructed and mai ntained by the PIM Cinstances. A Cflowis a
stream of multicast packets with a common C source address and a
common C-group address. We will use the notation "(CGS, CQ" to
identify specific Cflows. |If a particular Ctree is a shared tree
(whet her unidirectional or bidirectional) rather than a source-
specific tree, we will sonetines speak of the entire set of flows
traveling that tree, identifying the set as "(CG*,CGQ".

3.2. P-Milticast Service Interfaces (PMSIs)

A PE nust have the ability to forward nulticast data packets received
froma CE to one or nore of the other PEs in the same MVPN for
delivery to one or nore other CEs.

We define the notion of a "P-Milticast Service Interface” (PMsl). If
a particular MVPN i s supported by a particular set of PE routers,
then there will be one or nore PMSlIs connecting those PE routers

and/ or subsets thereof. A PMSI is a conceptual "overlay" on the
P-network with the followi ng property: a PE in a given M/PN can give
a packet to the PMBlI, and the packet will be delivered to sonme or all
of the other PEs in the MVPN, such that any PE receiving the packet
will be able to deternmine the MVPN to which the packet bel ongs.
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As we di scuss below, a PMSl nmay be instantiated by a nunber of
different transport nechani sns, depending on the particul ar
requi renents of the MVPN and of the SP. We will refer to these
transport mechani sms as "P-tunnel s".

For each MVPN, there are one or nore PMSIs that are used for
transmitting the MWPN' s nulticast data fromone PE to others. W
will use the term"PMSI" such that a single PMSI belongs to a single
MVPN. However, the transport mechanismthat is used to instantiate a
PMSI may allow a single P-tunnel to carry the data of multiple PMSIs.

In this docunent, we nmake a clear distinction between the nulticast
service (the PMBl) and its instantiation. This allows us to separate
t he discussion of different services fromthe discussion of different
instantiations of each service. The term"P-tunnel"” is used to refer
to the transport mechanismthat instantiates a service.

PMSIs are used to carry Cnulticast data traffic. The C nulticast
data traffic travels along a Ctree, but in the SP backbone all
C-trees are tunneled through P-tunnels. Thus, we will sonetines talk
of a P-tunnel carrying one or nore C-trees.

Some of the options for passing multicast control traffic anong the

PEs do so by sending the control traffic through a PMSI; other

options do not send control traffic through a PMSI.

3.2.1. Inclusive and Sel ective PMSIs

We will distinguish between three different kinds of PMSIs:
"Multidirectional I|nclusive" PMsI (M -PNMSI)
A Miltidirectional Inclusive PVBI is one that enables ANY PE
attaching to a particular MVPN to transmit a message such that it
wi |l be received by EVERY other PE attaching to that MPN.
There is, at nost, one M-PMSI per MWPN. (Though the P-tunnel or
P-tunnel s that instantiate an M-PMSI nmay actually carry the data
of nore than one PMSI.)

An M -PMSI can be thought of as an overlay broadcast network
connecting the set of PEs supporting a particular MPN

- "Unidirectional Inclusive" PMSI (U -PNSI)
A Unidirectional Inclusive PMSI is one that enables a particul ar

PE, attached to a particular MV/PN, to transmt a nmessage such
that it will be received by all the other PEs attaching to that
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MVPN. There is, at nost, one U -PMsl per PE per MVPN, though the
P-tunnel that instantiates a U-PMSI may, in fact, carry the data
of nmore than one PMSI

"Sel ective" PMBI (S-PMBI).

A Sel ective PMBI is one that provides a nechani smwherein a
particular PE in an MVPN can mnulticast nessages so that they wll
be received by a subset of the other PEs of that MVPN. There may
be an arbitrary nunber of S-PMSIs per PE per M/PN. The P-tunne
that instantiates a given S-PMSl may carry data fromnultiple

S- PMBI s.

In later sections, we describe the role played by these different
kinds of PVBls. W will use the term"Il-PMSI" when we are not
di stingui shing between "M -PMsIs" and " Ul - PVSI s"

3.2.2.

P- Tunnel s Instantiating PNVBIs

The P-tunnels that are used to instantiate PMSIs will be referred to

as

"P-tunnel s". A nunber of different tunnel setup techniques can be

used to create the P-tunnels that instantiate the PMSls. Anong these
are the foll ow ng:

Pl M

A PMBlI can be instantiated as (a set of) Miulticast Distribution
trees created by the PIM P-instance ("P-trees").

The nmulticast distribution trees that instantiate |-PVMSIs nay be
either shared trees or source-specific trees.

This docunent (along with [ MWPN-BGP]) specifies procedures for
identifying a particular (CGS, GG flow and assigning it to a
particular S-PMSI. Such an S-PMSlI is nost naturally instantiated
as a source-specific tree.

The use of shared trees (including bidirectional trees) to
instantiate S-PMSls is outside the scope of this docunent.

The use of PIMDMto create P-tunnels is not supported

P-tunnels may be shared by multiple MVPNs (i.e., a given P-tunne
may be the instantiation of nultiple PMSIs), as long as the
tunnel encapsul ation provides sonme neans of denultipl exing the
data traffic by M/PN
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- nLDP

nLDP Poi nt-to-Miltipoint (P2MP) LSPs or Miltipoint-to-Miltipoint
(MP2MP) LSPs can be used to instantiate |-PNMSIs.

An S-PMVBlI or a U-PMsSI could be instantiated as a single nLDP
P2MP LSP, whereas an M -PMSI would have to be instantiated as a
set of such LSPs (each PE in the MVPN being the root of one such
LSP) or as a single MP2MP LSP

Procedures for sharing MP2MP LSPs across nultiple M/PNs are
out side the scope of this docunent.

The use of MP2MP LSPs to instantiate S-PMSIs is outside the scope
of this docunent.

Section 11.2.3 discusses a way of using a partial mesh of MP2MP
LSPs to instantiate a PMBl. However, a full specification of the
necessary procedures is outside the scope of this docunent.

- RSVP-TE

A PMBI may be instantiated as one or nore RSVP-TE Point-to-

Mul tipoint (P2MP) LSPs. An S-PMsl or a U -PMsl would be
instantiated as a single RSVP-TE P2MP LSP, whereas a

Mul tidirectional Inclusive PMSI would be instantiated as a set of
such LSPs, one for each PE in the M/PN. RSVP-TE P2MP LSPs can be
shared across nultiple MVPNs.

- A Mesh of Unicast P-Tunnels.

If a PMSI is inplenented as a nmesh of unicast P-tunnels, a PE
wi shing to transnmit a packet through the PMSI would replicate the
packet and send a copy to each of the other PEs.

An M-PMSI for a given MVPN can be instantiated as a full nesh of
uni cast P-tunnels anong that MVPN's PEs. A U -PMsSlI or an S-PMS
can be instantiated as a partial nesh

It can be seen that each nmethod of inplementing PMSIs has its own
area of applicability. Therefore, this specification allows for the
use of any of these nethods. At first glance, this may seemlike an
over abundance of options. However, the history of nulticast

devel opnent and depl oynent shoul d neke it clear that there is no one
option that is always acceptable. The use of segmented inter-AS
trees does allow each SP to select the option that it finds nost
applicable in its own environnment, w thout causing any other SP to
choose that sane option.
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SPEC!I FYI NG THE CONDI TI ONS UNDER WHI CH A PARTI CULAR TREE- BUI LDI NG
METHOD | S APPLI CABLE | S QUTSI DE THE SCOPE OF THI S DOCUMENT.

The choi ce of the tunnel technique belongs to the sender router and
is a local policy decision of that router. The procedures defined

t hroughout this docunent do not nandate that the same tunne

techni que be used for all P-tunnels going through a given provider
backbone. However, it is expected that any tunnel technique that can
be used by a PE for a particular MVPN is al so supported by all the
other PEs having VRFs for the MVPN. Mbreover, the use of ingress
replication by any PE for an MVPN inplies that all other PEs MJST use
ingress replication for this MPN.

3.3. Use of PMBls for Carrying Milticast Data

Each PE supporting a particular MV/PN nust have a way of discovering
the follow ng information

- The set of other PEs in its AS that are attached to sites of that
MVPN, and the set of other ASes that have PEs attached to sites
of that MVPN. However, if non-segnmented inter-AS trees are used
(see Section 8.1), then each PE needs to know the entire set of
PEs attached to sites of that MPN.

- If segnented inter-AS trees are to be used, the set of border
routers in its AS that support inter-AS connectivity for that
MVPN.

- If the MWPN is configured to use an M-PMsSI, the information
needed to set up and to use the P-tunnels instantiating the
M - PvSI

- For each other PE, whether the PE supports Aggregate Trees for
the MVPN, and if so, the denultiplexing information that must be
provided so that the other PE can determ ne whether a packet that
it received on an Aggregate Tree belongs to this MPN

In sone cases, the information above is provided by neans of the BGP-
based aut o-di scovery procedures discussed in Section 4 of this

docunent and in Section 9 of [WPN-BGP]. |In other cases, this
information is provided after discovery is conplete, by neans of
procedures discussed in Section 7.4. In either case, the information

that is provided nust be sufficient to enable the PVMSI to be bound to
the identified P-tunnel, to enable the P-tunnel to be created if it
does not already exist, and to enable the different PMSIs that may
travel on the sane P-tunnel to be properly denultipl exed.
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If an MVPN uses an M-PMsI, then the infornmation needed to identify
the P-tunnels that instantiate the M-PMSI has to be known to the PEs
attached to the MVPN before any data can be transnmitted on the
M-PMSI. This information is either statically configured or auto-
di scovered (see Section 4). The actual process of constructing the
P-tunnels (e.g., via PIM RSVP-TE, or nLDP) SHOULD occur as soon as
this information is known.

When M -PMSIs are used, they may serve as the default nethod of
carrying CG-multicast data traffic. Wen we say that an M-PMSI is
the "default" nmethod of carrying Cnulticast data traffic for a
particular MVPN, we nean that it is not necessary to use any speci al
control procedures to bind a particular CGflowto the M-PMsI; any
C-flows that have not been bound to other PMSIs will be assuned to
travel through the M -PMSI.

There is no requirenent to use M-PMSls as the default nethod of
carrying CGflows. It is possible to adopt a policy in which all
C-flows are carried on U-PMSIs or S-PMsls. In this case, if an
M-PMSI is not used for carrying routing information, it is not

needed at all.

Even when an M-PMSI is used as the default nethod of carrying an
MWPN s Cflows, if a particular C-flow has certain characteristics,
it may be desirable to migrate it fromthe M-PVMSI to an S-PMVSI.
These characteristics, as well as the procedures for nmigrating a
Cflow froman M-PMSI to an S-PMSI, are discussed in Section 7.

Sometinmes a set of Gflows are traveling the sanme, shared, Ctree
(e.g., either unidirectional or bidirectional), and it nmay be
desirable to nove the whole set of Cflows as a unit to an S-PMSI.
Procedures for doing this are outside the scope of this

speci fication.

Some of the procedures for transmitting G nulticast routing

i nformati on anong the PEs require that the routing information be
sent over an M-PWMsl. Oher procedures do not use an M-PMSI to
transmit the G nmnulticast routing information.

For a given MWWPN, whether an M-PMSI is used to carry G rmulticast
routing information is independent fromwhether an M-PMSI is used as
the default nmethod of carrying the CG-nulticast data traffic.

As previously stated, it is possible to send all C-flows on a set of
S-PMBls, omtting any usage of |-PMSlIs. This prevents PEs from
receiving data that they don't need, at the cost of requiring
additional P-tunnels, and additional signaling to bind the C-flows to
P-tunnels. Cost-effective instantiation of S-PMsls is likely to
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require Aggregate P-trees, which, in turn, nmakes it necessary for the
transmitting PE to know which PEs need to receive which nulticast
streanms. This is known as "explicit tracking", and the procedures to
enabl e explicit tracking may thensel ves inpose a cost. This is
further discussed in Section 7.4.1.2.

3.4. PE-PE Transnission of C-Milticast Routing

As a PE attached to a given MVPN receives C- Join/Prune nmessages from
its CEs in that MVPN, it nust convey the information contained in
those nessages to other PEs that are attached to the sane MVPN

There are several different nethods for doing this. As these nethods
are not interoperable, the nethod to be used for a particular MVPN
must be either configured or discovered as part of the auto-discovery
process.

3.4.1. PIMPeering
3.4.1.1. Full per-MWPN PIM Peering across an M - PVSI

If the set of PEs attached to a given MV/PN are connected via an
M-PMSI, the PEs can form"normal" PIM adj acencies with each other
Since the M-PMsI functions as a broadcast network, the standard PIM
procedures for form ng and mai ntaini ng adj acenci es over a LAN can be
appl i ed.

As a result, the C Join/Prune nmessages that a PE receives froma CE
can be multicast to all the other PEs of the MWPN. PIM"Join
suppressi on" can be enabl ed and the PEs can send Asserts as needed.
This procedure is fully specified in Section 5. 2.

3.4.1.2. Lightweight PI M Peering across an M -PM5

The procedure of the previous Section has the foll ow ng
di sadvant ages:

- Periodic Hell o nessages nust be sent by all PEs.

Standard PI' M procedures require that each PE in a particular M/PN
periodically nmulticast a Hello to all the other PEs in that MPN
I f the nunber of MVPNs becones very |arge, sending and receiving
t hese Hell os can becone a substantial overhead for the PE
routers.
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- Periodic retransni ssion of C Join/Prune nessages.

PIMis a "soft-state" protocol, in which reliability is assured
through frequent retransm ssions (refresh) of control nessages.
This too can begin to inpose a | arge overhead on the PE routers
as the nunber of MPNs grows.

The first of these disadvantages is easily renedied. The reason for
the periodic PIMHellos is to ensure that each Pl M speaker on a LAN
knows who all the other PIM speakers on the LAN are. However, in the
context of MVPN, PEs in a given MV/PN can learn the identities of all
the other PEs in the MVPN by neans of the BGP-based auto-di scovery
procedure of Section 4. |In that case, the periodic Hellos would
serve no function and could sinply be elimnated. (O course, this
does inply a change to the standard Pl M procedures.)

When Hel |l os are suppressed, we may speak of "lightweight PIM
peering".

The periodic refresh of the C Join/Prune nessages is not as sinple to
elimnate. |If and when "refresh reduction" procedures are specified
for PIM it may be useful to incorporate them so as to mmke the

I i ght wei ght PI M peering procedures even nore |ightweight.

Li ghtwei ght PIM peering is not specified in this docunent.
3.4.1.3. Unicasting of PIM C Join/Prune Messages

PI M does not require that the C Join/Prune nessages that a PE
receives froma CE to be nulticast to all the other PEs; it allows
themto be unicast to a single PE, the one that is upstreamon the
path to the root of the nulticast tree nentioned in the Join/Prune
message. Note that when the C Join/Prune nessages are unicast, there
is no such thing as "Join suppression”. Therefore, PIM Refresh
Reducti on may be considered to be a prerequisite for the procedure of
uni casting the G Joi n/ Prune nessages.

When the C-Joi n/ Prune nessages are unicast, they are not transnitted
on a PMSI at all. Note that the procedure of unicasting the

C-Joi n/ Prune nessages is different than the procedure of transmtting
the C-Join/ Prune nmessages on an M-PMSI that is instantiated as a
nmesh of unicast P-tunnels.

If there are nultiple PEs that can be used to reach a given C-source,

procedures described in Sections 5.1 and 9 MJST be used to ensure
that duplicate packets do not get delivered.
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Procedures for unicasting the PIMcontrol nessages are not further
specified in this docunent.

3.4.2. Using BGP to Carry G Milticast Routing

It is possible to use BG to carry Cnulticast routing infornation
fromPE to PE, dispensing entirely with the transni ssion of
C-Joi n/ Prune nessages fromPE to PE. This is discussed in Section
5.3 and fully specified in [ WPN BGP]

4. BGP-Based Auto-Discovery of MVPN Menbership

BGP- based aut o-di scovery is done by neans of a new address fanily

t he MCAST-VPN address fanmily. (This address famly also has other
uses, as will be seen later.) Any PE that attaches to an MVPN nust

i ssue a BGP Update nessage containing an NLRI ("Network Layer
Reachability Information" elenent) in this address famly, along with
a specific set of attributes. |In this docunent, we specify the

i nformati on that nust be contained in these BGP Updates in order to
provi de auto-di scovery. The encoding details, along with the

conpl ete set of detailed procedures, are specified in a separate
docunent [ MVPN- BGP] .

This section specifies the intra-AS BGP-based auto-di scovery
procedures. Wen segnented inter-AS trees are used, additiona
procedures are needed, as specified in [ WPN-BGP]. (Wen segnented
inter-AS trees are not used, the inter-AS procedures are al nost
identical to the intra-AS procedures.)

BGP- based aut o-di scovery uses a particular kind of MCAST-VPN route
known as an "auto-di scovery route", or "A-Droute". |In particular

it uses two kinds of "A-Droutes": the "Intra-AS |-PVsl A-D route"
and the "Inter-AS |-PMSI A-D route". (There are also additiona

kinds of A-D routes, such as the Source Active A-D routes, which are
used for purposes that go beyond auto-discovery. These are discussed
i n subsequent sections.)

The Inter-AS |-PMSl A-Droute is used only when segnmented inter-AS
P-tunnel s are used, as specified in [ WPN BGP]

The "Intra-AS |-PMSI A-D route"” is originated by the PEs that are
(directly) connected to the site(s) of an MVPN. It is distributed to
other PEs that attach to sites of the MWPN. |f segnented inter-AS
P-tunnels are used, then the Intra-AS |-PMSI A-D routes are not

di stributed outside the AS where they originate; if segnmented inter-
AS P-tunnels are not used, then the Intra-AS |-PMSlI A-D routes are,
despite their nanme, distributed to all PEs attached to the VPN, no
matter what AS the PEs are in.
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The NLRI of an Intra-AS I-PVSl A-D route nust contain the follow ng
i nformati on:

The route type (i.e., Intra-AS |-PMSl A-D route).
The | P address of the originating PE
An RD ("Route Distinguisher", [RFC4364]) configured locally for

the MVPN. This is an RD that can be prepended to that |P address
to forma globally unique VPN-1P address of the PE

Intra-AS | -PMSI A-D routes carry the following attributes:

Rout e Target Extended Communities attribute.

One or nore of these MJUST be carried by each Intra-AS |-PMSI A-D
route. |If any other PE has one of these Route Targets configured
for inmport into a VRF, it treats the advertising PE as a nenber
in the MWPN to which the VRF belongs. This allows each PE to

di scover the PEs that belong to a given M/PN. More specifically,
it allows a PEin the Receiver Sites set to discover the PEs in
the Sender Sites set of the MVPN, and the PEs in the Sender Sites
set of the MVPN to discover the PEs in the Receiver Sites set of
the MVPN. The PEs in the Receiver Sites set would be configured
to inport the Route Targets advertised in the BG A-D routes by
PEs in the Sender Sites set. The PEs in the Sender Sites set
woul d be configured to inport the Route Targets advertised in the
BGP A-D routes by PEs in the Receiver Sites set.

PVSI Tunnel attribute.
This attribute is present whenever the MVPN uses an M -PNMSI or
when it uses a U -PMSI rooted at the originating router. It
contains the follow ng information:

* tunnel technol ogy, which nmay be one of the follow ng:

+ Bidirectional nmulticast tree created by BIDIR-PIM

+ Source-specific multicast tree created by PI M SM
supporting the SSM servi ce nodel,

+ Set of trees (one shared tree and a set of source trees)
created by PIM SM using the ASM servi ce nodel,

+ Point-to-multipoint LSP created by RSVP-TE,

+ Point-to-nmultipoint LSP created by niDP,
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+ multipoint-to-multipoint LSP created by nLDP
+ uni cast tunnel
* P-tunnel identifier

Before a P-tunnel can be constructed to instantiate the

| -PVSI, the PE nust be able to create a unique identifier for
the tunnel. The syntax of this identifier depends on the
tunnel technol ogy used.

Each PE attaching to a given MVPN nust be configured with

i nformati on specifying the all owabl e encapsul ati ons to use
for that MWVPN, as well as the particular one of those
encapsul ations that the PEis to identify in the PMSI Tunne
attribute of the Intra-AS |-PMSI A-D routes that it

ori gi nat es.

* Mul ti-VPN aggregation capability and denul tipl exor val ue.

This specifies whether the P-tunnel is capable of aggregating
|-PMBls fromnultiple MVPNs. This will affect the
encapsul ati on used. |If aggregation is to be used, a
demul ti pl exor value to be carried by packets for this
particul ar MV/PN nust al so be specified. The denultiplexing
mechani sm and si gnaling procedures are described in Section
6.

- PE Distinguisher Labels Attribute

Sonmetines it is necessary for one PE to advertise an upstream
assigned MPLS | abel that identifies another PE. Under certain
circunmstances to be discussed later, a PE that is the root of a
mul ti cast P-tunnel will bind an MPLS | abel value to one or nore
of the PEs that belong to the P-tunnel, and it will distribute
these | abel bindings using Intra-AS |-PMSI A-D routes.

Specification of when this nust be done is provided in Sections
6.4.4 and 11.2.2. W refer to these as "PE D stinguisher
Label s".

Note that, as specified in [ MPLS- UPSTREAM LABEL], PE

Di stingui sher Label values are unique only in the context of the
| P address identifying the root of the P-tunnel; they are not
necessarily uni que per tunnel
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5. PE-PE Transmi ssion of C-Milticast Routing

As a PE attached to a given MVPN receives C-Join/Prune nessages from
its CEs in that MVPN, it nust convey the information contained in
those nessages to other PEs that are attached to the sane MVPN. This
is known as the "PE-PE transm ssion of Cnulticast routing

i nformation".

This section specifies the procedures used for PE-PE transm ssion of
C-multicast routing information. Not every procedure nentioned in
Section 3.4 is specified here. Rather, this section focuses on two
particul ar procedures:

- Full PI'M Peering.
This procedure is fully specified herein.
- Use of BG to distribute Cnulticast routing

This procedure is described herein, but the full specification
appears in [ WPN BGP] .

Those aspects of the procedures that apply to both of the above are
al so specified fully herein.

Speci fication of other procedures is outside the scope of this
docunent .

5.1. Selecting the Upstream Miul ticast Hop (UVH)

When a PE receives a C Join/Prune nessage froma CE, the nessage
identifies a particular nmulticast flow as belonging either to a
source-specific tree (S,G or to a shared tree (*, Q. Throughout
this section, we use the term"Croot" to refer to S, in the case of
a source-specific tree, or to the Rendezvous Point (RP) for G in the
case of (*, Q. |If the route to the Croot is across the VPN
backbone, then the PE needs to find the "Upstream Mul ti cast Hop"
(UWH) for the (S,G or (*,G flow. The UV is either the PE at which
(S, or (*,G data packets enter the VPN backbone or the Autononmous
System Border Router (ASBR) at which those data packets enter the

| ocal AS when traveling through the VPN backbone. The process of
finding the upstreamnulticast hop for a given Croot is known as
"upstream nul ti cast hop sel ection".
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5.1.1. Eligible Routes for UVH Sel ection

In the sinplest case, the PE does the upstream hop sel ection by

| ooking up the C-root in the unicast VRF associated with the PE-CE
interface over which the G Join/Prune nessage was received. The
route that matches the C-root will contain the information needed to
sel ect the UW

However, in some cases, the CEs may be distributing to the PEs a
special set of routes that are to be used exclusively for the purpose
of upstream nulticast hop selection, and not used for unicast routing
at all. For exanple, when BGP is the CE-PE unicast routing protocol
the CEs may be using Subsequent Address Family Identifier 2 (SAFI 2)
to distribute a special set of routes that are to be used for, and
only for, upstream multicast hop selection. Wen OSPF [OSPF] is the
CE-PE routing protocol, the CE may use an MI-I1D (Ml ti-Topol ogy
Identifier) [OSPF-MI] of 1 to distribute a special set of routes that
are to be used for, and only for, upstreamnulticast hop sel ection.
Wien a CE uses one of these mechanisnms to distribute to a PE a
special set of routes to be used exclusively for upstream nulticast
hop sel ection, these routes are distributed anong the PEs using SAFI
129, as described in [ WPN-BGP]. Whether the routes used for
upstream nmul ti cast hop selection are (a) the "ordinary"” unicast
routes or (b) a special set of routes that are used exclusively for
upstream nmul ti cast hop selection is a matter of policy. How that
policy is chosen, deployed, or inplenented is outside the scope of
this docunent. In the following, we will sinply refer to the set of
routes that are used for upstreammulticast hop selection, the
"Eligible UV routes™, with no presunptions about the policy by which
this set of routes was chosen

5.1.2. Information Carried by Eligible UVH Routes

Every route that is eligible for UWH sel ection SHOULD carry a VRF
Route Inmport Extended Conmunity [ WPN-BGP]. However, if BGP is used
to distribute CGnulticast routing information, or if the route is
froma VRF that belongs to a nulti-AS VPN as described in option b of
Section 10 of [RFC4364], then the route MIUST carry a VRF Route |nport
Ext ended Community. This attribute identifies the PE that originated
the route.

If BGP is used for carrying CGnulticast routes, ORif "Segnented
i nter-AS Tunnel s" are used, then every UV route MJUST also carry a
Source AS Extended Community [ MVPN- BGP]

These two attributes are used in the upstream nulticast hop sel ection
procedures described bel ow
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5.1.3. Selecting the Upstream PE

The first step in selecting the upstream multicast hop for a given
Croot is to select the Upstream PE router for that C-root.

The PE that received the CJoin nessage froma CE | ooks in the VRF
corresponding to the interfaces over which the CJoin was received.
It finds the Eligible UMW route that is the best match for the Croot
specified in that CJoin. Call this the "Installed UWH Route"

Note that the outgoing interface of the Installed UVH Route may be
one of the interfaces associated with the VRF, in which case the
upstreamnul ticast hop is a CE and the route to the C-root is not
across the VPN backbone.

Consi der the set of all VPN-IP routes that (a) are eligible to be
inmported into the VRF (as deternmined by their Route Targets), (b) are
eligible to be used for upstream nulticast hop selection, and (c)
have exactly the sane |P prefix (not necessarily the sane RD) as the
installed UWH route.

For each route in this set, determ ne the correspondi ng Upstream PE
and Upstream RD. If a route has a VRF Route |nport Extended
Community, the route’s Upstream PE is deternined fromit. |If a route
does not have a VRF Route |nport Extended Community, the route’'s
Upstream PE is deternmined fromthe route’s BGP Next Hop. |In either
case, the Upstream RD is taken fromthe route’s NLRI.

This results in a set of triples of <route, Upstream PE, Upstream
RD>.

Call this the "UWH Route Candidate Set". Then, the PE MJST select a
single route fromthe set to be the "Selected UV Route". The

correspondi ng Upstream PE is known as the "Sel ected Upstream PE', and
the correspondi ng Upstream RD i s known as the "Sel ected Upstream RD'.

There are several possible procedures that can be used by a PE to
select a single route fromthe candi date set.

The default procedure, which MIST be inplenented, is to select the
rout e whose correspondi ng Upstream PE address is nunerically highest,
where a 32-bit IP address is treated as a 32-bit unsigned integer.
Call this the "default Upstream PE selection". For a given Croot,
provided that the routing information used to create the candi date
set is stable, all PEs will have the same default Upstream PE
selection. (Though different default Upstream PE sel ecti ons may be
chosen during a routing transient.)
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An alternative procedure that MJST be inplenented, but which is

di sabl ed by default, is the following. This procedure ensures that,
except during a routing transient, each PE chooses the sane Upstream
PE for a given conbination of Croot and GG

1. The PEs in the candidate set are nunbered fromlowest to
hi ghest | P address, starting fromO

2. The follow ng hash is perforned:

- A bytew se exclusive-or of all the bytes in the Croot
address and the C- G address is perforned.

- The result is taken nodulo n, where n is the nunber of PEs
in the candidate set. Call this result N

The Sel ected Upstream PE is then the one that appears in position N
inthe list of step 1.

O her hashing algorithns are allowed as well, but not required.

The alternative procedure allows a form of "equal cost |oad

bal anci ng". Suppose, for exanple, that from egress PEs PE3 and PE4,
source C-S can be reached, at equal cost, via ingress PE PEl or

i ngress PE PE2. The | oad bal anci ng procedure nakes it possible for
PE1 to be the ingress PE for (CS,CGl) data traffic while PE2 is the
ingress PE for (CGS,C &) data traffic.

Anot her procedure, which SHOULD be inplenented, is to use the
Install ed UVH Route as the Selected UVH Route. |If this procedure is
used, the result is likely to be that a given PE will choose the
Upstream PE that is closest to it, according to the routing in the SP
backbone. As a result, for a given Croot, different PEs may choose
different Upstream PEs. This is useful if the Groot is an anycast
address, and can also be useful if the CGroot is in a multihoned site
(i.e., asitethat is attached to nultiple PEs). However, this
procedure is nore likely to lead to steady state duplication of
traffic unless (a) PEs discard data traffic that arrives fromthe
"wrong" Upstream PE or (b) data traffic is carried only in non-
aggregated S-PMsls. This issue is discussed at length in Section 9.

CGeneral policy-based procedures for selecting the UVH route are

al | oned but not required, and they are not further discussed in this
speci fication.
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5.1.4. Selecting the Upstream Mul ti cast Hop

In certain cases, the Selected Upstream Multicast Hop is the sane as
the Sel ected Upstream PE. In other cases, the Selected Upstream
Multicast Hop is the ASBR that is the BGP Next Hop of the Sel ected
UVH Rout e.

If the Selected Upstream PE is in the local AS, then the Sel ected
Upstream PE is also the Sel ected Upstream Multicast Hop. This is the
case if any of the follow ng conditions holds:

- The Sel ected UVH Route has a Source AS Extended Conmmunity, and
the Source AS is the same as the |ocal AS,

- The Sel ected UVH Route does not have a Source AS Extended
Community, but the route’s BGP Next Hop is the same as the
Upstream PE.

O herwi se, the Sel ected Upstream Multicast Hop is an ASBR  The

nmet hod of determining just which ASBR it is depends on the particul ar
i nter-AS signaling nethod being used (PIMor BGP) and on whet her
segrmented or non-segnented inter-AS tunnels are used. These details
are presented in | ater sections.

5.2. Details of Per-MVPN Full PIM Peering over M -PMSI

When an MVPN uses an M-PMsI, the CGinstances of that MVPN can treat
the M-PMSI as a LAN interface and formfull PIM adjacencies with
each other over that LAN interface.

The use of PIMwhen an M-PMSI is not in use is outside the scope of
this docunent.

To formfull PIM adjacencies, the PEs execute the standard PIM
procedures on the LAN interface, including the generation and
processing of PIMHello, Join/Prune, Assert, DF (Designated
Forwarder) el ection, and other PIMcontrol nessages. These are
execut ed i ndependently for each C-instance. PIM"Join suppression”
SHOULD be enabl ed.

5.2.1. PIM C I nstance Control Packets

Al 1Pv4 PIMCinstance control packets of a particular MVPN are
addressed to the ALL-PI M ROUTERS (224.0.0.13) |IP destination address
and transmitted over the M-PMSI of that MVPN. Wile in transit in
the P-network, the packets are encapsul ated as required for the
particul ar kind of P-tunnel that is being used to instantiate the
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M-PMSI. Thus, the Cinstance control packets are not processed by
the P routers, and MVWPN-specific PIMroutes can be extended fromsite
to site without appearing in the P routers.

The handling of IPv6 PIMC-instance control packets will be specified
in a follow on docunent.

As specified in Section 5.1.2, when PIMis being used to distribute
C-multicast routing information, any PE distributing VPN-1P routes
that are eligible for use as UWH routes SHOULD i ncl ude a VRF Route

| mport Extended Community with each route. For a given VRF, the

d obal Administrator field of the VRF Route |Inport Extended Conmunity
MUST be set to the sane |IP address that the PE places in the IP
source address field of the PE-PE PIM control nessages it originates
fromthat VRF.

Note that BSR (Bootstrap Router Mechanismfor PIM [BSR] nessages are
treated the sane as PIM C-instance control packets, and BSR
processing is regarded as an integral part of the PIM C-instance
processi ng.

5.2.2. PIMGC Instance Reverse Path Forwarding (RPF) Determination

Al though the M-PMSI is treated by PIMas a LAN interface, unicast
routing is NOT run over it, and there are no unicast routing

adj acencies over it. Therefore, it is necessary to specify special
procedures for determnining when the M-PMSI is to be regarded as the
"RPF I nterface" for a particular C address.

The PE follows the procedures of Section 5.1 to deternine the

Sel ected UVH Route. If that route is NOT a VPN-IP route | earned from
BGP as described in [RFC4364], or if that route’s outgoing interface
is one of the interfaces associated with the VRF, then ordinary PIM
procedures for determ ning the RPF interface apply.

However, if the Selected UVH Route is a VPN-IP route whose outgoi ng
interface is not one of the interfaces associated with the VRF, then
PEIMw Il consider the RPF interface to be the M-PMSlI associated with
the VPN-specific PIMinstance.

Once PIM has determned that the RPF interface for a particul ar
Croot is the M-PMSI, it is necessary for PIMto determine the "RPF
nei ghbor" for that CGroot. This will be one of the other PEs that is
a PIM adjacency over the M-PMSI. In particular, it will be the

"Sel ected Upstream PE', as defined in Section 5.1.
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5.3. Use of BGP for Carrying C Milticast Routing

It is possible to use BGP to carry C-nulticast routing infornmation
fromPE to PE, dispensing entirely with the transmn ssion of
C-Joi n/ Prune nessages fromPE to PE. This section describes the
procedures for carrying intra-AS nulticast routing information.
Inter-AS procedures are described in Section 8. The conplete
specification of both sets of procedures and of the encodings can be
found in [ WPN BGP] .

5.3.1. Sending BGP Updates

The MCAST- VPN address fanmily is used for this purpose. MCAST-VPN
routes used for the purpose of carrying CGnulticast routing

i nformati on are distingui shed fromthose used for the purpose of
carrying auto-di scovery information by nmeans of a "route type" field
that is encoded into the NLRI. The following information is required
in BGP to advertise the MVPN routing information. The NLRI contains
the foll ow ng:

- The type of Cnulticast route
There are two types:
* source tree join
* shared tree join
- The G- group address

- The C-source address (In the case of a shared tree join, this is
the address of the C-RP.)

- The Sel ected Upstream RD corresponding to the Croot address
(determ ned by the procedures of Section 5.1).

Whenever a C-nulticast route is sent, it nust also carry the Sel ected
Upstream Mul ti cast Hop corresponding to the C-root address
(determined by the procedures of Section 5.1). The Sel ected Upstream
Mul ticast Hop must be encoded as part of a Route Target Extended
Community to facilitate the optional use of filters that can prevent
the distribution of the update to BGP speakers other than the
Upstream Mul ti cast Hop. See Section 10.1.3 of [ WPN-BGP] for the
details.

There is no C-nulticast route corresponding to the PIMfunction of

pruning a source off the shared tree when a PE switches froma
(CG*,CQ treeto a (CS,CQ tree. Section 9 of this docunent
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specifies a nandatory procedure that ensures that if any PE joins a
(GS,CG source tree, all other PEs that have joined or will join
the (G*,C G shared tree will also join the (CS,C G source tree.

This elimnates the need for a Gnulticast route that prunes C S off
the (G*,C G shared tree when switching from(GCG*, GG to (CGS,CQ
tree.

5.3.2. Explicit Tracking

Note that the upstream nulticast hop is NOT part of the NLRl in the
C-nmulticast BGP routes. This neans that if several PEs join the sanme
C-tree, the BGP routes they distribute to do so are regarded by BGP
as conparable routes, and only one will be installed. |If a route
reflector is being used, this further means that the PE that is used
to reach the G source will know only that one or nore of the other
PEs have joined the tree, but it won’t know which one. That is, this
BGP updat e nmechani sm does not provide "explicit tracking". Explicit
tracking is not provided by default because it increases the anount
of state needed and t hus decreases scalability. Also, as
constructing the C-PI M nmessages to send "upstreant for a given tree
does not depend on knowing all the PEs that are downstream on that
tree, there is no reason for the CGnulticast route type updates to
provi de explicit tracking.

There are some cases in which explicit tracking is necessary in order
for the PEs to set up certain kinds of P-trees. There are other
cases in which explicit tracking is desirable in order to determne
how to optimally aggregate nulticast flows onto a given aggregate
tree. As these functions have to do with the setting up of
infrastructure in the P-network, rather than with the dissenination
of CGmulticast routing information, any explicit tracking that is
necessary is handl ed by sending a particular type of A-D route known
as "Leaf A-D routes".

Wienever a PE sends an A-D route with a PMSI Tunnel attribute, it can
set a bit in the PMSI Tunnel attribute indicating "Leaf Infornation
Required". A PE that installs such an A-D route MJST respond by
generating a Leaf A-Droute, indicating that it needs to join (or be
joined to) the specified PVMSI Tunnel. Details can be found in

[ \VPN- BGP] .

5.3.3. Wthdraw ng BGP Updat es

A PE renoves itself froma Cnulticast tree (shared or source) by
wi t hdrawi ng the correspondi ng BGP Updat e.
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If a PE has pruned a C-source froma shared CGnulticast tree, and it
needs to "unprune" that source fromthat tree, it does so by
wi thdrawi ng the route that pruned the source fromthe tree

5.3.4. BSR

BGP does not provide a nethod for carrying the control information of
BSR packets received by a PE froma CE. BSR is supported by
transmitting the BSR control nessages fromone PE in an MV/PN to all
the other PEs in that MPN

When a PE needs to transmit a BSR nessage for a particular MVPN to
other PEs, it nust put its own |IP address into the BSR nessage as the
| P source address. As specified in Section 5.1.2, when a PE
distributes VPN-IP routes that are eligible for use as UWVH routes,
the PE MJST include a VRF Route Inmport Extended Community with each
route. For a given MVPN, a single such |IP address MJST be used, and
that same | P address MJST be used as the source address in all BSR
packets that the PE transnmits to other PEs.

The BSR nessage nay be transnmitted over any PVSI that will deliver
the nmessage to all the other PEs in the MVPN. |If no such PMSI has
been instantiated yet, then an appropriate P-tunnel nust be
advertised, and the C-flow whose C source address is the address of
the PE itself, and whose nulticast group is ALL-Pl M ROUTERS
(224.0.0.13), must be bound to it. This can be done using the
procedures described in Sections 7.3 and 7.4. Note that this is NOT
meant to inply that the other PIMcontrol packets fromthe PIM
C-instance are to be transnmitted to the other PEs.

When a PE receives a BSR nessage for a particular MVPN from sone
other PE, the PE accepts the nessage only if the I P source address in
that message is the Selected Upstream PE (see Section 5.1.3) for the
| P address of the Bootstrap router. Oherwise, the PE sinply

di scards the packet. |If the PE accepts the packet, it does norma
BSR processing on it, and it nay forward a BSR nessage to one or nore
CEs as a result.

6. PMSI Instantiation

This section provides the procedures for using P-tunnels to
instantiate a PVMBI. It describes the procedures for setting up and
mai ntai ning the P-tunnels as well as for sending and receiving Cdata
and/or C-control nmessages on the P-tunnels. However, procedures for
bi nding particular CGflows to particular P-tunnels are discussed in
Section 7.
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PMSIs can be instantiated either by P-multicast trees or by PE-PE
uni cast tunnels. In the latter case, the PMSI is said to be
instantiated by "ingress replication".

This specification supports a nunber of different nethods for setting
up P-nulticast trees: these are detailed below. A P-tunnel nmay
support a single VPN (a non-aggregated P-nulticast tree) or nultiple
VPNs (an aggregated P-nulticast tree).

6.1. Use of the Intra-AS |I-PMSI A-D Route
6.1.1. Sending Intra-AS |-PMSI A-D Routes

Wien a PE is provisioned to have one or nore VRFs that provide MPN
support, the PE announces its MVPN nmenbership information using
Intra-AS | -PMSI A-D routes, as discussed in Section 4 and detailed in
Section 9.1.1 of [ WPN-BGP]. (Under certain conditions, detailed in
[ WPN-BGP], the Intra-AS I-PVSl A-D route nay be onmitted.)

Cenerally, the Intra-AS |-PMsl A-Droute will have a PVSI Tunnel
attribute that identifies a P-tunnel that is being used to
instantiate the I-PMSI. Section 9.1.1 of [ MWPN-BGP] details certain
conditions under which the PMSI Tunnel attribute may be omtted (or
in which a PVSI Tunnel attribute with the "no tunnel information
present" bit may be sent).

As a special case, when (a) CPIMcontrol nessages are to be sent
through an M-PMSI and (b) the M-PMSI is instantiated by a P-tunnel
techni que for which each PE needs to know only a single P-tunnel
identifier per VPN, then the use of the Intra-AS |-PMSI A-D routes
MAY be onitted, and static configuration of the tunnel identifier
used instead. However, this is not recommended for |ong-term use,
and in all other cases, the Intra-AS |-PMSI A-D routes MJST be used.

The PMSI Tunnel attribute MAY contain an upstream assi gned MPLS

| abel , assigned by the PE originating the Intra-AS |-PMsl A-D route.
If this label is present, the P-tunnel can be carrying data from
several MVPNs. The label is used on the data packets traveling
through the tunnel to identify the MVPN to which those data packets
bel ong. (The specified label identifies the packet as belonging to
the MVPN that is identified by the RTs of the Intra-AS |-PMSl A-D
route.)

See Section 12.2 for details on howto place the label in the
packet’s | abel stack.
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The Intra-AS |-PMBl A-D route nmay contain a "PE D stinguisher Label s"
attribute. This contains a set of bindings between upstream assi gned
| abel s and PE addresses. The PE that originated the route may use
this to bind an upstream assigned | abel to one or nore of the other
PEs that belong to the same MVPN. The way in which PE Distinguisher
Label s are used is discussed in Sections 6.4.1, 6.4.3, 11.2.2, and
12.3. O her uses of the PE Distinguisher Labels attribute are

out side the scope of this docunent.

6.1.2. Receiving Intra-AS |-PMsl A-D Routes

The action to be taken when a PE receives an Intra-AS |-PVsl A-D
route for a particular M/PN depends on the particular P-tunne
technology that is being used by that MVPN. |If the P-tunne
technol ogy requires tunnels to be built by neans of receiver-
initiated joins, the PE SHOULD join the tunnel immedi ately.

6.2. Wien C-flows Are Specifically Bound to P-Tunnels
This situation is discussed in Section 7.
6.3. Aggregating Multiple MVPNs on a Single P-Tunne

When a P-nulticast tree is shared across nmultiple MVWPNs, it is terned
an "Aggregate Tree". The procedures described in this docunent allow
a single SP nulticast tree to be shared across nultiple M/PNs.

Unl ess ot herwi se specified, P-rmulticast tree technol ogy supports

aggr egati on.

Al'l procedures that are specific to nulti-MPN aggregation are
OPTIONAL and are explicitly pointed out.

Aggregate Trees allow a single P-nulticast tree to be used across
multiple MVPNs so that state in the SP core grows per set of MPNs
and not per MVPN. Depending on the congruence of the aggregated
MVPNs, this may result in trading off optinmality of nulticast
routing.

An Aggregate Tree can be used by a PE to provide a U -PMSI or M - PN

service for nore than one MV/PN. Wen this is the case, the Aggregate
Tree is said to have an inclusive mappi ng.
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6.3.1. Aggregate Tree Leaf Discovery

BGP MVPN nenber ship discovery (Section 4) allows a PE to determ ne
the different Aggregate Trees that it should create and the M/PNs
that shoul d be mapped onto each such tree. The |eaves of an
Aggregate Tree are determ ned by the PEs, supporting aggregation
that belong to all the MV/PNs that are mapped onto the tree.

If an Aggregate Tree is used to instantiate one or nore S-PMSIs, then
it may be desirable for the PE at the root of the tree to know which
PEs (in its MV/PN) are receivers on that tree. This enables the PE to
deci de when to aggregate two S-PMsls, based on congruence (as

di scussed in the next section). Thus, explicit tracking nmay be

requi red. Since the procedures for dissem nating G nulticast routes
do not provide explicit tracking, a type of A-D route known as a
"Leaf A-D route" is used. The PE that wants to assign a particul ar
Cmulticast flowto a particular Aggregate Tree can send an A-D
route, which elicits Leaf A-Droutes fromthe PEs that need to
receive that Cnulticast flow This provides the explicit tracking

i nformati on needed to support the aggregati on nethodol ogy di scussed
in the next section. For nore details on Leaf A-D routes, please
refer to [ WPN BGP].

6.3.2. Aggregation Mt hodol ogy

Thi s docunent does not specify the nandatory inplenentation of any
particul ar set of rules for determ ning whether or not the PMSIs of
two particular M/PNs are to be instantiated by the sane Aggregate
Tree. This determ nation can be made by inplenmentation-specific
heuristics, by configuration, or even perhaps by the use of offline
t ool s.

It is the intention of this docunent that the control procedures wll
al ways result in all the PEs of an MVPN agreeing on the PVSIs that
are to be used and on the tunnels used to instantiate those PMSIs.

This section discusses potential nethodol ogies with respect to
aggregati on.

The "congruence" of aggregation is defined by the amount of overlap
in the | eaves of the custoner trees that are aggregated on an SP
tree. For Aggregate Trees with an inclusive nmapping, the congruence
depends on the overlap in the nenbership of the MWPNs that are
aggregated on the tree. |If there is conplete overlap, i.e., all
MVPNs have exactly the sanme sites, aggregation is perfectly
congruent. As the overlap between the M/PNs that are aggregated
reduces, i.e., the nunber of sites that are common across all the
MVPNs reduces, the congruence reduces.
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If aggregation is done such that it is not perfectly congruent, a PE
may receive traffic for MVPNs to which it doesn’t belong. As the
amount of nulticast traffic in these unwanted MVPNs i ncreases,
aggregation becomes less optimal with respect to delivered traffic.
Hence, there is a trade-off between reducing state and delivering
unwanted traffic.

An i nmpl enentation should provide knobs to control the congruence of
aggregation. These knobs are inplenentation dependent. Configuring
the percentage of sites that MV/PNs nust have in conmmmon to be
aggregated is an exanple of such a knob. This will allow an SP to
depl oy aggregati on dependi ng on the MVPN nenbership and traffic
profiles inits network. |If different PEs or servers are setting up
Aggregate Trees, this will also allow a service provider to engi neer
t he maxi mum amount of unwanted MVPNs for which a particular PE may
receive traffic.

6.3.3. Denultiplexing CGMilticast Traffic

If a P-multicast tree is associated with only one MVPN, deternining
the P-nulticast tree on which a packet was received is sufficient to
determ ne the packet’s MVPN. All that the egress PE needs to know is
the MVPN with which the P-nulticast tree is associ ated.

When multiple MVPNs are aggregated onto one P-nulticast tree,
determining the tree over which the packet is received is not
sufficient to deternmine the MVPN to which the packet belongs. The
packet nust al so carry sone denultiplexing information to allow the
egress PEs to determne the MWPN to which the packet belongs. Since
t he packet has been nulticast through the P-network, any given
demul ti pl exi ng val ue nust have the sane neaning to all the egress
PEs. The denultiplexing value is a MPLS | abel that corresponds to
the multicast VRF to which the packet belongs. This |abel is placed
by the ingress PE i mediately beneath the P-nulticast tree header.
Each of the egress PEs nust be able to associate this MPLS | abel with
the sane MWPN. |If downstream assigned | abels were used, this would
require all the egress PEs in the MVPN to agree on a common | abel for
the MVPN. Instead, the MPLS | abel is upstream assigned

[ MPLS- UPSTREAM LABEL]. The | abel bindings are advertised via BGP
Updates originated by the ingress PEs.

This procedure requires each egress PE to support a separate |abe
space for every other PE. The egress PEs create a forwarding entry
for the upstream assigned MPLS | abel, allocated by the ingress PE, in
this |l abel space. Hence, when the egress PE receives a packet over
an Aggregate Tree, it first deternmnes the tree over which the packet
was received. The tree identifier determ nes the | abel space in

whi ch the upstream assi gned MPLS | abel | ookup has to be perforned.
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The sane | abel space may be used for all P-nulticast trees rooted at
the sane ingress PE or an inplenentation nmay decide to use a separate
| abel space for every P-nulticast tree

A full specification of the procedures to support aggregation on
shared trees or on MP2MP LSPs is outside the scope of this docunent.

The encapsul ation format is either MPLS or MPLS-in-sonething (e.g.
MPLS-in-GRE [ MPLS-1P]). Wen MPLS is used, this label will appear

i medi ately below the label that identifies the P-nmulticast tree.
When MPLS-in-GRE is used, this label will be the top MPLS | abel that
appears when the GRE header is stripped off.

When | P encapsulation is used for the P-nulticast tree, whatever

i nformati on that particular encapsulation format uses for identifying
a particular tunnel is used to determine the |abel space in which the
MPLS | abel is | ooked up

If the P-nulticast tree uses MPLS encapsul ation, the P-nulticast tree
is itself identified by an MPLS | abel. The egress PE MUST NOT
advertise IMPLICIT NULL or EXPLICIT NULL for that tree. Once the

| abel representing the tree is popped off the MPLS | abel stack, the
next | abel is the denultiplexing information that allows the proper
MVPN t o be determ ned.

This specification requires that, to support this sort of
aggregation, there be at |east one upstream assigned | abel per MPN
It does not require that there be only one. For exanple, an ingress
PE coul d assign a unique |label to each (CGS,GG@. (This could be
done using the sane technique that is used to assign a particul ar
(GS,CG to an S-PMSI, see Section 7.4.)

Wien an egress PE receives a C-nulticast data packet over a

P-mul ticast tree, it needs to forward the packet to the CEs that have
receivers in the packet’s C-nulticast group. In order to do this,
the egress PE needs to deternine the P-tunnel on which the packet was
received. The PE can then deternine the WPN that the packet bel ongs
to and, if needed, do any further |ookups that are needed to forward
t he packet.

6.4. Considerations for Specific Tunnel Technol ogi es
While it is believed that the architecture specified in this docunent
places no limtations on the protocols used for setting up and

mai ntai ni ng P-tunnels, the only protocols that have been explicitly
considered are PIM SM (both the SSM and ASM service nodel s are
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considered, as are bidirectional trees), RSVP-TE, niLDP, and BGP
(BGP's role in the setup and nai ntenance of P-tunnels is to "stitch"
together the intra-AS segnents of a segmented inter-AS P-tunnel.)

6.4.1. RSVP-TE P2MP LSPs

If an I-PMSI is to be instantiated as one or nore non-segnented
P-tunnel s, where the P-tunnels are RSVP-TE P2MP LSPs, then only the
PEs that are at the head ends of those LSPs will ever include the
PMSI Tunnel attribute in their Intra-AS |-PMSI A-D routes. (These
will be the PEs in the "Sender Sites set".)

If an I-PMSI is to be instantiated as one or nore segnented
P-tunnel s, where sonme of the intra-AS segnents of these tunnels are
RSVP-TE P2MP LSPs, then only a PE or ASBR that is at the head end of
one of these LSPs will ever include the PVMSI Tunnel attribute inits
Inter-AS | -PMSI A-D route.

O her PEs send Intra-AS |-PVSI A-D routes without PVSI Tunne
attributes. (These will be the PEs that are in the "Receiver Sites
set" but not in the "Sender Sites set".) As each "Sender Site" PE
receives an Intra-AS |-PMsSl A-Droute froma PE in the Receiver Sites
set, it adds the PE originating that Intra-AS |-PMSI A-D route to the
set of receiving PEs for the P2MP LSP. The PE at the head end MJUST
then use RSVP-TE [ RSVP-P2MP] signaling to add the receiver PEs to the
P-t unnel

When RSVP-TE P2MP LSPs are used to instantiate S-PMsls, and a
particular CGflowis to be bound to the LSP, it is necessary to use
explicit tracking so that the head end of the LSP knows whi ch PEs
need to receive data fromthe specified CGflow |If the binding is
done using S-PMBl A-D routes (see Section 7.4.1), the "Leaf

I nformati on Required" bit MJST be set in the PMSI Tunnel attribute.

RSVP- TE P2MP LSPs can optional ly support aggregation of multiple
MVPNs.

I f an RSVP-TE P2WMP LSP Tunnel is used for only a single MVPN, the
mappi ng between the LSP and the MVPN can either be configured or be
deduced fromthe procedures used to announce the LSP (e.g., fromthe
RTs in the A-D route that announced the LSP). |If the LSP is used for
multiple MVPNs, the set of MV/PNs using it (and the correspondi ng MPLS
| abels) is inferred fromthe PMBI Tunnel attributes that specify the
LSP.

If an RSVP-TE P2\MP LSP is being used to carry a set of Cflows

traveling along a bidirectional Ctree, using the procedures of
Section 11.2, the head end MUST include the PE Distinguisher Labels
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attribute inits Intra-AS |-PMSI A-D route or S-PMSI A-D route, and
it MJST provide an upstream assigned | abel for each PE that it has

sel ected as the Upstream PE for the C-tree’s RPA (Rendezvous Poi nt

Address). See Section 11.2 for details.

A PMBlI Tunnel attribute specifying an RSVP-TE P2MP LSP contains the
followi ng information:

- The type of the tunnel is set to RSVP-TE P2MP Tunnel
- The RSVP-TE P2MP Tunnel's SESSI ON Obj ect .

- Optionally, the RSVP-TE P2MP LSP's SENDER TEMPLATE (bject. This
object is included when it is desired to identify a particular
P2MP TE LSP.

Demul tiplexing the C-nulticast data packets at the egress PE foll ows
procedures described in Section 6.3.3. As specified in Section
6.3.3, an egress PE MUST NOT advertise |IMPLICIT NULL or EXPLICI T NULL
for an RSVP-TE P2MP LSP that is carrying traffic for one or nore
MVPNs .

If (and only if) a particular RSVP-TE P2MP LSP is possibly carrying
data fromnultiple MV/PNs, the followi ng special procedures apply:

- A packet in a particular MWPN, when transnitted into the LSP,
nmust carry the MPLS | abel specified in the PVSI Tunnel attribute
that announced that LSP as a P-tunnel for that for that MPN

- Denultiplexing the CGnulticast data packets at the egress PE is
done by neans of the MPLS |abel that rises to the top of the
stack after the label corresponding to the P2MP LSP i s popped
of f.

It is possible that at the tine a PE learns, via an A-Droute with a
PVSI Tunnel attribute, that it needs to receive traffic on a
particul ar RSVP-TE P2MP LSP, the signaling to set up the LSP will not
have been conpleted. |In this case, the PE needs to wait for the
RSVP- TE signaling to take place before it can nodify its forwarding
tables as directed by the A-D route.

It is also possible that the signaling to set up an RSVP-TE P2MP LSP
will be conpleted before a given PE learns, via a PMSI Tunnel
attribute, of the use to which that LSP will be put. The PE MJST
discard any traffic received on that LSP until that tine.

Rosen & Aggar wal St andards Track [ Page 40]



RFC 6513 Mul ticast in MPLS/ BGP | P VPNs February 2012

In order for the egress PE to be able to discard such traffic, it
needs to know that the LSP is associated with an MVPN and that the
A-D route that binds the LSP to an MVPN or to a particular a Cfl ow
has not yet been received. This is provided by extending [ RSVP- P2MP]
with [ RSVP- OOB] .

6.4.2. PI M Trees

Wien the P-tunnels are PIMtrees, the PMSI Tunnel attribute contains
enough information to allow each other PE in the sane MV/PN to use
P-PIMsignaling to join the P-tunnel

If an I-PMSI is to be instantiated as one or nore PIMtrees, then the
PE that is at the root of a given PIMtree sends an Intra-AS |-PM
A-D route containing a PMSI Tunnel attribute that contains all the

i nformati on needed for other PEs to join the tree.

If PIMtrees are to be used to instantiate an M-PMslI, each PE in the
MVPN nust send an Intra-AS |-PMSI A-D route containing such a PMS
Tunnel attribute.

If a PMSI is to be instantiated via a shared tree, the PMSI Tunne
attribute identifies the P-group address. The RP or RPA
corresponding to the P-group address is not specified. It nust, of
course, be known to all the PEs. It is presupposed that the PEs use
one of the nmethods for automatically learning the RP-to-group
correspondences (e.g., Bootstrap Router Protocol [BSR]), or else that
the correspondence is configured.

If a PMSI is to be instantiated via a source-specific tree, the PMS
Tunnel attribute identifies the PE router that is the root of the
tree, as well as a P-group address. The PMSlI Tunnel attribute always
specifies whether the PIMtree is to be a unidirectional shared tree,
a bidirectional shared tree, or a source-specific tree

If PIMtrees are being used to instantiate S-PMSls, the above
procedures assune that each PE router has a set of group P-addresses
that it can use for setting up the PIMtrees. Each PE nust be

configured with this set of P-addresses. |If the P-tunnels are
source-specific trees, then the PEs may be configured with
overl apping sets of group P-addresses. |If the trees are not source-

specific, then each PE nust be configured with a unique set of group
P- addresses (i.e., having no overlap with the set configured at any
other PE router). The nmanagenent of this set of addresses is thus
greatly sinplified when source-specific trees are used, so the use of
source-specific trees is strongly reconmended whenever unidirectiona
trees are desired.
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Specification of the full set of procedures for using bidirectional
PIMtrees to instantiate S-PMSls is outside the scope of this
docunent .

Details for constructing the PMSI Tunnel attribute identifying a PIM
tree can be found in [ WPN BGP].

6.4.3. nLDP P2MP LSPs

When the P-tunnels are nLDP P2MP trees, each Intra-AS |-PMSI A-D
route has a PMSI Tunnel attribute containing enough information to
al l ow each other PE in the sane MVPN to use nlLDP signaling to join
the P-tunnel. The tunnel identifier consists of a P2MP Forwar di ng
Equi val ence O ass (FEC) El enent [nLDP]

An nmiLDP P2MP LSP may be used to carry the traffic of nultiple VPNs,
if the PMBI Tunnel attribute specifying it contains a non-zero MPLS
| abel .

If an mLDP P2MP LSP is being used to carry the set of flows traveling
along a particular bidirectional Ctree, using the procedures of
Section 11.2, the root of the LSP MJST include the PE D stinguisher
Label s attribute inits Intra-AS |-PMSl A-D route or S-PMSI A-D
route, and it MJST provide an upstream assigned | abel for the PE that
it has selected to be the Upstream PE for the C-tree’'s RPA. See
Section 11.2 for details.

6.4.4. nLDP MP2MP LSPs

The specification of the procedures for assigning C-flows to nLDP
MP2MP LSPs that serve as P-tunnels is outside the scope of this
docunent .

6.4.5. Ingress Replication

As described in Section 3, a PMSI can be instantiated using Unicast
Tunnel s between the PEs that are participating in the MVPN. In this
mechani sm the ingress PE replicates a C-nulticast data packet
belonging to a particular M/PN and sends a copy to all or a subset of
the PEs that belong to the MWPN. A copy of the packet is tunneled to
a renote PE over a Unicast Tunnel to the renote PE. | P/ GRE Tunnels
or MPLS LSPs are exanpl es of unicast tunnels that nmay be used. The
same Uni cast Tunnel can be used to transport packets belonging to

di fferent MVPNs

In order for a PE to use Unicast P-tunnels to send a CG-nulticast data

packet for a particular M/PN to a set of renpte PEs, the renote PEs
nmust be able to correctly decapsul ate such packets and to assign each
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one to the proper MVPN. This requires that the encapsul ati on used
for sendi ng packets through the P-tunnel have denulti pl exing
i nformati on that the receiver can associate with a particular MPN

If ingress replication is being used to instantiate the PMSIs for an
MVPN, the PEs announce this as part of the BGP-based MVPN nenbership
aut o-di scovery process, described in Section 4. The PMVSI Tunnel
attribute specifies ingress replication; it also specifies a

downstream assi gned MPLS |abel. This label will be used to identify
that a particul ar packet belongs to the MVPN that the Intra-AS |I-PM5
A-D route belongs to (as inferred fromits RTs). |If PEl specifies a

particul ar |abel value for a particular M/PN, then any ot her PE

sendi ng PE1 a packet for that MVPN through a unicast P-tunnel nust
put that |abel on the packet’s |abel stack. PEl then treats that
| abel as the denultiplexor value identifying the M/PN in question

Ingress replication may be used to instantiate any kind of PMSI

When ingress replication is done, it is RECOWENDED, except in the
one particular case nentioned in the next paragraph, that explicit
tracki ng be done and that the data packets of a particular Cflow
only get sent to those PEs that need to see the packets of that
C-flow. There is never any need to use the procedures of Section 7.4
for binding particular Gflows to particular P-tunnels.

The particular case in which there is no need for explicit tracking
is the case where ingress replication is being used to create a
one- hop ASBR- ASBR i nter-AS segnent of an segnmented inter-AS P-tunnel

Section 9.1 specifies three different nethods that can be used to
prevent duplication of nulticast data packets. Any given depl oynent
nmust use at | east one of those nethods. Note that the nethod
described in Section 9.1.1 ("Discarding Packets from Wong PE")
presupposes that the egress PE of a P-tunnel can, upon receiving a
packet fromthe P-tunnel, deternmine the identity of the PE that
transmitted the packet into the P-tunnel. SPs that use ingress
replication to instantiate their PMSIs are cautioned agai nst this use
for this purpose of unicast P-tunnel technologies that do not allow
the egress PE to identify the ingress PE (e.g., MP2P LSPs for which
penul ti mat e- hop- popping is done). Deploynent of ingress replication
wi th such P-tunnel technol ogy MUST NOT be done unless it is known
that the deploynment relies entirely on the procedures of Sections
9.1.2 or 9.1.3 for duplicate prevention
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7.

Bi nding Specific CFlows to Specific P-Tunnels

As discussed previously, Intra-AS I-PVMSl A-D routes may (or nay not)
have PMSI Tunnel attributes, identifying P-tunnels that can be used

as the default P-tunnels for carrying Cnulticast traffic, i.e., for
carrying CGrmulticast traffic that has not been specifically bound to
anot her P-tunnel

If none of the Intra-AS |I-PMSI A-D routes originated by a particul ar
PE for a particular MPN carry PMSI Tunnel attributes at all (or if
the only PMSI Tunnel attributes they carry have type "No tunne

i nformati on present"), then there are no default P-tunnels for that
PE to use when transmitting CGnulticast traffic in that MVPN to ot her
PEs. In that case, all such Cflow nust be assigned to specific
P-tunnel s using one of the mechanisnms specified in Section 7.4. That
is, all such C-flows are carried on P-tunnels that instantiate

S- PMSI s.

There are other cases where it may be either necessary or desirable
to use the mechani sms of Section 7.4 to identify specific Cflows and
bind themto or unbind them from specific P-tunnels. Sone possible
cases are as foll ows:

- The policy for a particular MWPNis to send all Cdata on
S-PMBls, even if the Intra-AS |-PMSI A-D routes carry PMSI Tunne
attributes. (This is another case where all Cdata is carried on
S-PMBls; presunably, the |I-PMSIs are used for control
i nformation.)

- It is desired to optimze the routing of the particular Cflow,
whi ch nay already be traveling on an |-PMSlI, by sending it
i nstead on an S-PMSI

- If a particular CGflowis traveling on an S-PMSI, it may be
considered desirable to nove it to an I-PVMSI (i.e., optim zation
of the routing for that flow may no | onger be consi dered
desirabl e).

- It is desired to change the encapsul ation used to carry the
C-flow, e.g., because one now wants to aggregate it on a P-tunne
with flows from other MVPNs.

Note that if Full PIM Peering over an M-PMSlI (Section 5.2) is being
used, then fromthe perspective of the PI M state nachine, the

"interface" connecting the PEs to each other is the M-PMslI, even if
sonme or all of the G-flows are being sent on S-PMsls. That is, from
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t he perspective of the CGPIMstate nachine, when a C-flow is being
sent or received on an S-PMSI, the output or input interface
(respectively) is considered to be the M-PNMSI.

Section 7.1 discusses certain general considerations that apply
whenever a specified CGflowis bound to a specified P-tunnel using
t he mechani sms of Section 7.4. This includes the case where the
C-flowis nmoved fromone P-tunnel to another as well as the case
where the C-flowis initially bound to an S-PMSI P-tunnel.

Section 7.2 discusses the specific case of using the mechani snms of
Section 7.4 as a way of optimzing nulticast routing by swtching
specific flows fromone P-tunnel to another.

Section 7.3 discusses the case where the nmechani sms of Section 7.4
are used to announce the presence of "unsolicited fl ooded data" and
to assign such data to a particular P-tunnel.

Section 7.4 specifies the protocols for assigning specific Cflows to
specific P-tunnels. These protocols nmay be used to assign a Cflow
to a P-tunnel initially or to switch a flow fromone P-tunnel to

anot her.

Procedures for binding to a specified P-tunnel the set of Cflows
traveling along a specified Ctree (or for so binding a set of
C-flows that share sonme rel evant characteristic), without identifying
each flow individually, are outside the scope of this docunent.

7.1. Ceneral Considerations
7.1.1. At the PE Transmtting the C Flow on the P-Tunnel

The decision to bind a particular Cflow (designated as (CGS,CGGQG) to
a particular P-tunnel, or to switch a particular Cflowto a
particular P-tunnel, is always nmade by the PE that is to transnit the
C-flow onto the P-tunnel.

Wienever a PE noves a particular Cflow fromone P-tunnel, say P1, to
anot her, say P2, care nust be taken to ensure that there is no steady
state duplication of traffic. At any given tinme, the PE transmits
the G flow either on P1 or on P2, but not on both.

When a particular PE, say PEl, decides to bind a particular CGflowto

a particular P-tunnel, say P2, the follow ng procedures MJST be
appl i ed:
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- PE1l nust issue the required control plane information to signa
that the specified C-flow is now bound to P-tunnel P2 (see
Section 7.4).

- If P-tunnel P2 needs to be constructed fromthe root downwards,
PE1 nust initiate the signaling to construct P2. This is only
required if P2 is an RSVP-TE P2WVP LSP

- If the specified CGflowis currently bound to a different
P-tunnel, say P1, then:

* PE1 MUST wait for a "switch-over" del ay before sending
traffic of the C-flow on P-tunnel P2. It is RECOMVENDED to
allow this delay to be configurable.

* Once the "switch-over" delay has el apsed, PE1l MJST send
traffic for the Gflow on P2 and MJUST NOT send it on P1. In
no case is any C-fl ow packet sent on both P-tunnels.

Wen a Cflowis switched fromone P-tunnel to another, the purpose
of running a switch-over timer is to minimze packet |oss w thout

i ntroduci ng packet duplication. However, jitter may be introduced
due to the difference in transit del ays between the old and new
P-tunnel s.

For best effect, the switch-over tinmer should be configured to a
value that is "just |Iong enough" (a) to allow all the PEs to learn
about the new binding of CGflowto P-tunnel and (b) to allow the PEs
to construct the P-tunnel, if it doesn't already exist.

If, after such a switch, the "old" P-tunnel Pl is no | onger needed,
it SHOULD be torn down and the resources supporting it freed. The
procedures for "tearing down" a P-tunnel are specific to the P-tunne
t echnol ogy.

Procedures for binding sets of C-flows traveling al ong specified
C-trees (or sets of C-flows sharing any other characteristic) to a
specified P-tunnel (or for noving themfromone P-tunnel to another)
are outside the scope of this docunent.

7.1.2. At the PE Receiving the Gflow fromthe P-Tunne

Suppose that a particular PE, say PEl, learns, via the procedures of
Section 7.4, that some other PE, say PE2, has bound a particul ar
C-flow, designated as (C-S,CGQ, to a particular P-tunnel, say P2.
Then, PEl1 nust determnine whether it needs to receive (GS, GG
traffic from PE2.
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If BGP is being used to distribute Cnulticast routing infornation
fromPE to PE, the conditions under which PEl needs to receive
(GS, GG traffic fromPE2 are specified in Section 12.3 of

[ \VPN- BGP] .

If PIMover an M-PMSI is being used to distribute Cnulticast
routing fromPE to PE, PELl needs to receive (CGS,CQ traffic from
PE2 if one or nore of the follow ng conditions holds:

- PE1 has (GS,CG state such that PE2 is PE1l’s Upstream PE for
(GS GG, and PE1 has downstream nei ghbors ("non-null olist")
for the (CGS,C QG state.

- PE1 has (CG*,C G state with an Upstream PE (not necessarily PE2)
and wi th downstream nei ghbors ( "non-null olist"), but PEl does
not have (C-S, GG state.

- Native PIMnethods are being used to prevent steady-state packet
duplication, and PE1 has either (CG*, GG or (CGS CG state such
that the M-PMsSI is one of the downstreaminterfaces. Note that
this includes the case where PE1 is itself sending (GS, GG
traffic on an S-PMsI. (In this case, PEl needs to receive the
(GS,CQ traffic fromPE2 in order to allow the PI M Assert
mechani smto function properly.)

Irrespective of whether BGP or PIMis being used to distribute
C-multicast routing information, once PEl determines that it needs to
receive (GS,CGQG traffic fromPE2, the follow ng procedures MIST be
appl i ed:

- PE1 MUST take all necessary steps to be able to receive the
(GS, GG traffic on P2.

* |f P2is a PIMtunnel or an nLDP LSP, PE1 will need to use
PIMor nlLDP (respectively) to join P2 (unless it is already
joined to P2).

* PE1 nay need to nodify the forwarding state for (CGS, GG to
indicate that (CGS, CGGQ traffic is to be accepted on P2. |f
P2 is an Aggregate Tree, this also inplies setting up the
demul ti pl exi ng forwarding entries based on the inner |abel as
described in Section 6.3.3

- If PELl was previously receiving the (CGS, GG C-flow on another
P-tunnel, say P1, then:

* PE1 MAY run a switch-over tinmer, and until it expires, SHOULD
accept traffic for the given CGflow on both P1 and P2;
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* | f, after such a switch, the "old" P-tunnel Pl is no |onger
needed, it SHOULD be torn down and the resources supporting
it freed. The procedures for "tearing down" a P-tunnel are
specific to the P-tunnel technol ogy.

- If PEL later deternmnes that it no |longer needs to receive any of
the C-nulticast data that is being sent on a particular P-tunnel
it my initiate signaling (specific to the P-tunnel technol ogy)
to renmove itself fromthat tunnel

7.2. Optimzing Milticast Distribution via S-PMSIs

Whenever a particular nmulticast streamis being sent on an |-PMSI, it
is likely that the data of that streamis being sent to PEs that do
not require it. |If a particular streamhas a significant anount of

traffic, it may be beneficial to nove it to an S-PMSI that includes
only those PEs that are transmtters and/or receivers (or at |east
i ncludes fewer PEs that are neither).

If explicit tracking is being done, S-PMSI creation can also be
triggered on other criteria. For instance, there could be a "pseudo-
wast ed bandwi dth" criterion: switching to an S-PMSI woul d be done if
the bandwidth nultiplied by the nunmber of uninterested PEs (PE that
are receiving the stream but have no receivers) is above a specified
threshold. The notivation is that (a) the total bandw dth wasted by
many sparsely subscribed | ow bandwi dt h groups nmay be |large and (b)
there’s no point to noving a high-bandwi dth group to an S-PMSI if all
the PEs have receivers for it.

Switching a (GS, GG streamto an S-PVMSI may require the root of the
S-PMBlI to determine the egress PEs that need to receive the (G S, CGGQ
traffic. This is true in the foll ow ng cases:

- If the P-tunnel is a source-initiated tree, such as an RSVP-TE
P2MP Tunnel, the PE needs to know the | eaves of the tree before
it can instantiate the S-PMSI

- If a PEinstantiates multiple S-PMsls, belonging to different
MVPNs, using one P-nulticast tree, such a tree is terned an
Aggregate Tree with a selective mapping. The setting up of such
an Aggregate Tree requires the ingress PE to know all the other
PEs that have receivers for nmulticast groups that are nmapped onto
the tree.
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The above two cases require that explicit tracking be done for the
(GS, GG stream The root of the S-PMsl MAY decide to do explicit
tracking of this streamonly after it has determnmined to nove the
streamto an S-PMSI, or it MAY have been doing explicit tracking al
al ong.

If the SSPMBlI is instantiated by a P-nulticast tree, the PE at the
root of the tree nust signal the |leaves of the tree that the

(GS, GG streamis now bound to the S-PMSI. Note that the PE could
create the identity of the P-nmulticast tree prior to the actua
instanti ation of the P-tunnel

If the SSPMBlI is instantiated by a source-initiated P-nmulticast tree
(e.g., an RSVP-TE P2WP tunnel), the PE at the root of the tree nust
establish the source-initiated P-nulticast tree to the leaves. This
tree MAY have been established before the | eaves receive the S-PM
binding, or it MAY be established after the | eaves receive the

bi nding. The | eaves MJST NOT switch to the S-PMSI until they receive
both the binding and the tree signaling nessage.

7.3. Announcing the Presence of Unsolicited Fl ooded Data

A PE may receive "unsolicited" data froma CE, where the data is
intended to be flooded to the other PEs of the same MVPN and then on
to other CEs. By "unsolicited", we nean that the data is to be
delivered to all the other PEs of the MVPN, even though those PEs may
not have sent any control information indicating that they need to
receive that data.

For exanple, if the BSR [BSR] is being used within the MWPN, BSR
control nessages nay be received by a PE froma CE. These need to be
forwarded to other PEs, even though no PE ever issues any kind of
explicit signal saying that it wants to receive BSR nessages

If a PE receives a BSR nessage froma CE, and if the CEEs MVPN has an
M -PMSI, then the PE can just send BSR nessages on the appropriate
P-tunnel. Oherw se, the PE MUST announce the binding of a
particular Cflowto a particular P-tunnel, using the procedures of
Section 7.4. The particular Gflowin this case would be

(G| Paddress_of PE, ALL-PI M ROUTERS). The P-tunnel identified by the
procedures of Section 7.4 may or may not be one that was previously
identified in the PMBI Tunnel attribute of an |-PMSI A-D route.

Furt her procedures for handling BSR may be found in Sections 5.2.1
and 5. 3. 4.
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Anal ogous procedures may be used for announcing the presence of other
sorts of unsolicited flooded data, e.g., dense node data or data from
proprietary protocols that presunme nessages can be flooded. However,
a full specification of the procedures for traffic other than BSR
traffic is outside the scope of this docunent.

7.4. Protocols for Binding CFlows to P-Tunnels
We describe two protocols for binding Cflows to P-tunnels.

These protocols can be used for noving Gflows fromIl-PMSIs to
S-PMBls, as long as the S-PMBl is instantiated by a P-nulticast tree.
(If the S-PMSI is instantiated by neans of ingress replication, the
procedures of Section 6.4.5 suffice.)

These protocols can al so be used for other cases in which it is
necessary to bind specific CGflows to specific P-tunnels.

7.4.1. Using BGP S-PMSI A-D Routes

Not wi thstanding the nane of the mechanism"S-PVMsl A-D routes”, the
mechani smto be specified in this section may be used any tine it is
necessary to advertise a binding of a Gflowto a particul ar
P-tunnel .

7.4.1.1. Advertising C Flow Binding to P-Tunnel

The ingress PE infornms all the PEs that are on the path to receivers
of the (GS, GG of the binding of the P-tunnel to the (GS CGGQ.
The BGP announcenent is done by sending an update for the MCAST- VPN
address famly. An S-PMSI A-Droute is used, containing the

follow ng information:

1. The I P address of the originating PE

2. The RD configured locally for the MWPN. This is required to
uniquely identify the (CGS, GG as the addresses could overl ap
between different MVPNs. This is the same RD val ue used in the
aut o- di scovery process.

3. The C- S address.

4. The C- G address.

5. A PE MAY use a single P-tunnel to aggregate two or nore
S-PMBls. If the PE already adverti sed unaggregated S-PMSI A-D

routes for these S-PMSls, then a decision to aggregate them
requires the PE to re-advertise these routes. The re-
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advertised routes MJST be the sane as the original ones, except
for the PVMSI Tunnel attribute. |If the PE has not previously
advertised S-PMsl A-D routes for these S-PMSls, then the
aggregation requires the PE to advertise (new) S-PMSI A-D
routes for these S-PMsls. The PMSI Tunnel attribute in the
newl y advertised/re-advertised routes MJIST carry the identity
of the P-tunnel that aggregates the S-PMSIs.

If all these aggregated S-PMSIs belong to the same MVPN, and
this M/PN uses PIMas its G nmulticast routing protocol, then
the corresponding S-PMSI A-D routes MAY carry an MPLS upstream
assigned | abel [ MPLS- UPSTREAM LABEL]. Moreover, in this case,
the | abel s MUST be distinct on a per-MWPN basis, and MAY be

di stinct on a per-route basis.

If all these aggregated S-PMSIs belong to the MVPN(s) that use
mL.DP as its G nulticast routing protocol, then the
corresponding S-PVBI A-D routes MJST carry an MPLS upstream
assigned | abel [ MPLS-UPSTREAM LABEL], and these | abels MJST be
distinct on a per-route (per-nlLDP-FEC) basis, irrespective of
whet her the aggregated S-PMsls belong to the sane or different
MVPNs .

When a PE distributes this information via BGP, it nust include the
fol | owi ng:

1

7.4.1. 2.

An identifier for the particular P-tunnel to which the stream
is to be bound. This identifier is a structured field that
i ncludes the follow ng information

* The type of tunne

* An identifier for the tunnel. The formof the identifier
wi || depend upon the tunnel type. The conbination of
tunnel identifier and tunnel type should contain enough
information to enable all the PEs to "join" the tunnel and
recei ve nessages fromit.

Route Target Extended Conmunities attribute. This is used as
described in Section 4.

Explicit Tracking

If the PE wants to enable explicit tracking for the specified flow,
it also indicates this in the A-Droute it uses to bind the flowto a
particular P-tunnel. Then, any PE that receives the A-D route wll
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respond with a "Leaf A-Droute” in which it identifies itself as a
receiver of the specified flow The Leaf A-D route will be w thdrawn
when the PE is no |longer a receiver for the flow

If the PE needs to enable explicit tracking for a flow without at the
sanme tinme binding the flowto a specific P-tunnel, it can do so by
sending an S-PMBl A-D route whose NLRI identifies the flow and whose
PMSI Tunnel attribute has its tunnel type value set to "no tunne
information present” and its "leaf information required" bit set to
1. This will elicit the Leaf A-Droutes. This is useful when the PE
needs to know the receivers before selecting a P-tunnel

7.4.2. UDP-Based Protoco

This procedure carries its control nessages in UDP and requires that
the MVPN have an M -PMSI that can be used to carry the contro
nessages.

7.4.2.1. Advertising C Flow Binding to P-Tunne

In order for a given PE to nove a particular C-flowto a particul ar
P-tunnel, an "S-PMSI Join nessage" is sent periodically on the
M-PMSI. (Notw thstanding the nane of the mechanism the nmechani sm
may be used to bind a flow to any P-tunnel.) The S-PMSI Join nessage
is a UDP-encapsul at ed nessage whose destination address is ALL-PI M
ROUTERS (224.0.0.13) and whose destination port is 3232.

The S-PMSI Joi n nessage contains the follow ng information

- An identifier for the particular nulticast streamthat is to be
bound to the P-tunnel. This can be represented as an (S, G pair.

- An identifier for the particular P-tunnel to which the streamis
to be bound. This identifier is a structured field that includes
the follow ng information

* The type of tunnel used to instantiate the S-PNVSI

* An identifier for the tunnel. The formof the identifier
wi || depend upon the tunnel type. The conbination of tunne
identifier and tunnel type should contain enough information
to enable all the PEs to "join" the tunnel and receive
messages fromit.

* |If (and only if) the identified P-tunnel is aggregating
several S-PMSls, any demnultiplexing information needed by the
tunnel encapsul ation protocol to identify a particul ar
S- PMVSI .

Rosen & Aggar wal St andards Track [ Page 52]



RFC 6513 Mul ticast in MPLS/ BGP | P VPNs February 2012

If the policy for the MVPN is that traffic is sent/received by
default over an M-PMSI, then traffic for a particular Cflow can be
swi tched back to the M-PMSI sinply by ceasing to send S-PMSI Joins
for that Cflow

Note that an S-PMSI Join that is not received over a PVBI (e.g., one
that is received directly froma CE) is an illegal packet that MJST
be di scarded.

7.4.2.2. Packet Formats and Constants

The S-PMSI Join nessage is encapsulated within UDP and has the
foll owi ng type/length/value (TLV) encodi ng:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Type | Length | Val ue |
B e i S T e i T e S R S e e e s i i T S
| : |
| : |

B s T s s e T o e S T ks et s oot ST S S S o S S 3
Type (8 bits)

Length (16 bits): the total nunber of octets in the Type, Length, and
Val ue fields comnbined

Val ue (variabl e | ength)

In this specification, only one type of S-PMSI Join is defined. A
Type 1 S-PMSI Join is used when the S-PMSI tunnel is a PIMtunne

that is used to carry a single multicast stream where the packets of
that stream have | Pv4 source and destination |P addresses.

The S-PMSI Join fornat to use when the C source and C-group are |Pv6
addresses will be defined in a foll owon docunent.
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Type | Length | Reserved |
B T e o i S I i i S S N iy St S I S S
| C-source |
e e i i e T S i S e e e R
| C- group |
i T i i e e i e T et o S o SR R R SR
| P- group |

B T e o i S I i i S S N iy St S I S S
Type (8 bits): 1
Length (16 bits): 16

Reserved (8 bits): This field SHOULD be zero when transnitted, and
MUST be ignored when received.

C-source (32 bits): the IPv4 address of the traffic source in the
VPN,

C-group (32 bits): the IPv4 address of the nulticast traffic
destination address in the VPN

P-group (32 bits): the IPv4 group address that the PE router is going
to use to encapsulate the flow (C source, C- group).

The P-group identifies the S-PMSI P-tunnel, and the (G S, CGGQ
identifies the nulticast flowthat is carried in the P-tunnel.

The protocol uses the follow ng constants.

[ S- PVSI _DELAY] :
Once an S-PMBlI Join nessage has been sent, the PE router that is
to transnmit onto the S-PMsl will delay this anbunt of time before
it begins using the S-PMSI. The default value is 3 seconds.

[ S- PVSI _TI MEQUT] :
If a PE (other than the transnitter) does not receive any packets
over the S-PMSI P-tunnel for this amount of tine, the PE will
prune itself fromthe S-PMsl P-tunnel, and will expect (CGS,CQ
packets to arrive on an |-PMSI. The default value is 3 minutes.

Thi s val ue nust be consistent anong PE routers.
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[ S-PVBI _HOLDOW]

If the PE that transnmits onto the S-PMSI does not see any
(GS, GG packets for this anpunt of tinme, it will resunme sending
(GS, GG packets on an |-PMSI.

This is used to avoid oscillation when traffic is bursty. The
default value is 1 mnute.

[ S-PVBI _| NTERVAL] :

The interval the transmtting PE router uses to periodically send
the S-PMSI Join nessage. The default value is 60 seconds.

7.4.3. Aggregation

S-PMBI s can be aggregated on a P-nulticast tree. The S-PMSI to

(CGS, GG binding adverti sement supports aggregation. Furthernore,

t he aggregati on procedures of Section 6.3 apply. It is also possible
to aggregate both S-PMBls and |-PMSIs on the same P-nulticast tree.

8. I nt er- AS Procedures

If an MVPN has sites in nore than one AS, it requires one or nore
PMSIs to be instantiated by inter-AS P-tunnels. This docunent
describes two different types of inter-AS P-tunnel

1. "Segnented inter-AS P-tunnel s"

A segnented inter-AS P-tunnel consists of a nunber of

i ndependent segnents that are stitched together at the ASBRs.
There are two types of segment: inter-AS segnents and intra-AS
segrments. The segnmented inter-AS P-tunnel consists of
alternating intra-AS and inter-AS segnents.

I nter-AS segnents connect adjacent ASBRs of different ASes;
t hese "one-hop" segnents are instantiated as uni cast P-tunnels.

Intra-AS segnents connect ASBRs and PEs that are in the sane
AS. An intra-AS segment may be of whatever technology is
desired by the SP that administers the that AS. Different
intra-AS segnents nay be of different technol ogies.

Note that the intra-AS segnents of inter-AS P-tunnels forma
category of P-tunnels that is distinct fromsinple intra-AS
P-tunnels; we will rely on this distinction |ater (see Section
9).
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A segnented inter-AS P-tunnel can be thought of as a tree that
is rooted at a particular AS, and that has, as its |eaves, the
other ASes that need to receive nulticast data fromthe root
AS.

2. "Non-segnented | nter-AS P-tunnels"
A non-segnented inter-AS P-tunnel is a single P-tunnel that

spans AS boundaries. The tunnel technol ogy cannot change from
one point in the tunnel to the next, so all ASes through which

the P-tunnel passes nust support that technology. |n essence,
AS boundaries are of no significance to a non-segnented inter-
AS P-tunnel

Section 10 of [RFC4364] describes three different options for
supporting unicast inter-AS BGP/MPLS | P VPNs, known as options A B
and C. W describe bel ow how both segnented and non-segnented inter-
AS trees can be supported when options B or C are used. (Option A
does not pass any routing information through an ASBR at all, so no
special inter-AS procedures are needed.)

8.1. Non-Segnmented Inter-AS P-Tunnels

In this nodel, the previously described discovery and tunnel setup
mechani sns are used, even though the PEs belonging to a given MVPN
may be in different ASes.

8.1.1. Inter-AS MVPN Aut o-Di scovery

The previously descri bed BGP-based auto-di scovery nechani sns work "as
is" when an MVPN contains PEs that are in different Autononbus
Systens. However, please note that, if non-segnmented inter-AS
P-tunnels are to be used, then the Intra-AS |-PMsl A-D routes MJST be
di stri buted across AS boundari es!

8.1.2. Inter-AS MVPN Routing Information Exchange

Wien non-segnmented inter-AS P-tunnels are used, MVPN C-nulti cast
routing informati on may be exchanged by neans of PI M peering across
an M-PMsI or by neans of BGP carrying Cnulticast routes.

When PIM peering is used to distribute the C-nulticast routing
informati on, a PE that sends C-PIM Join/Prune nessages for a
particular (CGS,CG nust be able to identify the PE that is its PIM
adj acency on the path to S. This is the "Selected Upstream PE"
described in Section 5.1.3.
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If BGP (rather than PIM is used to distribute the Cnulticast
routing information, and if option b of Section 10 of [RFC4364] is in
use, then the G nulticast routes will be installed in the ASBRs al ong
the path fromeach nulticast source in the MV/PN to each nulticast
receiver in the MVPN. If option b is not in use, the G nulticast
routes are not installed in the ASBRs. The handling of the
Cmulticast routes in either case is thus exactly anal ogous to the
handl i ng of unicast VPN-1P routes in the correspondi ng case.

8.1.3. I nter-AS P-Tunnel s

The procedures described earlier in this docunent can be used to
instantiate either an I-PMSI or an S-PMSI with inter-AS P-tunnels.
Specific tunneling techni ques require sone explanation.

If ingress replication is used, the inter-AS PE-PE P-tunnels will use
the inter-AS tunneling procedures for the tunneling technol ogy used.

Procedures in [ RSVP-P2MP] are used for inter-AS RSVP-TE P2MP
P-t unnel s.

Procedures for using PIMto set up the P-tunnels are discussed in the
next section.

8.1.3.1. PIMBased Inter-AS P-Milticast Trees

When PIMis used to set up a non-segnmented inter-AS P-multicast tree,
the PI M Joi n/ Prune nessages used to join the tree contain the IP
address of the Upstream PE. However, there are two speci al

consi derations that nust be taken into account:

- It is possible that the P routers within one or nore of the ASes
will not have routes to the Upstream PE. For exanple, if an AS
has a "BGP-free core", the Prouters in an AS will not have
routes to addresses outside the AS.

- If the PIMJoin/Prune nmessage nust travel through several ASes,
it is possible that the ASBRs will not have routes to he PE
routers. For exanple, in an inter-AS VPN constructed according
to "option b" of Section 10 of [RFC4364], the ASBRs do not
necessarily have routes to the PE routers.

In either case, "ordinary" PIM Join/Prune nessages cannot be routed
to the Upstream PE. Therefore, in that case, the PI M Join/Prune
messages MJUST contain the "PIM M/PN Join attribute". This allows the
mul ticast distribution tree to be properly constructed, even if
routes to PEs in other ASes do not exist in the given AS s I GP and
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even if the routes to those PEs do not exist in BGP. The use of a
PIM MVPN Join attribute in the PIMnessages allows the inter-AS trees
to be built.

The PIM MVPN Join attribute adds the following information to the PIM
Joi n/ Prune nessages: a "proxy address", which contains the address of
the next ASBR on the path to the Upstream PE. \Wen the PIM
Join/Prune arrives at the ASBR that is identified by the "proxy
address", that ASBR nust change the proxy address to identify the
next hop ASBR

This information allows the PIM Join/Prune to be routed through an
AS, even if the P routers of that AS do not have routes to the
Upstream PE. However, this information is not sufficient to enable
the ASBRs to route the Join/Prune if the ASBRs thensel ves do not have
routes to the Upstream PE.

However, even if the ASBRs do not have routes to the Upstream PE, the
procedures of this docunent ensure that they will have Intra-AS
|-PVMSI A-Droutes that lead to the Upstream PE. (Recall that if non-
segrmented inter-AS P-tunnels are being used, the ASBRs and PEs will
have Intra-AS |-PMSI A-D routes that have been distributed inter-AS.)

So, rather than having the PI M Join/Prune nessages routed by the
ASBRs along a route to the Upstream PE, the PIM Joi n/ Prune nessages
MUST be routed along the path determined by the Intra-AS |-PMSl A-D
routes.

The basic format of a PIMJoin attribute is specified in
[PIMATTRIB]. The details of the PIM WPN Join attribute are
specified in the next section.

8.1.3.2. The PIM MPN Join Attribute
8.1.3.2.1. Definition

In [PIMATTRIB], the notion of a "join attribute" is defined, and a
format for included join attributes in PIMJoin/Prune nessages is
specified. W now define a newjoin attribute, which we call the
"MVPN Join attribute".

0 1 2 3

01234567890123456789012345678901
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The Attr_Type field of the MVPN Join attribute is set to 1
The F bit is set to 0.
Two information fields are carried in the MVPN Join attri bute:

- Proxy | P address: The |IP address of the node towards which the
PI' M Joi n/ Prune nmessage is to be forwarded. This will be either
an | Pv4 or an | Pv6 address, depending on whether the PIM
Joi n/ Prune nessage itself is |IPv4d or |Pv6.

- RD. An eight-byte RD. This imediately follows the proxy IP
addr ess.

The PI M nessage al so carries the address of the Upstream PE

In the case of an intra-AS MVPN, the proxy and the Upstream PE are
the sane. In the case of an inter-AS MVPN, the proxy will be the
ASBR that is the exit point fromthe |ocal AS on the path to the
Upst ream PE

8.1.3.2.2. Usage

When a PE router originates a PIM Join/Prune nessage in order to set
up an inter-AS PMSI, it does so as a result of having received a
particular Intra-AS I-PVSl A-D route or S-PMSl A-D route. It

i ncludes an MVPN Join attribute whose fields are set as foll ows:

- If the Upstream PE is in the sanme AS as the local PE, then the
proxy field contains the address of the Upstream PE. O herwi se,
it contains the address of the BGP Next Hop of the route to the
Upstream PE

- The RD field contains the RD fromthe NLRI of the Intra-AS A-D
rout e.

- The Upstream PE field contains the address of the PE that
originated the Intra-AS |-PVSl A-D route or S-PVMSI A-D route
(obtained fromthe NLRI of that route).

When a PIMrouter processes a Pl M Join/Prune nessage with an MVPN
Join attribute, it first checks to see if the proxy field contains
one of its own addresses.

If not, the router uses the proxy IP address in order to determ ne

the RPF interface and nei ghbor. The MVPN Join attribute nmust be
passed upstream unchanged.
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8. 2.

9.

If the proxy address is one of the router’s own | P addresses, then
the router looks in its BGP routing table for an Intra-AS A-D route
whose NLRI consists of the Upstream PE address prepended with the RD
fromthe Join attribute. |If there is no match, the PI M nessage is

di scarded. If there is a match, the I P address fromthe BGP next hop
field of the matching route is used in order to determ ne the RPF

i nterface and nei ghbor. Wen the PIM Join/Prune is forwarded
upstream the proxy field is replaced with the address of the BGP
next hop, and the RD and Upstream PE fields are | eft unchanged.

The use of non-segnmented inter-AS trees constructed via BIDDR-PIMis
out side the scope of this docunent.

Segrented I nter-AS P-Tunnel s

The procedures for setting up and maintaining segnented inter-AS
I nclusive and Sel ective P-tunnels may be found in [ M\WPN-BGP]

Preventing Duplication of Milticast Data Packets

Consi der the case of an egress PE that receives packets of a
particular CGflow, (G S, C G, over a non-aggregated S-PMSI. The
procedures described so far will never cause the PE to receive
duplicate copies of any packet in that stream It is possible that
the (GS,CG streamis carried in nore than one S-PMBI; this may
happen when the site that contains CGSis nmultihomed to nore than one
PE. However, a PE that needs to receive (C S, CGGQ packets only joins
one of these S-PMSls, and so it only receives one copy of each
packet. However, if the data packets of stream (C- S, GG are carried
in either an |-PMSI or an aggregated S-PMSI, then the procedures
specified so far nake it possible for an egress PE to receive nore

t han one copy of each data packet. Additional procedures are needed
to either make this inpossible or ensure that the egress PE does not
forward duplicates to the CE routers.

This section covers only the situation where the Ctrees are
unidirectional, in either the ASM or SSM service nodels. The case
where the C-trees are bidirectional is considered separately in
Section 11.

There are two cases where the procedures specified so far nake it
possi ble for an egress PE to receive duplicate copies of a nulticast
data packet. These are as foll ows:

1. The first case occurs when both of the follow ng conditions
hol d:
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a. an MV/PN site that contains GS or GRP is multihoned to
nore than one PE, and

b. either an |I-PMSI or an aggregated S-PMSI is used for
carrying the packets originated by G S.

In this case, an egress PE may receive one copy of the packet
fromeach PE to which the site is homed. This case is
di scussed further in Section 9. 2.

The second case occurs when all of the follow ng conditions
hol d:

a. the I P destination address of the custonmer packet, C G
identifies a nulticast group that is operating in ASM
nmode and whose C-nulticast tree is set up using PIMSM

b. an M-PWMSI is used for carrying the data packets, and

c. arouter or a CEin a site connected to the egress PE
switches fromthe CRP tree to the CS tree.

In this case, it is possible to get one copy of a given packet
fromthe ingress PE attached to the CGRP's site and one from
the ingress PE attached to the CGS s site. This case is

di scussed further in Section 9.3.

Addi tional procedures are therefore needed to ensure that no MVPN
customer sees steady state nulticast data packet duplication. There
are three procedures that nmay be used:

1
2.
3.

These

Di scardi ng data packets received fromthe "wong" PE
Si ngl e Forwarder Sel ection
Native PI M net hods

met hods are described in Section 9.1. Their applicability to

the two scenarios where duplication is possible is discussed in
Sections 9.2 and 9. 3.

9.1. Methods for Ensuring Non-Duplication

Every

MVPN MUST use at |east one of the three nmethods for ensuring

non- dupl i cati on
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9.

1.

1. Discarding Packets from Wong PE

Per Section 5.1.3, an egress PE, say PEl, chooses a specific Upstream
PE, for given (GS,CG. Wen PEl1 receives a (CGS, GG packet froma
PMSI, it may be able to identify the PE that transnmitted the packet
onto the PMSI. If that transmitter is other than the PE sel ected by
PE1 as the Upstream PE, then PEl can drop the packet. This neans
that the PE will see a duplicate, but the duplicate will not get

f or war ded.

The met hod used by an egress PE to determine the ingress PE for a
particul ar packet, received over a particular PVSI, depends on the
P-tunnel technology that is used to instantiate the PVSI. [|f the
P-tunnel is a P2MP LSP, a PIMSMor PIMSSMtree, or a unicast
P-tunnel that uses |P encapsul ation, then the tunnel encapsul ation
contains information that can be used (possibly along with other
state information in the PE) to determine the ingress PE, as |long as
the P-tunnel is instantiating an intra-AS PMSI or an inter-AS PV
whi ch is supported by a non-segnented inter-AS tunnel.

Even when inter-AS segnented P-tunnels are used, if an aggregated
S-PMSI is used for carrying the packets, the tunnel encapsul ation
must have sone information that can be used to identify the PMSI; in
turn, that inplicitly identifies the ingress PE

Consi der the case of an |-PMsl that spans multiple ASes and that is
instanti ated by segnented inter-AS P-tunnels. Suppose it is carrying
data that is traveling along a particular Ctree. Suppose also that
the Croot of that Ctree is nultihonmed to two or nore PEs, and that
each such PEis in a different AS than the others. Then, if there is
any duplicate traffic, the duplicates will arrive on a different
P-tunnel. Specifically, if the PE was expecting the traffic on a
particular inter-AS P-tunnel, duplicate traffic will arrive either on
an intra-AS P-tunnel (not an intra-AS segnent of an inter-AS
P-tunnel) or on sone other inter-AS P-tunnel. To detect dupli cates,
the PE has to keep track of which inter-AS A-D route the PE uses for
sendi ng MVPN nul ticast routing information towards the CGS/C-RP. The
PE MJUST process received (nulticast) traffic originated by CGS/ C RP
only fromthe inter-AS P-tunnel that was carried in the best Inter-AS
A-Droute for the MPN and that was originated by the AS that
contains CGS/CRP (where "the best"” is determned by the PE). The PE
MUST di scard, as duplicates, all other nulticast traffic originated
by the CGS/CRP, but received on any other P-tunnel.

If, for a given WPN, (a) an M-PMsSlI is used for carrying nulticast
data packets, (b) the M-PMSI is instantiated by a segnmented inter-AS
P-tunnel, (c) the GSor CGRPis multihonmed to different PEs, and (d)
at least two such PEs are in the sane AS, then, depending on the
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tunneling technol ogy used to instantiate the M-PMSI, it may not
al ways be possible for the egress PE to determ ne the Upstream PE.
In that case, the procedure of Sections 9.1.2 or 9.1.3 nust be used.

NB: Section 10 describes an exception case where PE1 has to accept a
packet even if it is not fromthe Sel ected Upstream PE.

9.1.2. Single Forwarder Selection

Section 5.1 specifies a procedure for choosing a "default Upstream PE
sel ection”, such that (except during routing transients) all PEs w Il
choose the sane default Upstream PE. To ensure that duplicate
packets are not sent through the backbone (except during routing
transients), an ingress PE does not forward to the backbone any

(GS, GG nulticast data packet it receives froma CE, unless the PE
is the default Upstream PE sel ection.

One difference in effect between this procedure and the procedure of
Section 9.1.1 is that this procedure sends only one copy of each
packet to each egress PE, rather than sending multiple copies and
forcing the egress PE to discard all but one.

9.1.3. Native PIM Mt hods

If PE-PE nmulticast routing information for a given MPN i s being

di ssemi nated by running PIMover an M-PMSI, then native PIM nmethods
will prevent steady state data packet duplication. The PIM Assert
mechani sm prevents steady state duplication in the scenario of

Section 9.2, even if Single Forwarder Selection is not done. The PIM
Prune(S, G rpt) mechani sm addresses the scenario of Section 9. 3.

9.2. Miltihomed GS or CGRP

Any of the three nmethods of Section 9.1 will prevent steady state
duplicates in the case of a nmulti honed CGS or C RP.

9.3. Switching fromthe CRP Tree to the CGS Tree
9.3.1. How Duplicates Can Cccur
If sone PEs are on the CG-S tree and sone are on the CRP tree, then a
PE may al so receive duplicate data traffic after a (CG*, GG to
(CGS, GG swtch.
If PIMis being used on an M-PMsSlI to disseninate nulticast routing
i nformati on, native PIMnethods (in particular, the use of the

Prune(S, G rpt) nessage) prevent steady state data duplication in this
case.
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If BGP C-nulticast routing is being used, then the procedure of
Section 9.1.1, if applicable, can be used to prevent duplication.
However, if that procedure is not applicable, then the procedure of
Section 9.1.2 is not sufficient to prevent steady state data
duplication in all scenarios.

In the scenario in which (a) BGP Cnulticast routing is being used,
(b) there are inter-site shared Ctrees, and (c) there are inter-site
source C-trees, additional procedures are needed. To see this,

consi der the follow ng topol ogy:

CEl---C RP
|

CE2---PEl-- ... --PE2---CE5---CS

CRl---CE3---PE3-- ... --PEd---CE4--CR2

Suppose that CGRlL and CGR2 use PIMto join the (CG*,CG tree, where
CRP is the RP corresponding to GG As a result, CE3 and CE4 will
send PIM Join(*, G nessages to PE3 and PE4, respectively. This will
cause PE3 and PE4 to originate Cnulticast Shared Tree Join Routes,
specifying (CG*, CGG@. These routes will identify PE1l as the Upstream
PE.

Now suppose that CGSis a transmitter for nulticast group GG and
that G S sends its nulticast data packets to CRP in PIM Register
messages. Then, PE1 will receive (G S, C G data packets from CElL,
and will forward themover an I-PMSI to PE3 and PE4, who will forward
them in turn, to CE3 and CE4, respectively.

When C-Rl receives (CS,C G data packets, it may decide to join the
(GS, GG source tree, by sending a PIMJoin(S,G to CE3. This will,
in turn, cause CE3 to send a PIMJoin(S, G to PE3, which will, in
turn, cause PE3 to originate a CGnulticast Source Tree Join Route,
specifying (CGS, GG and identifying PE2 as the Upstream PE. As a
result, when PE2 receives (CGS,C G data packets fromCE5, it will
forward themon a PMSI to PE3.
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At this point, the follow ng situation exists:

- If PEl receives (G S, GG packets from CEL, PE1l nust forward them
on the |I-PMSI, because PE4 is still expecting to receive the
(GS,CG packets from PEL.

- PE3 nust continue to receive packets fromthe I-PMsl, since there
may be other sources transnitting CGGtraffic and PE3 currently
has no other way to receive that traffic.

- PE3 nust also receive (CGS,CGQ traffic from PE2.

As a result, PE3 may receive two copies of each (G S, GG packet.
The procedure of Section 9.1.2 (Single Forwarder Selection) does not
prevent PE3 fromreceiving two copies, because it does not prevent
one PE fromforwarding (GS,CG traffic along the shared G tree
whil e another forwards (CS, GG traffic along a source-specific
C-tree.

So if PE3 cannot apply the nethod of Section 9.1.1 (Discarding
Packets from Wong PE), perhaps because the tunneling technol ogy does
not allow the egress PE to identify the ingress PE, then additional
procedures are needed.

9.3.2. Solution Using Source Active A-D Routes

The issue described in Section 9.3.1 is resolved through the use of
Source Active A-Droutes. In the remainder this section, we provide
an exanple of how this works, along with an informal description of
t he procedures.

A full and precise specification of the relevant procedures can be
found in Section 13 of [MWPN-BGP]. |In the event of any conflicts or
ot her di screpanci es between the description bel ow and the description
in [MWPN-BGP], [MWPN-BGP] is to be considered to be the authoritative
docunent .

Pl ease note that the material in this section only applies when
inter-site shared trees are being used.

Whenever a PE creates an (G S, C G state as a result of receiving a
Cnulticast route for (CGS, GG fromsone other PE, and the C G group
is an ASM group, the PE that creates the state MJST originate a
Source Active A-D route (see [ WPN-BGP], Section 4.5). The NLRI of
the route includes GS and GG By default, the route carries the
sanme set of Route Targets as the Intra-AS |-PMSI A-D route of the
MVPN originated by the PE. Using the normal BGP procedures, the
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route is propagated to all the PEs of the MVPN. For nore details,
see Section 13.1 ("Source within a Site - Source Active
Advertisenent") of [ MPN BGP].

When, as a result of receiving a new Source Active A-D route, a PE
updates its VRF with the route, the PE MIUST check if the newly
received route nmatches any (G-*, GG entries. |If (a) thereis a

mat ching entry, (b) the PE does not have (C-S,CG QG state in its M/PN
Tree Information Base (MWPN-TIB) for (CS,C QG carried in the route,
and (c) the received route is selected as the best (using the BGP
route sel ection procedures), then the PE takes the follow ng action:

- If the PEEs (C*,CQ state has a PMBl as a downstreaminterface,
the PE acts as if all the other PEs had pruned C-S off the
(G*,CG tree. That is:

* |f the PE receives (CGS, GG traffic froma CE, it does not
transmt it to other PEs.

* Depending on the PIMstate of the PEEs PE-CE interfaces, the
PE may or may not need to invoke Pl M procedures to prune CS
off the (CG*, GG tree by sending a PIM Prune(S,Grpt) to one
or nore of the CEs. This is determned by ordinary PIM
procedures. |If this does need to be done, the PE SHOULD
del ay sending the Prune until it first runs a tiner; this
hel ps ensure that the source is not pruned fromthe shared
tree until all PEs have had tinme to receive the Source Active
A-D route.

- If the PEEs (C*,C QG state does not have a PMSI as a downstream
interface, the PE sets up its forwarding path to receive
(GS, GG traffic fromthe originator of the selected Source
Active A-D route.

Whenever a PE deletes the (CS, GG state that was previously created
as a result of receiving a CGnmulticast route for (GS, GG fromsone
other PE, the PE that deletes the state also withdraws the Source
Active A-Droute (if there is one) that was advertised when the state
was creat ed.

In the exanple topol ogy of Section 9.3.1, this procedure will cause
PE2 to generate a Source Active A-Droute for (CGS,CG. Wen this
route is received, PE4 will set up its forwarding state to expect
(CGS,CG packets fromPE2. PE1L will change its forwarding state so
that (G S, CGQ packets that it receives fromCEl1 are not forwarded to
any other PEs. (Note that PE1 may still forward (G S, C G packets
received fromCEl to CE2, if CE2 has receivers for GG and those
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10.

receivers did not switch fromthe (G*,CG tree tothe (CS,CQ
tree.) As a result, PE3 and PE4 do not receive duplicate packets of
the (GS, GG Cflow

Wth this procedure in place, there is no need to have any kind of
C-nulticast route that has the senmantics of a PIM Prune(S, Grpt)
nessage.

It is worth noting that if, as a result of this procedure, a PE sets
up its forwarding state to receive (CGS, CGQ traffic fromthe source
tree, the UVWH is not necessarily the same as it would be if the PE
had joined the source tree as a result of receiving a PIM Join for
the sane source tree froma directly attached CE

Note that the mechani sm described in Section 7.4.1 can be | everaged
to advertise an S-PWMSlI binding along with the source active nessages.
This is acconplished by using the same BGP Update nessage to carry
both the NLRI of the S-PMSI A-D route and the NLRI of the Source
Active A-D route. (Though an inpl enentation processing the received
routes cannot assume that this will always be the case.)

Elimnating PE-PE Distribution of (CG*,C G State

In the ASM service nodel, a node that wants to becone a receiver for
a particular nmulticast group Gfirst joins a shared tree, rooted at a
rendezvous point. Wen the receiver detects traffic froma
particul ar source, it has the option of joining a source tree, rooted
at that source. |If it does so, it has to prune that source fromthe
shared tree, to ensure that it receives packets fromthat source on
only one tree.

Mai ntai ning the shared tree can require considerable state, as it is
necessary not only to know who the upstream and downstream nodes are,
but to know whi ch sources have been pruned off which branches of the
share tree.

The BGP-based signaling procedures defined in this docunent and in

[ WWPN-BGP] eliminate the need for PEs to distribute to each other any
state having to do with which sources have been pruned off a shared
C-tree. Those procedures do still allow nulticast data traffic to
travel on a shared Ctree, but they do not allow a situation in which
some CEs receive (S,G traffic on a shared tree and sone on a source
tree. This results in a considerable sinplification of the PE-PE
procedures with mininml change to the nulticast service seen within
the VPN. However, shared C-trees are still supported across the VPN
backbone. That is, (CG*,CGGQ state is distributed PE-PE, but
(G*,CGrpt) state is not.
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10.

In this section, we specify a nunber of optional procedures that go
further and that conpletely elimnate the support for shared C-trees
across the VPN backbone. In these procedures, the PEs keep track of
the active sources for each GG As soon as a CE tries to join the
(*,G tree, the PEs instead join the (S, G trees for all the active
sources. Thus, all distribution of (CG*,C G state is elimnated.
These procedures are optional because they require sone additional
support on the part of the VPN custonmer and because they are not

al ways appropriate. (For exanple, a VPN custoner rmay have his own
policy of always using shared trees for certain multicast groups.)
There are several different options, described in the follow ng sub-
secti ons.

1. Co-Locating CGRPs on a PE

[ WWPN- REQ describes C-RP engineering as an issue when Pl M SM (or
BIDDR-PIM is used in Any-Source Milticast (ASM node [ RFC4607] on
the VPN custoner site. To quote from [ WPN REQ :

In the case of PIMSM when a source starts to enmit traffic toward
a group (in ASM node), if sources and receivers are located in VPN
sites that are different than that of the RP, then traffic may
transiently flow twi ce through the SP network and the CE-PE |ink
of the RP (fromsource to RP, and then fromRP to receivers).

This traffic peak, even short, may not be conveni ent dependi ng on
the traffic and |ink bandw dth.

Thus, a VPN solution MAY provide features that solve or help
mtigate this potential issue.

One of the C-RP deploynent nodels is for the customer to outsource
the RP to the provider. 1In this case, the provider nmay co-locate the
RP on the PE that is connected to the customer site [ WPNREQ. This
section describes how "anycast-RP" can be used to achieve this. This
i s described bel ow

1.1. Initial Configuration

For a particular M/PN, at |east one or nore PEs that have sites in
that MVPN, act as an RP for the sites of that MVPN connected to these
PEs. Wthin each MVPN, all of these RPs use the same (anycast)
address. Al of these RPs use the Anycast RP techni que.

1.2. Anycast RP Based on Propagating Active Sources

This mechanismis based on propagating active sources between RPs.
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1.2.1. Receiver(s) within a Site

The PE that receives a CJoin nmessage for (*,G does not send the
information that it has receiver(s) for Guntil it receives
i nformati on about active sources for G froman Upstream PE

On receiving this (described in the next section), the downstream PE
will respond with a Join nessage for (CGS,C Q. Sending this

i nformati on could be done using any of the procedures described in
Section 5. Only the Upstream PE will process this information

1.2.2. Source within a Site

When a PE receives a PIM Regi ster nessage froma site that belongs to
a given VPN, PE follows the normal PIM anycast RP procedures. It
then advertises the source and group of the mnulticast data packet
carried in the PI M Regi ster nmessage to other PEs in BGP using the
following infornmation el enents:

- Active source address
- Active group address
- Route target of the MVPN

This advertisenent goes to all the PEs that belong to that MPN
Wien a PE receives this advertisenent, it checks whether there are
any receivers in the sites attached to the PE for the group carried
in the source active advertisenment. |If there are, then it generates
an advertisenent for (GC-S, GG as specified in the previous section

1.2.3. Receiver Switching from Shared to Source Tree

No additional procedures are required when multicast receivers in
custonmer’s site shift fromshared tree to source tree.

2. Using MSDP between a PE and a Local C-RP

Section 10.1 describes the case where each PEis a CGRP. This
enabl es the PEs to know the active nulticast sources for each MVPN,
and they can then use BGP to distribute this information to each
other. As a result, the PEs do not have to join any shared Ctrees,
and this results in a sinplification of the PE operation.

I n anot her depl oynent scenario, the PEs are not thenselves C RPs, but
use Multicast Source Discovery Protocol (MSDP) [RFC3618] to talk to
the CGRPs. In particular, a PE that attaches to a site that contains
a C RP becones an MSDP peer of that C-RP. That PE then uses BGP to
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distribute the information about the active sources to the other PEs.
When the PE determnines, by MSDP, that a particular source is no

| onger active, then it withdraws the correspondi ng BG® Update. Then
the PEs do not have to join any shared Ctrees, and they do not have
to be CGRPs either

MBDP provi des the capability for a Source Active (SA) nessage to
carry an encapsul ated data packet. This capability can be used to
all ow an MSDP speaker to receive the first (or first several)

packet (s) of an (S,G flow, even though the MSDP speaker hasn't yet
joined the (S, G tree. (Presumably, it will join that tree as a
result of receiving the SA nessage that carries the encapsul ated data
packet.) If this capability is not used, the first several data
packets of an (S, G stream may be |ost.

A PE that is talking MSDP to an RP may receive such an encapsul at ed
data packet fromthe RP. The data packet should be decapsul ated and
transmitted to the other PEs in the MVPN. |f the packet belongs to a
particular (S, QG flow, and if the PEis a transmtter for sone S PMSI
to which (S, G has already been bound, the decapsul ated data packet
shoul d be transnmitted on that S-PMSI. Oherwise, if an |-PMSI exists
for that MVPN, the decapsul ated data packet should be transmtted on
it. (If a M-PWVsl exists, this would typically be used.) |If neither
of these conditions hold, the decapsul ated data packet is not
transmtted to the other PEs in the MVPN. The decision as to whether
and how to transnmit the decapsul ated data packet does not affect the
processing of the SA control nessage itself.

Suppose that PEl transmts a nulticast data packet on a PMSI, where
that data packet is part of an (S,G flow, and PE2 receives that
packet fromthat PMSI. According to Section 9, if PE1l is not the PE
that PE2 expects to be transnitting (S, G packets, then PE2 nust

di scard the packet. |f an MSDP-encapsul ated data packet is
transmitted on a PMSI, as specified above, this rule from Section 9
would likely result in the packet being discarded. Therefore, if
MBDP- encapsul at ed data packets bei ng decapsul ated and transnmitted on
a PVMBl, we need to nodify the rules of Section 9 as foll ows:

1. If the receiving PE, PE2, has already joined the (S, G tree,
and has chosen PE1l as the Upstream PE for the (S, G tree, but
this packet does not cone from PEl, PE2 nust discard the
packet .

2. |If the receiving PE, PE2, has not already joined the (S, G

tree, but is a PIMadjacency to a CE that is downstream on the
(*, G tree, the packet should be forwarded to the CE
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Support for PIMBID R C G oups

In BIDDR-PIM each multicast group is associated with a Rendezvous
Poi nt Address (RPA). The Rendezvous Point Link (RPL) is the link
that attaches to the RPA. Usually, it’s a LAN where the RPAis in
the I P subnet assigned to the LAN. The root node of a BIDIR-PIMtree
is a node that has an interface on the RPL.

On any LAN (other than the RPL) that is alink in a BIDIR-PIMtree,
there nust be a single node that has been chosen to be the DF. (Mre
precisely, for each RPA there is a single node that is the DF for
that RPA.) A node that receives traffic froman upstreaminterface
may forward it on a particular downstreaminterface only if the node
is the DF for that downstreaminterface. A node that receives
traffic froma downstreaminterface may forward it on an upstream
interface only if that node is the DF for the downstream i nterface.

If, for any period of tinme, there is a link on which each of two

di fferent nodes believes itself to be the DF, data forwardi ng | oops
can form Loops in a bidirectional nulticast tree can be very
harnful. However, any election procedure will have a convergence
period. The BID R-PIMDF el ection procedure is very conpli cated,
because it goes to great pains to ensure that if convergence is not
extrenely fast, then there is no forwarding at all until convergence
has taken pl ace.

O her variants of PIMalso have a DF el ection procedure for LANs.
However, as long as the nmulticast tree is unidirectional

di sagreenent about who the DF is can result only in duplication of
packets, not in |loops. Therefore, the tine taken to converge on a
single DF is of rmuch less concern for unidirectional trees and it is
for bidirectional trees.

In the MVPN environnment, if PIMsignaling is used anong the PEs, then
the standard LAN-based DF el ection procedure can be used. However,

el ection procedures that are optinized for a LAN may not work as well
in the MPN environnent. So, an alternative to DF el ection would be
desi rabl e.

If BGP signaling is used anong the PEs, an alternative to DF el ection
is necessary. One might think that the "Single Forwarder Selection”
procedures described in Sections 5 and 9 could be used to choose a
single PE "DF" for the backbone (for a given RPA in a given MVPN).
However, that is still likely to | eave a convergence period of at

| east several seconds during which loops could form and there could
be a much I onger convergence period if there is anything disrupting
the smooth fl ow of BGP Updates. So, a sinple procedure like that is
not sufficient.

Rosen & Aggar wal St andards Track [ Page 71]



RFC 6513 Mul ticast in MPLS/ BGP | P VPNs February 2012

11.

11.

The remai nder of this section describes two different nethods that
can be used to support BIDR-PIMwhile elinmnating the DF el ection

1. The VPN Backbone Becones the RPL

On a per-MPN basis, this nethod treats the whol e service provider(s)
infrastructure as a single RPL. W refer to such an RPL as an "MWPN
RPL". This elimnates the need for the PEs to engage in any "DF

el ection" procedure because BID R-PI M does not have a DF on the RPL.

However, this method can only be used if the customer is
"out sourcing" the RPL/RPA functionality to the SP

An MVPN-RPL could be realized either via an |-PMsl (this |-PMSl is on
a per-MWPN basis and spans all the PEs that have sites of a given
MVPN), via a collection of S-PMSIs, or even via a conbination of an

| -PMSI and one or nore S-PMSIs.

1.1. Control Plane

Associated with each MVPN-RPL is an address prefix that is
unambi guous within the context of the MVPN associated with the MVPN
RPL.

For a given MVPN, each VRF connected to an MVPN-RPL of that MVPN is
configured to advertise to all of its connected CEs the address
prefix of the MVPN- RPL.

Since, in BIDDR-PIM there is no Designated Forwarder on an RPL, in
the context of MVPN-RPL, there is no need to performthe Designated
Forwar der el ection anong the PEs (note it is still necessary to
performthe Designated Forwarder election between a PE and its
directly attached CEs, but that is done using plain Bl D R PIM

pr ocedures).

For a given MVPN, a PE connected to an MVPN-RPL of that MVPN shoul d
send nulticast data (GS,CGG on the MWPN-RPL only if at |east one

ot her PE connected to the MV/PN-RPL has a downstream nulticast state
for GG In the context of MVPN, this is acconplished by requiring a
PE that has a downstream state for a particular GG of a particul ar
VRF present on the PE to originate a C-nulticast route for (G*,CGQ.
The RD of this route should be the sane as the RD associated with the
VRF. The RTs carried by the route should be such as to ensure that
the route gets distributed to all the PEs of the M/PN
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1.2. Data Plane

A PE that receives (CGS,CGGQ nulticast data froma CE should forward
this data on the MWPN-RPL of the MVPN the CE belongs to only if the
PE receives at |east one CGnulticast route for (CG*, CGGQG.

O herwi se, the PE should not forward the data on the RPL/I-PMSI.

When a PE receives a nulticast packet with (GS, GG on an MVPN RPL
associ ated with a given MVPN, the PE forwards this packet to every
directly connected CE of that MVPN, provided that the CE sends Join
(G*,CQG to the PE (provided that the PE has the downstream
(CG*,CGQG state). The PE does not forward this packet back on the
MVWPN-RPL. |If a PE has no downstream (C-*,C- G state, the PE does not
forward the packet.

2. Partitioned Sets of PEs

This method does not require the use of the MWPN-RPL, and it does not
require the custoner to outsource the RPA/RPL functionality to the
SP.

2. 1. Partitions

Consider a particular GRPA, call it GR, in a particular M/PN
Consider the set of PEs that attach to sites that have senders or
receivers for a BIDDR PIMgroup CG where CGRis the RPA for GG
(As always, we use the "C" prefix to indicate that we are referring
to an address in the VPN s address space rather than in the

provi der’ s address space.)

Fol | owi ng the procedures of Section 5.1, each PE in the set

i ndependent|y chooses sone other PE in the set to be its "Upstream
PE" for those BIDIR-PIMgroups with RPA CR Optionally, they can
all choose the "default selection" (described in Section 5.1) to
ensure that each PE to choose the same Upstream PE. Note that if a
PE has a route to CGR via a VRF interface, then the PE may choose
itself as the Upstream PE

The set of PEs can now be partitioned into a nunber of subsets.

W' |l say that PEl and PE2 are in the sane partition if and only if
there is sone PE3 such that PEl and PE2 have each chosen PE3 as the
Upstream PE for CGR Note that each partition has exactly one
Upstream PE. So it is possible to identify the partition by
identifying its Upstream PE

Consi der packet P, and let PEl1 be its ingress PE. PE1 will send the
packet on a PMSI so that it reaches the other PEs that need to
receive it. This is done by encapsul ating the packet and sending it
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on a P-tunnel. |f the original packet is part of a PIMBID R group
(its ingress PE deternmines this fromthe packet’s destination address
C- G, and if the VPN backbone is not the RPL, then the encapsul ation
MUST carry information that can be used to identify the partition to
whi ch the ingress PE bel ongs.

When PE2 receives a packet fromthe PMsI, PE2 nust determ ne, by
exam ni ng the encapsul ati on, whether the packet’s ingress PE bel ongs
to the sane partition (relative to the CGRPA of the packet’s GG to
which the PE2 itself belongs. |If not, PE2 discards the packet.

O herwi se, PE2 perforns the normal BI D R Pl M data packet processing.
Wth this rule in place, harnful |oops cannot be introduced by the
PEs into the custoner’s bidirectional tree.

Note that if there is nore than one partition, the VPN backbone will
not carry a packet fromone partition to another. The only way for a
packet to get fromone partition to another is for it to go up
towards the RPA and then down another path to the backbone. If this
is not considered desirable, then all PEs should choose the sane
Upstream PE for a given CGRPA. Then, nmultiple partitions will only
exi st during routing transients.

2.2. Using PE Distinguisher Labels

If a given P-tunnel is to be used to carry packets traveling along a
bidirectional Ctree, then, EXCEPT for the case described in Sections
11.1 and 11.2.3, the packets that travel on that P-tunnel MJST carry
a PE Distinguisher Label (defined in Section 4), using the
encapsul ati on di scussed in Section 12.3.

When a given PE transnits a given packet of a bidirectional C group
to the P-tunnel, the packet will carry the PE Distinguisher Labe
corresponding to the partition, for the C-group’'s C RPA, that
contains the transmtting PE. This is the PE Distinguisher Labe
that has been bound to the Upstream PE of that partition; it is not
necessarily the | abel that has been bound to the transmtting PE

Recal | that the PE Distinguisher Labels are upstream assi gned | abels
that are assigned and advertised by the node that is at the root of
the P-tunnel. The information about PE Distinguisher Labels is
distributed with Intra-AS |-PMSI A-D routes and/or S-PMSI A-D routes
by encoding it into the PE Distinguisher Labels attribute carried by
t hese routes.

Wien a PE receives a packet with a PE | abel that does not identify
the partition of the receiving PE, then the receiving PE discards the
packet .
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Note that this procedure does not necessarily require the root of a
P-tunnel to assign a PE Distinguisher Label for every PE that bel ongs
to the tunnel. |[If the root of the P-tunnel is the only PE that can
transmt packets to the P-tunnel, then the root needs to assign PE

Di stingui sher Labels only for those PEs that the root has selected to
be the UMHs for the particular C RPAs known to the root.

2.3. Partial Mesh of MP2MP P-Tunnel s

There is one case in which support for BID R PIM C groups does not
require the use of a PE Distinguisher Label. For each C RPA, suppose
a distinct MP2MP LSP is used as the P-tunnel serving that GRPA s
partition. Then, for a given packet, a PE receiving the packet from
a P-tunnel can infer the partition fromthe tunnel. So, PE

Di sti ngui sher Labels are not needed in this case.

Encapsul ati ons

The BGP-based auto-di scovery procedures will ensure that the PEs in a
single MVPN only use tunnels that they can all support, and for a

gi ven kind of tunnel, that they only use encapsul ations that they can
al | support.

1. Encapsulations for Single PVSI per P-Tunnel
1.1. Encapsulation in GRE
GRE encapsul ati on can be used for any PMSI that is instantiated by a
mesh of wunicast P-tunnels, as well as for any PMSI that is
instanti ated by one or nore PIM P-tunnels of any sort.
Packet s received Packets in transit Packet s forwarded

at the ingress PE in the service by the egress PEs
provi der network

S +
| P-1P Header |
B - +
| GRE |
++ ++ ++ ++ ++ ++
|| CIP Header || || CIP Header || || CIP Header ||
++ ++ >>>>> ++ ++ >>>>> ++ ++

|| C Payl oad | || C Payl oad | || C Payl oad |
++ ++ ++ ++ ++ ++
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The | P Protocol Nunber field in the P-1P header MJUST be set to 47.
The Protocol Type field of the GRE header is set to either 0x800 or
0x86dd, depending on whether the G 1P header is |Pv4d or |Pv6,
respectively.

When an encapsul ated packet is transmitted by a particular PE, the
source | P address in the P-1P header nust be the sane address that
the PE uses to identify itself in the VRF Route Inport Extended
Conmmunities that it attaches to any of VPN-1P routes eligible for UW
determ nation that it advertises via BGP (see Section 5.1).

If the PVBI is instantiated by a PIMtree, the destination |IP address
in the P-1P header is the group P-address associated with that tree.
The CRE key field value is omitted.

If the PVBI is instantiated by unicast P-tunnels, the destination IP
address is the address of the destination PE, and the optional CGRE
key field is used to identify a particular MVPN. |In this case, each
PE woul d have to advertise a key field value for each WPN, each PE
woul d assign the key field value that it expects to receive

[ RFC2784] specifies an optional GRE checksum and [ RFC2890] specifies
an optional GRE sequence nunber fields.

The GRE sequence nunber field is not needed because the transport
| ayer services for the original application will be provided by the
C- | P header.

The use of the GRE checksumfield nust follow [ RFC2784].

To facilitate high speed inplenentation, this docunent reconmmrends
that the ingress PE routers encapsul ate VPN packets wi thout setting
t he checksum or sequence fields.

1.2. Encapsulation in IP

I P-in-1P [RFC2003] is also a viable option. The follow ng diagram

shows the progression of the packet as it enters and | eaves the
service provider network
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12.1.3. Encapsul ation in MPLS
If the PVBI is instantiated as a P2MP MPLS LSP or a MP2MP LSP, MPLS
encapsul ation is used. Penultimate-hop-poppi ng MIST be disabl ed for
t he LSP.

I f other nmethods of assigning MPLS labels to nulticast distribution
trees are in use, these nulticast distribution trees may be used as
appropriate to instantiate PVMSIs, and appropriate additional MPLS
encapsul ati on procedures nay be used.
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2. Encapsul ations for Multiple PVMSIs per P-Tunne

The encapsul ations for transmitting rmulticast data nmessages when
there are multiple PMSIs per P-tunnel are based on the encapsul ation
for a single PVSI per P-tunnel, but with an MPLS | abel used for
demul ti pl exi ng.

The | abel is upstream assigned and distributed via BGP as specified
in Section 4. The |abel nust enable the receiver to select the
proper VRF and nay enable the receiver to select a particul ar

mul ticast routing entry within that VRF.

2.1. Encapsulation in GRE

Rat her than the | P-in-GRE encapsul ati on di scussed in Section 12.1.1,
we use the MPLS-in-GRE encapsulation. This is specified in
[MPLS-1P]. The GRE protocol type MJIST be set to 0x8847. (The reason
for using the unicast rather than the nulticast value is specified in
[ MPLS- MCAST- ENCAPS] ) .

2.2. Encapsulation in IP

Rat her than the IP-in-1P encapsul ati on di scussed in Section 12.1. 2,
we use the MPLS-in-1P encapsulation. This is specified in [MPLS-1P].
The I P protocol nunber field MIST be set to the value identifying the
payl oad as an MPLS uni cast packet. (There is no "MPLS nulticast
packet" protocol numnber.)

3. Encapsul ations Identifying a D stinguished PE

.3.1. For MP2MP LSP P-Tunnel s

As discussed in Section 9, if a multicast data packet is traveling on
a unidirectional Ctree, it is highly desirable for the PE that

recei ves the packet froma PMSl to be able to determine the identity
of the PE that transmtted the data packet onto the PMsI. The
encapsul ati ons of the previous sections all provide this information,
except in one case. |If a PMBlI is being instantiated by an MP2MP LSP
then the encapsul ations di scussed so far do not allow one to
determne the identity of the PE that transnitted the packet onto the
PNVSI .

Theref ore, when a packet traveling on a unidirectional Ctree is
traveling on a MP2MP LSP P-tunnel, it MJST carry, as its second
| abel, a label that has been bound to the packet’s ingress PE. This
| abel is an upstreamassigned | abel that the LSP's root node has
bound to the ingress PE and has distributed via the PE Di stinguisher
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Labels attribute of a PMBI A-D route (see Section 4). This |abe
will appear i mediately beneath the |labels that are discussed in
Sections 12.1.3 and 12. 2.

A full specification of the procedures for advertising and for using
the PE Distinguisher Labels attribute in this case is outside the
scope of this docunent.

3.2. For Support of PIMBID R C G oups

As was discussed in Section 11, when a packet belongs to a PIMBID R
mul ticast group, the set of PEs of that packet’s VPN can be
partitioned into a nunber of subsets, where exactly one PE in each
partition is the Upstream PE for that partition. Wen such packets
are transmtted on a PMSlI, unless the procedures of Section 11.2.3
are being used, it is necessary for the packet to carry information
identifying a particular partition. This is done by having the
packet carry the PE Distinguisher Label corresponding to the Upstream
PE of one partition. For a particular P-tunnel, this label will have
been advertised by the node that is the root of that P-tunnel. (A
full specification of the procedures for advertising PE Distinguisher
Labels is out of the scope of this docunent.)

This | abel needs to be used whenever a packet belongs to a PIMBID R
C-group, no natter what encapsulation is used by the P-tunnel

Hence, the encapsul ations of Section 12.2 MJST be used. |If the
P-tunnel contains only one PMSI, the PE | abel replaces the |abel

di scussed in Section 12.2. |If the P-tunnel contains nultiple PMSIs,
the PE | abel follows the |abel discussed in Section 12.2.

In general, PE Distinguisher Labels can be carried if the

encapsul ation is MPLS, MPLS-in-1P, or MPLS-in-GRE. However,
procedures for advertising and using PE Distingui sher Labels when the
encapsul ation is LDP-based MP2P MPLS is outside the scope of this
speci fication.

4. General Considerations for | P and GRE Encapsul ati ons

These apply also to the MPLS-in-1P and MPLS-in-GRE encapsul ati ons.
4.1. MU (Maxi mum Transm ssion Unit)

It is the responsibility of the originator of a C packet to ensure

that the packet is small enough to reach all of its destinations,
even when it is encapsulated within IP or GRE
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When a packet is encapsulated in IP or GRE, the router that does the
encapsul ati on MJUST set the DF bit in the outer header. This ensures
that the decapsulating router will not need to reassenble the
encapsul ati ng packets before perform ng decapsul ation

In sone cases, the encapsulating router may know that a particul ar
C-packet is too large to reach its destinations. Procedures by which
it my know this are outside the scope of the current docunent.
However, if this is known, then

- If the DF bit is set in the |IP header of a C packet that is known
to be too large, the router will discard the C packet as being
"too large" and follow nornmal | P procedures (which nmay require
the return of an | CMP nessage to the source).

- If the DF bit is not set in the | P header of a C packet that is
known to be too large, the router MAY fragment the packet before
encapsul ating it and then encapsul ate each fragnent separately.
Al ternatively, the router MAY di scard the packet.

If the router discards a packet as too large, it should maintain
Operations, Adm nistration, and M ntenance (QAM information rel ated
to this behavior, allowing the operator to properly troubl eshoot the
i ssue.

Note that if the entire path of the P-tunnel does not support an MU
that is large enough to carry the a particul ar encapsul ated C-packet,
and if the encapsul ating router does not do fragnentation, then the
customer will not receive the expected connectivity.

4.2, TTL (Tinme to Live)

The ingress PE should not copy the TTL field fromthe payload IP
header received froma CE router to the delivery IP or MPLS header.
The setting of the TTL of the delivery header is determ ned by the
| ocal policy of the ingress PE router

4.3. Avoiding Conflict with Internet Milticast

If the SPis providing Internet nmulticast, distinct fromits VPN
mul ti cast services, and using PIMbased P-nmulticast trees, it nust
ensure that the group P-addresses that it used in support of MPN
services are distinct fromany of the group addresses of the Internet
mul ticasts it supports. This is best done by using adm nistratively
scoped addresses [ ADM N- ADDR] .

The group C addresses need not be distinct fromeither the group
P-addresses or the Internet nulticast addresses.
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5. Differentiated Services

The setting of the DS (Differentiated Services) field in the delivery
| P header should follow the guidelines outlined in [ RFC2983].

Setting the Traffic Class field [RFC5462] in the delivery MPLS header
should follow the guidelines in [RFC3270]. An SP nmay al so choose to
depl oy any of additional Differentiated Services nechanisns that the
PE routers support for the encapsulation in use. Note that the type
of encapsul ation deternmines the set of Differentiated Services
mechani sms that nmay be depl oyed.

Security Considerations

Thi s docunent describes an extension to the procedures of [RFC4364],
and hence shares the security considerations described in [ RFC4364]
and [ RFC4365].

When GRE encapsul ation is used, the security considerations of
[MPLS-IP] are also relevant. Additionally, the security

consi derations of [RFC4797] are relevant as it discusses inplications
on packet spoofing in the context of BGP/ MPLS | P VPNs.

The security considerations of [ MPLS-HDR] apply when MPLS
encapsul ati on i s used.

Thi s docunent nakes use of a number of control protocols: PIM
[PIMSM, BGP [ WPN-BGP], nmLDP [ MLDP], and RSVP-TE [ RSVP- P2MP] .
Security considerations relevant to each protocol are discussed in
the respective protocol specifications.

I f one uses the UDP-based protocol for switching to S-PMsl (as
specified in Section 7.4.2), then an S-PMSI Join nessage (i.e., a UDP
packet with destination port 3232 and destination address ALL-PI M
ROUTERS) that is not received over a PMSI (e.g., one received
directly froma CE router) is an illegal packet and MJST be dropped.

The various procedures for P-tunnel construction have security issues
that are specific to the way that the P-tunnels are used in this
docunent. \When P-tunnels are constructed via such techniques as PIM
nmLDP, or RSVP-TE, each P or PE router receiving a control message
MUST ensure that the control nessage cones from another P or PE
router, not froma CE router. (Interpreting an nLDP or PIM or RSVP-
TE control message froma CE router as referring to a P-tunnel would
be a bug.)

A PE MUST NOT accept BGP routes of the MCAST-VPN address fanmly from
a CE.
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If BGP is used as a CE-PE routing protocol, then when a PE receives
an |P route froma CE, if this route carries the VRF Route | nport

Ext ended Community, the PE MJUST renove this Community fromthe route
before turning it into a VPN-1P route. Routes that a PE advertises
to a CE MIUST NOT carry the VRF Route Inport Extended Conmunity.

An ASBR may receive, fromone SP's domain, an nLDP, PIM or RSVP-TE
control nessage that attenpts to extend a P-tunnel fromone SP' s
domain into another SP's domain. This is perfectly valid if there is
an agreenent between the SPs to jointly provide an MVPN service. In
t he absence of such an agreenent, however, this could be an
illegitimate attenpt to intercept data packets. By default, an ASBR
MUST NOT all ow P-tunnels to extend beyond AS boundaries. However, it
MUST be possible to configure an ASBR to allow this on a specified
set of interfaces.

Many of the procedures in this docunment cause the SP network to
create and maintain an anount of state that is proportional to
custoner nulticast activity. |If the anpbunt of customer nulticast
activity exceeds expectations, this can potentially cause P and PE
routers to nmaintain an unexpectedly | arge amunt of state, which may
cause control and/or data plane overload. To protect against this
situation, an inplenentation should provide ways for the SP to bound
the amobunt of state it devotes to the handling of custoner nulticast
activity.

In particular, an inplenmentation SHOULD provi de nechani sns that all ow
an SP to place linmtations on the foll ow ng:

- total nunber of (CG*, GG and/or (CS, GG states per VRF
- total nunmber of P-tunnels per VRF used for S-PMSIs
- total number of P-tunnels traversing a given P router

A PE inplenentation MAY al so provi de nechanisns that allow an SP to
limt the rate of change of various MVPN-rel ated states on PEs, as
well as the rate at which MV/PN-rel ated control nmessages nay be
received by a PE fromthe CEs and/or sent fromthe PE to other PEs.

An inmplenentation that provides the procedures specified in Sections
10.1 or 10.2 MJIST provide the capability to inpose an upper bound on
t he nunber of Source Active A-D routes generated and on how
frequently they may be originated. This MJST be provided on a per-
PE, per-MPN granularity.
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15.

Lack of the nmechanisnms that allow an SP to limt the rate of change
of various MVWPN-rel ated states on PEs, as well as the rate at which
MVPN-rel ated control nessages nmay be received by a PE fromthe CEs
and/ or sent fromthe PE to other PEs may result in the control plane
overload on the PE, which in turn would adversely inpact all the
custonmers connected to that PE, as well as to other PEs.

See al so the Security Considerations section of [ MPN BGP]
| ANA Consi derations

Section 7.4.2 defines the "S-PVsl Join nessage", which is carried in
a UDP dat agram whose port nunber is 3232. This port nunber had

al ready been assigned by ANA to "MDT port". The reference has been
updated to this docunent.

| ANA has created a registry for the "S-PMSI Join nmessage Type Field".
Assignnents are to be nmade according to the policy "I ETF Review' as
defined in [ RFC5226]. The value 1 has been registered with a
reference to this docunment. The description reads "PIMIPv4 S-PMVSI
(unaggregated)".

[PI MATTRI B] establishes a registry for "PIMJoin attribute Types”
| ANA has assigned the value 1 to the "MVPN Join Attribute"” with a
reference to this docunent.

I ANA has assigned SAFI 129 to "Milticast for BGP/ MPLS | P Virtua
Private Networks (VPNs)" with a reference to this docunent and
[ \VPN- BGP] .
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