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1. Introduction

The Border Gateway Protocol (BGP) [RFC4271] is heavily used in
Service Provider networks for both Internet and BGP/ MPLS VPN servi ces
[ RFCA364]. For resiliency purposes, redundant routers and BGP
sessions can be deployed to reduce the consequences of an Autononobus
System Border Router (ASBR) or BGP session breakdown on custoners’ or
peers’ traffic.

We place ourselves in the context where a Service Provider perforns a
mai nt enance operation and needs to shut down one or nultiple BGP
peering link(s) or a whole ASBR. If an alternate path is available
wi thin the Autononous System (AS), the requirenent is to avoid or
reduce custoner or peer traffic loss during the BGP convergence.
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I ndeed, as an alternate path is available in the AS, it should be
made possible to reroute the customer or peer traffic on this backup
path before the BGP session(s) is/are torn down, the noninal path

wi t hdrawn, and the forwarding stopped.

The requirenents al so cover the subsequent re-establishnent of the
BGP session as even this "UP" case can currently trigger route |oss,
and thus traffic | oss, at sone routers.

BGP [ RFC4271] and MP-BGP [ RFC4760] do not currently have a mechani sm
to gracefully migrate traffic fromone BGP next-hop to another

wi thout interrupting the flow of traffic. Wen a BGP session is

t aken down, BGP behaves as if there were a sudden link or router
failure and withdraws the prefixes |earned over that session, which
may trigger traffic loss. Wile still being advertised as reachabl e,
there is no mechanismto advertise to its BGP peers that the prefix
wi || soon be unreachable. Wen applicable, such nechani smwould
reduce or prevent traffic loss. It would typically be applicable in
case of a nmmi ntenance operation requiring the shutdown of a
forwardi ng resource. Typical exanples would be a link or line card
mai nt enance, replacenent, or upgrade. It may al so be applicable for
a software upgrade, as it may involve a firnmvare reset on the line
cards and hence forwarding interruption

The introduction of route reflectors (RRs) as per [RFC4456] to sol ve
scalability issues bound to Internal BGP (IBGP) full-meshes has

wor sened the duration of routing convergence as sonme route reflectors
may hi de the backup path. Thus, depending on RR topol ogy, nore |BGP
hops may be involved in the | BGP convergence.

Not e that these planned nai ntenance operations cannot be addressed by
Graceful Restart (GR) extensions [RFCA724] as GR only applies when
the forwarding is preserved during the control plane restart. On the
contrary, graceful shutdown applies when the forwarding is

i nterrupted.

Al so, note that sonme protocols are already considering such a
graceful shutdown procedure (e.g., GWLS in [RFC5817]).

A metric of success is the degree to which such a nechani sm
elimnates traffic | oss during naintenance operations.

2. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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3.

3.

Pr obl em St at enent

As per [RFC4271], when one (or many) BGP session(s) are shut down, a
BGP NOTI FI CATI ON nessage is sent to the peer and the session is then
cl osed. A protocol convergence is then triggered both by the |oca
router and by the peer. Alternate paths to the destination are
selected, if known. |If those alternate paths are not known prior to
the BGP sessi on shutdown, additional BGP convergence steps are
required in each AS to search for an alternate path.

This behavior is not satisfactory in a maintenance situation because
the traffic that was directed towards the renoved next-hops may be

| ost until the end of the BGP convergence. As it is a planned
operation, a make-before-break solution should be nade possible.

As mai nt enance operations are frequent in |arge networks [Reliable],
the gl obal availability of the network is significantly inpaired by
thi s BGP mai ntenance issue.

1. Exanple of Undesirable BGP Routing Behavior

To illustrate these problens, let us consider the follow ng sinple
exanpl e where one customer router "CUST" is dual-attached to two
Service Providers’ routers, "ASBR1" and "ASBR2".

ASBR1 and ASBR2 are in the sane AS and are owned by the sane Service
Provider. Both are IBGP clients of the route reflector RI1.

AS1 ’ AS2
e ASBR1- - -
/ \
/ \
CUST R1
\ /
Zl z \ /
L ASBR2- - -
AS1 ’ AS2

Fi gure 1. Dual - Attached Custoner

Decraene, et al. I nf or mat i onal [ Page 4]



RFC 6198 Reqs for Graceful BGP Shut down April 2011
Bef ore the nmai ntenance, packets for destination Z/z use the ASBR1-
CUST link because Rl selects ASBRL's route based on the | GP cost.
Let’s assunme the Service Provider wants to shut down the ASBR1- CUST
link for maintenance purposes. Currently, when the shutdown is
perfornmed on ASBR1, the follow ng steps are perforned:

1. ASBRL withdraws its prefix Z/z to its route reflector, RIl.

2. Rl runs its decision process, selects the route from ASBR2, and
advertises the new path to ASBR1l

3. ASBRIL runs its decision process and recovers the reachability
of Z/z.

Traffic is lost at step 1 when ASBRL | ooses its route until step 3
when it discovers a new path.

Note that this is a sinplified description for illustrative purposes.
In a bigger AS, nultiple steps of BGP convergence nay be required to
find and select the best alternate path (e.g., ASBRL nay be chosen
based on a higher LOCAL_PREF, hierarchical route reflectors may be
used, etc.). Wihen multiple BGP routers are involved and plenty of
prefixes are affected, the recovery process can take |onger than
application requirenents.
3.2. Causes of Packet Loss

The | oss of packets during maintenance has two main causes:

- lack of an alternate path on sone routers, and

- transient routing inconsistency.

Some routers may | ack an alternate path because another router is
hi di ng the backup path. This router can be:

- aroute reflector only propagating its best path.

- the backup ASBR not advertising the backup path because it
prefers the nom nal path.

This lack of know edge regarding the alternate path is the first
target of this requirenments docunent.

Transi ent routing inconsistencies happen during | BGP convergence

because routers do not sinultaneously update their Routing
I nformati on Bases (RIBs) and hence do not sinultaneously update their
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Forwardi ng I nfornmati on Bases (FIBs) entries. This can lead to
forwarding 1 oops, which result in both Iink congestion and packet
drops. The duration of these transient mcro-loops is dependent on
the 1 BGP topol ogy (e.g., nunber of route reflectors between ingress
and egress ASBR), inplenmentation differences anong router platforns
(which result in differences in the tine taken to update specific
prefix in the FIB), and forwardi ng node (hop-by-hop |IP forwarding
versus tunneling).

Note that when an I P lookup is only perforned on entry to the AS, for
exanple, prior to entry into a tunnel across the AS, mcro-loops wll
not occur. An exanple of this is when BGP is being used as the
routing protocol for MPLS VPN as defined in [ RFC4364].

Note that [RFC5715] defines a framework for |oop-free convergence.

It has been witten in the context of IP fast reroute for link state
| GP [ RFC5714], but sone concepts are also of interest for BGP

conver gence

4. Termi nol ogy
g-shut: Gaceful shutdown. A nethod for explicitly notifying the BGP
routers that a BGP session (and hence the prefixes | earned over that
session) is going to be disabled.
g-noshut: Graceful no shutdown. A nethod for explicitly notifying
the BGP routers that a BGP session (and hence the prefixes |earned
over that session) is going to be enabl ed.

g-shut initiator: the router on which the session(s) shutdown(s) is
(are) perforned for naintenance.

g-shut neighbor: a router that peers with the g-shut initiator via
(one of) the session(s) undergoi ng mai nt enance.

affected prefixes: a prefix initially reached via the peering |ink(s)
under goi ng nai nt enance.

affected router: a router reaching an affected prefix via a peering
I i nk under goi ng mai nt enance.

initiator AS: the autononous system of the g-shut initiator router

nei ghbor AS(es): the autononous systen(s) of the g-shut nei ghbor
router(s).
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5.

Goal s and Requirenents

Currently, when a BGP session of the router under nmintenance is shut
down, the router renoves the routes and then triggers the BGP
convergence on its BGP peers by withdrawing its route.

The goal of BGP graceful shutdown of a (set of) BGP session(s) is to
mnimze traffic loss during a planned shutdown. Ildeally, a solution
shoul d reduce this traffic loss to zero.

Anot her goal is to minimze and, preferably, to elimnate packet |oss
when the BGP session is re-established followi ng the naintenance.

As the event is known in advance, a make-before-break solution can be
used in order to initiate the BGP convergence, find and install the
alternate paths before the nomi nal paths are renoved. As a result,
before the nom nal BGP session is shut down, all affected routers

|l earn and use the alternate paths. Those alternate paths are
conmputed by BGP, taking into account the known status of the network,
whi ch includes known failures that the network is processing
concurrently with the BGP session graceful shutdown and possibly

ot her known graceful shutdowns under way. Therefore, nultiple BGP
graceful shutdowns overlapping within a short tine frane are
gracefully handled. |I|ndeed, a given graceful shutdown takes into
account all previous ones.

As a result, provided an alternate path with enough remaining
capacity is available, the packets are rerouted before the BGP
session term nation and fewer packets (possibly none) are |ost during
the BGP convergence process since, at any tine, all routers have a
val id path.

Fromt he above goals, we can derive the follow ng requiremnents:

a) A nmechanismto advertise the nmaintenance action to all affected
routers is REQU RED. Such a nechanismnmay be either inplicit or
explicit. Note that affected routers can be |located both in the
local AS and in neighboring ASes. Note also that the
mai nt enance action can either be the shutdown of a BGP session
or the establishnent of a BGP session

The mechani sm SHOULD al |l ow BGP routers to minimze and,
preferably, elimnate packet | oss when a path is renoved or
advertised. |In particular, it SHOULD be ensured that the old
path is not renmoved fromthe routing tables of the affected
routers before the new path is known.
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The sol uti on nechani sm MJST significantly reduce and, ideally,
elimnate packet loss. A trade-off nmay be made between the
degree of packet loss and the sinplicity of the solution

b) An Internet-w de convergence is OPTIONAL. However, if the
initiator AS and the nei ghbor AS(es) have a backup path, they
SHOULD be able to gracefully converge before the nominal path is
shut down.

c) The proposed sol ution SHOULD be applicable to any kind of BGP
sessions (External BGP (EBGP), I1BGP, IBGP route reflector
client, EBGP confederations, EBGP nmulti hop, MiltiProtocol BGP
extension, etc.) and any address famly. |f a BGP
i mpl enentation allows the closing or enabling of a subset of
Address Family ldentifiers (AFls) carried in an MP-BGP session
thi s mechani sm MAY be applicable to this subset of AFls

Dependi ng on the kind of session, there may be sone variations
in the proposed solution in order to fulfill the requirenents.

The foll owi ng cases should be handled in priority:

- The shutdown of an inter-AS |link and therefore the shutdown of
an EBGP sessi on;

- The shutdown of an ASBR and therefore the shutdown of all its
BGP sessi ons.

Service Providers and platfornms inplenmenting a graceful shutdown
solution should note that in BG/ MPLS VPN as per [RFC4364], the
Provi der Edge - Custoner Edge (PE-CE) routing can be perforned
by protocols other than BGP (e.g., static routes, R Pv2, OSPF,
IS-1S). This is out of scope of this docunent.

d) The proposed sol ution SHOULD NOT change the BGP convergence
behavi or for the ASes exterior to the mai ntenance process,
nanely, ASes other than the initiator AS and its nei ghbor
AS(es).

e) An increnental deploynent on a per-AS or per-BGP session basis
MUST be nade possible. 1n case of partial deploynent, the
proposed sol ution SHOULD i ncrenental |y i nprove the mai ntenance
process. It should be noted that in an inter-domain relation
one AS may have nore incentive to use graceful shutdown than the
other. Similarly, in a BG/MLS VPN environnment, it’s mnuch
easier to upgrade the PE routers than the CE ones, mainly
because there is at |east an order of magnitude nore CE and CE
| ocations than PE and PE | ocations. As a consequence, when
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splitting the cost of the solution between the g-shut initiator
and the g-shut neighbor, the solution SHOULD favor a | ow cost
solution on the neighbor AS side in order to reduce the inpact
on the g-shut neighbor. Inpact should be understood as a
generic termthat includes first hardware, then software, then
configuration upgrade.

Redi stribution or advertisenment of (static) IP routes into BGP
SHOULD al so be covered

The proposed solution MAY be designed in order to avoid
transient forwarding |oops. Indeed, forwardi ng | oops increase
packet transit-delay and may lead to link saturation

The specific procedure SHOULD end when the BGP session is closed
foll owi ng the g-shut and once the BGP session is gracefully
opened following the g-noshut. |In the end, once the planned

mai nt enance is finished, the nonm nal BGP routing MJST be re-
established. The duration of the g-shut procedure, and hence
the tine before the BGP session is safely closed, SHOULD be

di scussed by the solution docunent. Exanples of possible
solutions are the use of a pre-configured timer, the use of a
message to signal the end of the BGP convergence, or the
nmonitoring of the traffic on the g-shut interface.

The sol ution SHOULD be sinple and sinple to operate. Hence, it

MAY only cover a subset of the cases. As a consequence, nost of
the above requirenments are expressed as "SHOULD' rather than

" MUST" .

The nmetrics to eval uate and conpare the proposed sol utions are:

- The duration of the remaining | oss of connectivity when the
BGP session is brought down or up;

- The applicability to a wide range of BGP and network
t opol ogi es;

- The sinplicity;
- The duration of transient forwarding |oops;

- The additional l|oad introduced in BGP (e.g., BGP nessages sent
to peer routers, peer ASes, the Internet).
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6. Security Considerations

At the requirenents stage, this graceful shutdown nechanismis not
expected to affect the security of the BGP protocol, especially if it
can be kept sinple. No new sessions are required and the additiona
ability to signal the graceful shutdown is not expected to bring
additional attack vectors, as BGP nei ghbors already have the ability
to send incorrect or msleading information or even shut down the
sessi on.

Security considerations MIST be addressed by the proposed sol utions.
In particular, they SHOULD address the issues of bogus g-shut
messages and how they woul d affect the network(s), as well as the

i mpact of hiding a g-shut nmessage so that g-shut is not perforned.

The sol ution SHOULD NOT increase the ability of one AS to selectively
i nfluence routing decision in the peer AS (inbound Traffic

Engi neering) outside of the case of the BGP sessi on shut down.

O herwi se, the peer AS SHOULD have neans to detect such behavior.

7. Ref er ences
7. 1. Nor mati ve Ref erences

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Levels", BCP 14, RFC 2119, March 1997.

[ RFC4271] Rekhter, Y., Ed., Li, T., Ed., and S. Hares, Ed., "A
Border Gateway Protocol 4 (BGP-4)", RFC 4271, January
2006.

[ RFCA760] Bates, T., Chandra, R, Katz, D., and Y. Rekhter,
"Mul tiprotocol Extensions for BGP-4", RFC 4760, January
2007.

[ RFC4456] Bates, T., Chen, E., and R Chandra, "BGP Route
Reflection: An Alternative to Full Mesh Internal BGP
(1BGP)", RFC 4456, April 2006.

[ RFC4A364] Rosen, E. and Y. Rekhter, "BGP/MPLS IP Virtual Private
Net wor ks (VPNs)", RFC 4364, February 2006

7.2. Informative References
[ RFC5817] A, Z., Vasseur, JP., Zanfir, A, and J. Newon,

"Gaceful Shutdown in MPLS and Generalized MPLS Traffic
Engi neering Networks", RFC 5817, April 2010.

Decraene, et al. I nf or mat i onal [ Page 10]



RFC 6198 Reqs for Graceful BGP Shut down April 2011

[ RFC5715] Shand, M and S. Bryant, "A Framework for Loop-Free
Conver gence", RFC 5715, January 2010.

[ RFC5714] Shand, M and S. Bryant, "IP Fast Reroute Framework", RFC
5714, January 2010.

[ RFCA724] Sangli, S., Chen, E., Fernando, R, Scudder, J., and Y.
Rekhter, "G aceful Restart Mechani smfor BGP', RFC 4724,
January 2007.

[Reliable] Network Strategy Partners, LLC. "Reliable | P Nodes: A
prerequisite to profitable | P services", Novenber 2002.
http://ww. nspl | c. coml NewPages/ Rel i abl e_| P_Nodes. pdf

Acknow edgrent s

The authors would Iike to thank N colas Dubois, Benoit Fondevi ol e,
Christian Jacquenet, divier Bonaventure, Steve Unhlig, Xavier Vinet,
Vincent Gllet, Jean-Louis |l e Roux, Pierre Alain Coste, and Ronal d
Bonica for their useful discussions on this subject, review, and
conment s.

Thi s docunent has been partly sponsored by the European project |IST
AGAVE.

Decraene, et al. I nf or mat i onal [ Page 11]



RFC 6198 Reqs for Graceful BGP Shut down April 2011

Appendi x A,  Reference BGP Topol ogi es
This section describes sonme frequent BGP topol ogi es used both within
the AS (I BGP) and between ASes (EBGP). Sol utions should be
applicable to the follow ng topol ogi es and their conbinations.

A. 1. EBGP Topol ogi es

This section describes sonme frequent BGP topol ogi es used between
ASes. In each figure, a line represents a BGP session.

A.1.1. One ASBR in AS1l Connected to Two ASBRs in the Neighboring AS2

In this topol ogy, we have an asymmetric protection schene between ASl
and AS2:

- On the AS2 side, two different routers are used to connect to

AS1.
- On the AS1 side, one single router with two BGP sessions is
used.
AS1 ' AS2
[oee oo ASBR2. 1
/ 1
/ 1
ASBR1. 1 '
\ ,
\ ,
| ASBR2. 2
AS1 ' AS2

Fi gure 2. EBGP Topol ogy with Redundant ASBR in One of the ASes

BGP graceful shutdown is expected to be applicable for the
mai nt enance of:

- one of the routers of AS2;

- one link between AS1 and AS2, perforned either on an AS1 or AS2
router.
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Note that in the case of maintenance of the whole router, all its BGP
sessions need to be gracefully shutdown at the begi nning of the
mai nt enance and gracefully brought up at the end of the maintenance.

A.1.2. Two ASBRs in AS1 Connected to Two ASBRs in AS2
In this topol ogy, we have a synmmetric protection schene between AS1

and AS2: on both sides, two different routers are used to connect AS1
to AS2.

AS1 AS2
ASBRL. 1------==--- ASBR2. 1
ASBRL. 2- - ---==-=-- ASBR2. 2
AS1 ’ AS2

Fi gure 3. EBGP Topol ogy with Redundant ASBRs in Both ASes

BGP graceful shutdown is expected to be applicable for the
mai nt enance of:

- any of the ASBR routers (in ASl1 or AS2);

- one link between AS1 and AS2, perforned either on an ASl or AS2
router.

Decraene, et al. I nf or mat i onal [ Page 13]



RFC 6198 Reqs for Graceful BGP Shut down April 2011

A 1.3. Two ASBRs in AS2 Each Connected to Two Different ASes

In this topology, at least three ASes are invol ved.

AS1 AS2
ASBRL. 1------==--- ASBR2. 1
| L
LI A B I | LIS R R R A A :
| 1
| ,
ASBR3. 1------==--- ASBR2. 2
AS3 ’ AS2

Fi gure 4. EBGP Topol ogy of a Dual - Honed Cust oner

As the requirenment expressed in Section 5 is to advertise the

mai nt enance only within the initiator and nei ghbor ASes, not

I nternet-w de, BGP graceful shutdown solutions nay not be applicable
to this topol ogy. Depending on which routes are exchanged between

t hese ASes, sone protection for sone of the traffic nay be possible.

For instance, if ASBR2.2 perforns a mai ntenance affecting ASBR3. 1,

then ASBR3.1 will be notified. However, ASBR1.1 may not be notified
of the mmi ntenance of the EBGP session between ASBR3.1 and ASBR2. 2.
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A. 2. 1 BGP Topol ogi es

This section describes sonme frequent BGP topol ogi es used within an
AS. In each figure, a line represents a BGP session.

A.2.1. |IBGP Full-Msh

In this topol ogy, we have a full-mesh of |BGP sessions:

PL ----- P2
| \ I
\ L
|\ AS1
| |
| /7 \
| / \
ASBRL. 1- - ASBRL. 2
\ /
\ /
!!!!!!\!!!/!!!!!!!!!!!!
\ o/ AS2
ASBR2. 1

Figure 5. IBGP Full-Mesh

Wien the session between ASBRL1.1 and ASBR2.1 is gracefully shut down,
it isrequired that all affected routers of ASl1 reroute traffic to
ASBR1. 2 before the session between ASBR1.1 and ASBR2.1 is shut down.

Simlarly, when the session between ASBRL.1 and ASBR2.1 is gracefully
brought up, all affected routers of ASl1 preferring ASBRL.1 over
ASBR1.2 need to reroute traffic to ASBR1L.1 before the | ess preferred
path through ASBR1.2 is possibly w thdrawn.
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A 2.

Dec

2. Route Reflector

In this topology, route reflectors are used to linmit the nunber of

| BGP sessions. There is a single level of route reflectors and the
route reflectors are fully neshed.

P1 (RR)-- P2 (RR)
\ /

| |
|\ I
A AS1
| \/ |
| I\ |
|7\
|/ Vo
| / \
ASBRL.1  ASBRL.2
\ /
\ /
!!!!!!\!!!!!!/!!!!!!!!!!!!
\ /
\ AS2
ASBR2. 1

Figure 6. Route Reflector

Wien the session between ASBRL1.1 and ASBR2.1 is gracefully shut down,
all BG routers of AS1 need to reroute traffic to ASBR1.2 before the
sessi on between ASBR1.1 and ASBR2.1 is shut down.

Simlarly, when the session between ASBRL.1 and ASBR2.1 is gracefully
brought up, all affected routers of ASl1 preferring ASBRL.1 over
ASBR1.2 need to reroute traffic to ASBR1L.1 before the | ess preferred
path through ASBR1.2 is possibly w thdrawn.
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A 2.3. Hierarchical Route Reflector

In this topology, hierarchical route reflectors are used to linmit the
nunber of |1BGP sessions. There could be nore than two | evel s of
route reflectors and the top-level route reflectors are fully neshed.

Pl (RR) -------- P2 (RR)
I I
I I
| |  ASL
I I
I I
P3 (RR) P4 (RR)
I I
I I
| |  ASL
| |
ASBRL. 1 ASBRL. 2
\ /
\ /
111 1 1 \! LIRS I B A R A A ] /1 L A R R R |
\ /
\ / AS2
ASBR2. 1

Figure 7. Hierarchical Route Reflector

When the session between ASBRL.1 and ASBR2.1 is gracefully shut down,
all BG routers of AS1 need to reroute traffic to ASBR1.2 before the
sessi on between ASBR1.1 and ASBR2.1 is shut down.

Simlarly, when the session between ASBR1.1 and ASBR2.1 is gracefully
brought up, all affected routers of ASl1l preferring ASBRL.1 over
ASBR1. 2 need to reroute traffic to ASBR1.1 before the | ess preferred
path through ASBR1.2 is possibly w thdrawn.

A . 2.4. Confederations
In this topology, a confederation of ASes is used to limt the nunber

of | BGP sessions. Mdreover, RRs nay be present in the nenber ASes of
t he confederati on.
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Conf ederations may be run with different sub-options. Regarding the
| GP, each nenber AS can run its own |GP or they can all share the
same | GP. Regarding BGP, LOCAL_PREF may or may not cross the nenber
AS boundari es.

A sol ution should support the graceful shutdown and graceful bringing
up of EBGP sessions between nenber ASes in the confederation in
addition to the graceful shutdown and graceful bringing up of EBGP
sessi ons between a nenber-AS and an AS outside of the confederation

ASBRI1IC. 1 ---------- ASBRI1C. 2
| |
| |
| AS1C |
| |
| |
ASBR1A. 2 " ASBR1B. 2
| : |
| AS1A " AS1B | AS1
| :: |
ASBR1A. 1 " ASBR1B. 1
\ " /
\ " /
!!!!!!\!!!!!!!!!!!!!/!!!!!!!!!!!!
\ /
\ / AS2
ASBR2. 1

Fi gure 8. Confederation

In the above figure, nenber ASes AS1A, AS1B, and AS1C belong to a
confederation of ASes in AS1. AS1A and AS1B are connected to AS2.

In normal operation, for the traffic toward AS2:
- AS1A sends the traffic directly to AS2 t hrough ASBR1A. 1.
- AS1B sends the traffic directly to AS2 t hrough ASBRI1B. 1.
- AS1IC | oad bal ances the traffic between AS1A and AS1B
When t he session between ASBRIA. 1 and ASBR2.1 is gracefully shut

down, all BGP routers of ASl1 need to reroute traffic to ASBRIB. 1
before the session between ASBRIA. 1 and ASBR2.1 is shut down.
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Simlarly, when the session between ASBRIA. 1 and ASBR2.1 is
gracefully brought up, all affected routers of AS1l preferring
ASBR1A. 1 over ASBR1B.1 need to reroute traffic to ASBRLA. 1 before the
| ess preferred path through ASBRIB.1 is possibly w thdrawn.

A. 3. Routing Decisions

Here we describe sonme routing engineering choices that are frequently
used in ASes and that should be supported by the sol ution

A.3.1. Hot Potato (IGP Cost)

The ingress router selects the nomi nal egress ASBR (AS exit point)
based on the I GP cost to reach the BGP next-hop.

A.3.2. Cold Potato (BGP LOCAL_PREF)

The ingress router selects the nom nal egress ASBR based on the BGP
LOCAL_PREF val ue set and advertised by the exit point.

A.3.3. Cold Potato (BGP Preference Set on Ingress)

The ingress router selects the nom nal egress ASBR based on
preconfigured policy information. (Typically, this is done by
locally setting the BGP LOCAL_PREF based on the BGP comunities
attached on the routes).

As per [RFC4271], note that if tunnels are not used to forward

packets between the ingress and egress ASBR; this can lead to
persi stent forwarding | oops.
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