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1

I ntroduction

This note describes a framework for I Pv4/1Pv6 translation. This is
in the context of replacing NAT-PT (Network Address Translation -
Protocol Translation) [RFC2766], which was deprecated by [ RFC4966],
and to enabl e networks to have I Pv4 and | Pv6 coexist in a somewhat
rati onal manner while transitioning to an | Pv6-only network.

NAT- PT was deprecated to informthe community that NAT-PT had
operational issues and was not considered a viable nedium or |ong-
termstrategy for either coexistence or transition. It wasn't
intended to say that |Pv4<->IPv6 translation was bad, but the way
that NAT-PT did it was bad, and in particular using NAT-PT as a
general - purpose solution was bad. As with the deprecation of the RIP
routing protocol [RFC1923] at the tinme the Internet was converting to
Ol assless Inter-Domain Routing (CIDR), the point was to encourage
network operators to actually nove away fromtechnol ogy with known

i ssues.

[ RFC4213] describes the IETF s view of the nost sensible transition
nodel . The I ETF recomrends, in short, that network operators
(transit providers, service providers, enterprise networks, small and
medi um busi nesses, SOHO (Small O fice, Hone Ofice) and residentia
custoners, and any other kind of network that may currently be using
| Pv4) obtain an IPv6 prefix, turn on IPv6 routing within their

net wor ks and between thensel ves and any peer, upstream or downstream
nei ghbors, enable it on their conputers, and use it in norma
processing. This should be done while leaving I Pv4 stable, until a
point is reached that any conmunication that can be carried out could
use either protocol equally well. At that point, the econonic
justification for running both becones debatabl e, and network
operators can justifiably turn IPv4 off. This process is conparable
to that of [RFC4192], which describes how to renunber a network using
the sane address fanmly without a flag day. Wile running stably
with the ol der system deploy the new. Use the coexistence period to
wor k out such kinks as they arise. Wen the newis also running
stably, shift production to it. Wen network and econonic conditions
warrant, renmove the old, which is now no | onger necessary.

The question arises: what if that is infeasible due to the tine

avail able to depl oy or other considerations? Wat if the process of
novi ng a network and its conponents or custoners is starting too late
for contract cycles to effect IPv6 turn-up on inportant parts at a
poi nt where it becones uneconom cal to depl oy gl obal |Pv4 addresses
in new services? How does one continue to depl oy new services

wi t hout bal kani zi ng t he net wor k?
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Thi s docunent describes translation as one of the tools networks
m ght use to facilitate coexistence and ultimate transition

1.1. Wiy Transl ation?

Besi des dual -stack depl oynent, there are two fundanental approaches
one could take to interworking between | Pv4 and | Pv6: tunneling and
translation. One could -- and in the [6NET] we did -- build an
overlay network that tunnels one protocol over the other. Various
proposal s take that nodel, including 6to4 [RFC3056], Teredo

[ RFC4380], Intra-Site Automati c Tunnel Addressing Protocol (1 SATAP)
[ RFC5214], and Dual -Stack Lite [DS-LITE]. The advantage of doing so
is that the new protocol is enabled to work without disturbing the
ol d protocol, providing connectivity between users of the new
protocol. There are two di sadvantages to tunneling:

0 Users of the new architecture are unable to use the services of
the underlying infrastructure -- it is just bandw dth, and

o It doesn’t enable new protocol users to communicate with old
protocol users w thout dual -stack hosts.

As noted, in this work, we ook at Internet Protocol translation as a
transition strategy. [RFC4864] forcefully nmakes the point that
peopl e use Network Address Translators to nmeet various needs, nany of
which are nmet as well by routing or protocol nechanisns that preserve
the end-to-end addressability of the Internet. Wat it did not
consider is the case in which there is an ongoing requirement to
communi cate with I Pv4 systens, but, for exanple, configuring |Pv4
routing is not the nost desirable strategy in the network operator’s
view, or is infeasible due to a shortage of gl obal address space.
Transl ation enables the client of a network, whether a transit
networ k, an access network, or an edge network, to access the
services of the network and communi cate with other network users
regardl ess of their protocol usage -- within limts. Like NAT-PT,

| Pv4/ 1 Pv6 translation under this rubric is not a |long-term support
strategy, but it is a nediumterm coexistence strategy that can be
used to facilitate a long-term program of transition

1.2. Term nol ogy

The following termnology is used in this docunent and ot her
documents related to it.

An | Pv4 network: A specific network that has an | Pv4-only
depl oynent. This could be an enterprise’s | Pv4-only network, an
ISP"s I Pv4-only network, or even an IPv4-only host. The |Pv4
Internet is the set of all interconnected |Pv4 networks.
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An | Pv6 network: A specific network that has an | Pv6-only
depl oynent. This could be an enterprise’s |Pv6-only network, an
| SP's | Pv6-only network, or even an | Pv6-only host. The |Pv6
Internet is the set of all interconnected |IPv6 networks.

DNS46: A DNS translator that transl ates AAAA record to A record.
DNS64: A DNS translator that translates A record to AAAA record.

Dual - St ack i npl enentation: A dual-stack inplenmentation, in this
context, conprises an | Pv4/I|Pv6-enabl ed end system st ack
applications plus routing in the network. It inplies that two
application instances are capable of comunicating using either
I Pv4 or IPv6 -- they have stacks, they have addresses, and they
have any necessary network support including routing.

| Pv4-converted addresses: |Pv6 addresses used to represent |Pv4
nodes in an I Pv6 network. They have an explicit nmapping
relationship to | Pv4 addresses. Both stateless and statefu
translators use | Pv4-converted addresses to represent |Pv4
addr esses.

| Pv4d-only: An IPv4-only inplenmentation, in this context, conprises
an | Pv4-enabl ed end system stack, applications directly or
indirectly using that I Pv4 stack, plus routing in the network. It
inmplies that two application instances are capabl e of
communi cating using |IPv4, but not |IPv6 -- they have an | Pv4 stack
addresses, and network support including |IPv4 routing and
potentially IPv4/1Pv4 translation, but sone elenment is mssing
that prevents comrunication with | Pv6 hosts.

| Pv4-transl atabl e addresses: | Pv6 addresses to be assigned to | Pv6
nodes for use with stateless translation. They have an explicit
mappi ng relationship to | Pv4 addresses. A statel ess translator
uses the corresponding | Pv4 addresses to represent the |IPv6
addresses. A stateful translator does not use this kind of
addresses, since |Pv6 hosts are represented by the | Pv4 address
pool in the translator via dynanic state.

| Pv6-only: An IPv6-only inplenmentation, in this context, conprises
an | Pv6-enabl ed end system stack, applications directly or
indirectly using that IPv6 stack, plus routing in the network. It
inmplies that two application i nstances are capabl e of
communi cating using I Pv6, but not |IPv4 -- they have an | Pv6 stack
addresses, and network support including routing in |IPv6, but sone
el ement is mssing that prevents conmmunication with | Pv4 hosts.
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Net wor k- Specific Prefix (NSP): Froman |IPv6 prefix assigned to a
networ k operator, the operator chooses a |onger prefix for use by
the operator’s translator(s). Hence, a given |Pv4 address woul d
have different | Pv6 representations in different networks that use
di fferent network-specific prefixes. A network-specific prefix is
al so known as a Local Internet Registry (LIR) prefix.

State: "State" refers to dynanic information that is stored in a
network element. For exanple, if two systems are conmunicating
using a TCP connection, each stores information about the
connection, which is called "connection state". 1In this context,
the termrefers to dynam c correl ati ons between | P addresses on
either side of a translator, or {IP address, transport protocol
transport port nunber} tuples on either side of the translator
O stateful algorithnms, there are at |east two major flavors
dependi ng on the kind of state they maintain:

H dden state: the existence of this state is unknown outside the
network el enent that contains it.

Known state: the existence of this state is known by ot her
networ k el ements.

Stateful Translation: A translation algorithmnmay be said to
"require state in a network elenment” or be "stateful" if the
transm ssion or reception of a packet creates or nodifies a data
structure in the rel evant network el ement.

Stateful Translator: A translator that uses stateful translation for
either the source or destination address. A stateful translator
typically also uses a stateless translation algorithmfor the
ot her type of address.

Statel ess Translation: A translation algorithmthat is not
"stateful" is "stateless". It derives its needed information
algorithmcally fromthe nessages it is translating and from pre-
configured information.

Stateless Translator: A translator that uses only statel ess
translation for both destination address and source address.

Vel | -Known Prefix (WKP): The IPv6 prefix defined in [ RFC6052] for
use in an al gorithnic mapping.
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1.3. Translation Objectives

In any translation nodel, there is a question of objectives.

Ideally, one would Iike to make any system and any application
running on it able to "talk with" -- exchange datagrans supporting
applications with -- any other systemrunning the same application
regardl ess of whether they have an | Pv4 stack and connectivity or

| Pv6 stack and connectivity. That was the nodel for NAT-PT, and the
things it necessitated led to scaling and operational difficulties

[ RFC4966] .

So the question conmes back to what different kinds of connectivity
can be easily supported, what kinds are harder, and what technol ogi es
are needed to at least pick the lowhanging fruit. W observe that
applications today fall into two nmain categories:

Cient/Server Application: Per whatis.com "’Cient/server’
describes the relationship between two conputer prograns in which
one program the client, nakes a service request from another
program the server, which fulfills the request.” In networking,

t he behavi or of the applications is that connections are initiated
fromclient software and systens to server software and systens.
Exanpl es i nclude nmail handling between an end user and his mail
system (POP3, | MAP, and MJUA->MTA SMIP), FTP, the web, and DNS nane
resol ution.

Peer-to-Peer (P2P) Application: A P2P application is an application
that uses the sane endpoint to initiate outgoing sessions to
peering hosts as well as accept incom ng sessions from peering
hosts. These in turn fall broadly into two categories:

Peer-to-peer infrastructure applications: Exanples of
"infrastructure applications"” include SMIP between MIAs,
Net work News, and SIP. Any MIA night open an SMIP session with
any other at any tine; any SIP Proxy mght simlarly connect
with any other SIP Proxy. An inportant characteristic of these

applications is that they use epheneral sessions -- they open
sessi ons when they are needed and cl ose them when they are
done.

Peer-to-peer file exchange applications: Exanples of these
include Limewire, BitTorrent, and UTorrent. These are
applications that open sone sessions between systens and | eave
t hem open for long periods of tine, and where epheneral
sessions are inportant, these applications are able to learn
about the reliability of peers fromhistory or by reputation.
They use the long-termsessions to map content availability.
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Short-term sessions are used to exchange content. They tend to
prefer to ask for content frompeers that they find reliable
and avai l abl e.

If the goal is the ability to open connections between systens, then
one nust ask who opens connecti ons.

0 W need a technology that will enable systens that act as clients
to be able to open sessions with other systens that act as
servers, whether in the IPv6->IPv4 direction or the |Pv4->IPv6
direction. ldeally, this is stateless; especially in a carrier
infrastructure, the preponderance of accesses will be to servers,
and this optinizes access to them However, a stateful algorithm
is acceptable if the conplexity is mninized and a statel ess
al gori thm cannot be constructed.

o0 W also need a technology that will allow peers to connect wth
each other, whether in the IPv6->IPv4 direction or the |Pv4->lPv6
direction. Again, it would be ideal if this was statel ess, but a
stateful algorithmis acceptable if the conplexity is mnimzed
and a statel ess algorithm cannot be constructed.

0 In sonme situations, hosts are purely clients. 1In those
situations, we do not need an algorithmto enable connections to
t hose hosts.

The conpl exity argunments bring us in the direction of hidden state:
if state nmust be shared between the application and the translator or
bet ween transl ati on conponents, conplexity and depl oynent issues are
greatly magnified. The objective of the translators is to avoid, as
much as possi ble, any software changes in hosts or applications
necessary to support translation

NAT-PT is an exanple of a facility with known state -- at |east two
sof tware conponents (the data-plane translator and the DNS
Application Layer Gateway, which nmay be inplenented in the sane or

di fferent systens) share and nmust coordinate translation state. A
typical IPv4/1Pv4 NAT inplenents an algorithmw th hidden state.
Qobviously, stateless translation requires |ess conmputational overhead
than stateful translation, and less nmenory to maintain the state,
because the translation tables and their associ ated nethods and
processes exist in a stateful algorithmand don't exist in a

st at el ess one.
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1.4. Transition Plan

While the design of IPv4 made it inpossible for IPv6 to be conpatible
on the wire, the designers intended that it would coexist with | Pv4
during a period of transition. The prinmary node of coexistence was
dual - stack operation -- routers would be dual -stacked so that the
network could carry both address famlies, and | Pv6-capabl e hosts
coul d be dual -stack to maintain access to | Pv4-only partners. The
goal was that the preponderance of hosts and routers in the |Internet
woul d be | Pv6-capabl e 1 ong before | Pv4 address space allocation was
completed. At this tine, it appears the exhaustion of |Pv4 address
space will occur before significant | Pv6 adoption

Curran’s "A Transition Plan" [RFC5211] proposes a three-phase
pr ogr essi on:

Preparation Phase (current): characterized by pilot use of |Pv6
primarily through transition nmechani sns defined in [ RFC4213], and
pl anni ng activities.

Transition Phase (2010 through 2011): characterized by genera
availability of I1Pv6 in provider networks, which should be native
| Pv6; organi zations should provide | Pv6 connectivity for their
Internet-facing servers, but should still provide |IPv4-based
services via a separate service nane.

Post - Transiti on Phase (2012 and beyond): characterized by a
preponder ance of |Pv6-based services and di m ni shing support for
| Pv4-based services

Various tinelines have been di scussed, but nobst will agree with the
pattern of the above three transition phases, also known as an "S"
curve transition pattern

In each of these phases, the coexistence problem and sol uti on space
have a different focus:

Preparati on Phase: Coexistence tools are needed to facilitate early
adopters by renoving inpedinents to | Pv6 depl oynent and to assure
that nothing is lost by adopting IPv6 -- in particular, that the
| Pv6 adopter has unfettered access to the gl obal |Pv4 |Internet
regardl ess of whether they have a global |Pv4 address (or any |Pv4
address or stack at all). Wile it nmight appear reasonable for
the cost and operational burden to be borne by the early adopter
the shared goal of pronoting | Pv6 adopti on woul d argue agai nst
that nodel. Additionally, current |1Pv4 users should not be forced
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to retire or upgrade their equi pnent, and the burden renai ns on
service providers to carry and route native IPv4. This is known
as the early stage of the "S" curve

Transition Phase: During the mddle stage of the "S" curve, while
| Pv6 adoption can be expected to accelerate, there will still be a
significant portion of the Internet operating |IPv4-only or
preferring IPv4. During this phase, the normshifts fromlPv4d to
| Pv6, and coexi stence tools evolve to ensure interoperability
bet ween domains that may be restricted to | Pv4 or |Pv6

Post-Transition Phase: This is the last stage of the "S" curve. In
this phase, 1 Pv6 is ubiquitous and the burden of nmintaining
interoperability shifts to those who choose to naintain | Pv4-only
systenms. Wile these systens should be allowed to Iive out their
economic life cycles, the I Pvd-only | egacy users at the edges
shoul d bear the cost of coexistence tools, and at sone point
service provider networks should not be expected to carry and
route native | Pv4d traffic.

The choice between the terns "transition" versus "coexistence" has
engendered | ong phil osophical debate. "Transition" carries the sense
that one is going somewhere, while "coexistence" seens nore |ike one
is sitting somewhere. Historically with the IETF, "transition" has
been the term of choice [RFC4213] [RFC5211], and the tools for
interoperability have been called "transition mechanisnms". There is
sone perception or conventional w sdomthat adoption of IPv6 is being
i npeded by the deficiency of tools to facilitate interoperability of
nodes or networks that are constrained (in some way, fully or

partially) fromfull operation in one of the address fanmilies. In
addition, it is apparent that transition will involve a period of
coexi stence; the only real question is howlong that will |ast.

Thus, coexistence is an integral part of the transition plan, not in
conflict with it, but there will be a balancing act. It starts out
being a way for early IPv6 adopters to easily exploit the bigger |Pv4
Internet, and ends up being a way for |ate/never adopters to hang on
with IPv4 (at their own expense, with nminimal inpact or visibility to
the Internet). One way to |look at solutions is that cost incentives
(both nonetary cost and the operational overhead for the end user)
shoul d encourage | Pv6 and di scourage | Pv4. That way natural narket
forces will keep the transition noving -- especially as the | egacy

| Pv4-only stuff ages out of use. The end goal should not be to
elinmnate I Pv4 by fiat, but rather render it redundant through

ubi qui tous | Pv6 depl oyment. |Pv4 may never go away conpletely, but
rati onal plans should nmove the costs of maintaining |IPv4d to those who
insist on using it after w de adoption of |Pv6.
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2. Scenarios for |Pv4/IPv6 Transl ation

It is inmportant to note that the choice of translation solution and
t he assunptions about the network where they are used inpact the
consequences. A translator for the general case has a nunber of
issues that a translator for a nore specific situation nay not have
at all.

The intention of this docunent is to focus on translation solutions
under all kinds of situations. Al 1Pv4/IPv6 translation cases can
be easily described in terns of "interoperation between a set of
systens (applications) that only communicate using |IPv4 and a set of
systens that only conmuni cate using | Pv6", but the differences at a
detailed | evel make theminteresting.

Based on the transition plan described in Section 1.4, there are four
types of 1Pv4/1Pv6 transl ation cases:

a. Interoperation between an | Pv6 network and the | Pv4 Internet
b. Interoperation between an |Pv4 network and the I Pv6 Internet
c. Interoperation between an |IPv6 network and an | Pv4 network

d. Interoperation between the IPv6 Internet and the | Pv4 |nternet

Each one of the above can be divided into two scenarios, depending on
whet her the I Pv6 side or the IPv4 side initiates comunication, so
there are a total of eight scenarios.

Scenario 1: an |IPv6 network to the | Pv4 Internet

Scenario 2: the IPv4 Internet to an | Pv6 network

Scenario 3: the IPv6 Internet to an | Pv4 network

Scenario 4: an | Pv4 network to the | Pv6 Internet

Scenario 5: an IPv6 network to an | Pv4 network

Scenario 6: an IPv4 network to an | Pv6 network

Scenario 7: the IPv6 Internet to the I Pv4 |nternet

Scenario 8: the IPv4 Internet to the | Pv6 I nternet

We will discuss each scenario in detail in the next section
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2.1. Scenario 1: An |IPv6 Network to the | Pv4 Internet

Due to the lack of |Pv4 addresses or due to other technical or
econom cal constraints, the network is IPv6-only, but the hosts in
the network require conmmuni cating with the global IPv4 Internet.

This is the typical scenario for what we sonetinmes call "green-field"
depl oynents. One exanple is an enterprise network that wi shes to
operate only I Pv6 for operational sinmplicity, but still w shes to

reach the content in the IPv4 Internet. The green-field enterprise
scenario is different froman ISPs network in the sense that there
is only one place that the enterprise can easily nodify: the border
between its network and the IPv4 Internet. Cbviously, the |Pv4
Internet operates the way it already does. But, in addition, the
hosts in the enterprise network are comercially avail abl e devi ces,
personal conputers with existing operating systems. This restriction
drives us to a "one box" type of solution, where IPv6 can be
translated into IPv4 to reach the public Internet.

O her cases that have been nentioned include wreless | SP networks
and sensor networks. These bear a striking resenblance to this
scenario as well, if one considers the ISP network to sinply be a
very special kind of enterprise network.

Il W e
/ \ 11 \\
/ -t \
| | XLAT| |
| The IPv4 +----+ An I Pv6 |
| Internet +----+ Network | XLAT: 1Pv6/IPv4
| | DNS | | Transl at or
\ +o---t / DNS: DNS64
\ / \\ /1
\\ I e
<====

Figure 1: Scenario 1

Both statel ess and stateful solutions can support Scenario 1
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2.2. Scenario 2: The IPv4 Internet to an | Pv6 Network

Wien the enterprise networks or | SP networks adopt Scenario 1, the

| Pv6-only users will not only want to access servers on the | Pv4
Internet but also will want to setup their own servers in the network
that are accessible by the users on the IPv4 Internet, since the
majority of the Internet users are still in the IPv4 Internet. Thus,
with a translation solution for this scenario, the benefits would be
clear. Not only could servers nove directly to | Pv6 w thout trudging
through a difficult transition period, but they could do so wthout
risk of losing connectivity with the IPv4-only Internet.

Il L e

/ \ 11 \\
/ -t \
| | XLAT| |
| The IPv4 +----+ An I Pv6 |
| Internet +----+ Network |  XLAT: 1Pv4/1Pv6
| | DNS | | Transl at or
\ +o---t / DNS: DNS46

\ / \\ /1

\\ I

=_—===>

Figure 2: Scenario 2

In general, this scenario presents a hard case for translation
Stateful translation such as NAT-PT [ RFC2766] can be used in this
scenario, but it requires a tightly coupled DNS Application Leve
Gateway (ALG in the translator, and this techni que was deprecated by
the | ETF [ RFC4966] .

The stateless translation solution in Scenario 1 can also work in
Scenario 2, since it can support IPv4-initiated comunications with a
subset of the | Pv6 addresses (IPv4-transl atabl e addresses) in an | Pv6
net wor k.
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2.

3.

Scenario 3: The IPv6 Internet to an | Pv4 Network

There is a requirenment for a | egacy |Pv4 network to provide services
to I Pv6 hosts.

---------- [/ \\
/1 \\ / \
/ +----+ \
| | XLAT]| |
| An |IPv4 +----+ The | Pv6
| Network +----+ Internet | XLAT: 1Pv6/IPv4
| | DNS | | Transl at or
\ +----+ / DNS: DNS64
\\ /1 \ /
--------- \\ /1
<====
Figure 3: Scenario 3
Stateless translation will not work for this scenari o, because an

| Pv4 network needs to conmunicate with all of the I1Pv6 Internet, not
just a small subset, and stateless can only support a subset of the

| Pv6 addresses. However, |Pv6-initiated comunication can be

achi eved through stateful translation. |In this case, a Network
Specific Prefix assigned to the translator will give the hosts unique
| Pv4-converted | Pv6 addresses, no natter whether the | egacy |Pv4
networ k uses public | Pv4 addresses or [RFC1918] addresses. Also
there is no need to synthesize AAAA from A records, since static AAAA
records can be put in the regular DNS to represent these |Pv4-only
hosts as discussed in Section 7.3 of [RFC6147].
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2.4, Scenario 4. An |IPv4 Network to the | Pv6 Internet

Due to technical or economnical constraints, the network is |Pv4-only,
and | Pv4-only hosts (applications) nmay require communicating with the
gl obal 1Pv6 Internet.

---------- Il \\
11 \\ / \
/ -t \
| | XLAT| |
| An IPv4 +----+ The IPv6 |  XLAT: 1Pv4/1Pv6
| Network +----+ Internet | Transl at or
| | DNS | | DNS: DNS46
\ +o---t /
\\ /1 \ /
--------- \\ /1
=—====>

Figure 4: Scenario 4

In general, this scenario presents a hard case for translation
Stateful translation such as NAT-PT [ RFC2766] can be used in this
scenario, but it requires a tightly coupled DNS ALG in the
translator, and this techni que was deprecated by the | ETF [ RFC4966] .

Fromthe transition phase discussion in Section 1.4, this scenario

wi |l probably only occur when we are well past the early stage of the
"S" curve, and the IPv4/IPv6 transition has already noved to the
right direction. Therefore, in-network translation is not considered
viabl e for this scenario, and other techni ques should be consi dered.
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2.5. Scenario 5. An I Pv6 Network to an | Pv4 Network

In this scenario, both an | Pv4 network and an | Pv6 network are within
t he sane organi zati on.

The |1 Pv4 addresses used are either public |Pv4 addresses or [RFC1918]
addresses. The | Pv6 addresses used are either public |IPv6 addresses
or ULAs (Unique Local Addresses) [RFC4193].

/1 \\ /1 \\
/ +----+ \
| | XLAT] |
| An IPv4 +----+ An | Pv6 |
| Network +----+ Network |  XLAT: 1Pv6/IPv4
| | DNS | | Transl at or
\ +----+ / DNS: DNS64

\\ /1 \\ /1

<====

Figure 5: Scenario 5
The translation requirenent fromthis scenario has no significant

difference from Scenario 1, so both the stateful and statel ess
transl ati on schemes discussed in Section 2.1 apply here.
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2.6. Scenario 6: An I Pv4 Network to an | Pv6 Network

This is another scenario when both an |IPv4 network and an | Pv6
network are within the sane organization

The |1 Pv4 addresses used are either public |Pv4 addresses or [RFC1918]
addresses. The | Pv6 addresses used are either public |IPv6 addresses
or ULAs (Unique Local Addresses) [RFC4193].

/1 \\ /1 \\
/ +----+ \
| | XLAT] |
| An IPv4 +----+ An | Pv6 |
| Network +----+ Network |  XLAT: 1Pv4/1Pv6
| | DNS | | Transl at or
\ +----+ / DNS: DNS46

\\ /1 \\ /1

—_===>

Figure 6: Scenario 6
The translation requirenent fromthis scenario has no significant

difference from Scenario 2, so the translation schene di scussed in
Section 2.2 applies here.
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Scenario 7. The IPv6 Internet to the I Pv4 |nternet

This seens the ideal case for in-network translation technol ogy,
where any | Pv6-only host or application on the global Internet can
initiate comunication with any |IPv4-only host or application on the
gl obal Internet.

I \\ I \\
/ \ / \
/ +----+ \
| | XLAT] |
| The I Pv4 +----+ The | Pv6 |
| Internet +----+ Internet | XLAT: 1Pv6/IPv4
| | DNS | | Transl at or
\ +o---t / DNS: DNS64
\ / \ /
\\ /1 \\ /1
<====

Figure 7: Scenario 7

Due to the huge difference in size between the address spaces of the
| Pv4 Internet and the IPv6 Internet, there is no viable translation
technique to handle unlimted I Pv6 address transl ation

If we ever run into this scenario, fortunately, the | Pv4/I|Pv6
transition has already passed the early stage of the "S" curve.
Therefore, there is no obvious business reason to demand a
translation solution as the only transition strategy.
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2.8. Scenario 8. The IPv4 Internet to the I Pv6 |Internet

This case is very similar to Scenario 7. The analysis and
concl usions for Scenario 7 also apply for this scenario.

/1 \\ /1 \\

/ \ / \
/ +---- 4 \
| | XLAT] |
| The IPv4 +----+ The | Pv6 |
| Internet +----+ Internet |  XLAT: 1Pv4/1Pv6
| | DNS | | Transl at or
\ +o---t / DNS: DNS46

\ / \ /

\\ /11 \\ /11
-===>

Figure 8: Scenario 8

3. Franmework
Having laid out the preferred transition nodel and the options for
i mplenenting it (Section 1.1), defined terns (Section 1.2),
consi dered the requirenents (Section 1.3), considered the transition
nmodel (Section 1.4), and considered the kinds of scenarios the
facility woul d support (Section 2), we nowturn to a framework for
| Pv4/ I Pv6 translation. The franmework contains the foll ow ng
conponent s:
0 Address translation
o |IP and ICW translation
0 Mintaining translation state
0 DNS64 and DNS46
0 ALGs for other application-layer protocols (e.g., FTP)

3.1. Translation Conponents

3.1.1. Address Translation
When | Pv6/ 1 Pv4 translation is performed, we should specify how an

i ndi vidual 1Pv6 address is translated to a correspondi ng | Pv4
address, and vice versa, in cases where an algorithm c nmapping is
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used. This includes the choice of | Pv6e prefix and the choice of

met hod by which the remai nder of the I Pv6 address is derived froman
| Pv4 address [ RFC6052]. The usages of the | Pv6 addresses are shown
in the follow ng figures.

H4 - (1 Pv4 network) - | Pv4 address corresponding to H6's | Pv4-
(IPv4 - -mme e transl at abl e address
addr ess) \

| Pv4-converted address of H4 - (I Pv6 network) - H6 (I Pv4-
----------- transl at abl e address)

Figure 9: IPv6 Address Representation for Statel ess Translation

H4 - (1 Pv4 network) - 1Pv4 address in the translator’s | Pv4 poo
(IPV4 - - oo - - -
addr ess) \

| Stateful XLAT |

| Pv4-converted address of H4 - (I Pv6 network) - H6 (any | Pv6 address)

Figure 10: | Pv6 Address Representation for Stateful Translation

For both statel ess and stateful translation, an algorithm c napping
table is used to translate I Pv6 destination addresses (I|Pv4-converted
addresses) to | Pv4 destination addresses in the |Pv6-to-IPv4
direction and translate | Pv4 source addresses to | Pv6 source
addresses (| Pv4-converted addresses) in the IPv4-to-1Pv6 direction
Note that translating | Pv6 source addresses to | Pv4 source addresses
in the IPv6-to-1Pv4 direction and translating | Pv4 destination
addresses to | Pv6 destination addresses in the |IPv4-to-1Pv6 direction
will be different for stateless translation and stateful translation

0o For stateless translation, the same algorithnic mapping table is
used to translate |1 Pv6 source addresses (I Pv4-translatable
addresses) to I Pv4 source addresses in the I Pv6-to-1Pv4 direction
and translate | Pv4 destination addresses to | Pv6 destination
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3.

3.

addresses (| Pv4-transl atabl e addresses) in the | Pv4d-to-1Pv6e
direction. |In this case, blocks of the service provider's |Pv4
addresses are mapped into | Pv6 and used by physical |Pv6 nodes.
The original IPv4 formof these blocks of the service provider’'s
| Pv4 addresses are used to represent the physical |Pv6 nodes in
I Pv4. Note that statel ess translation supports both |IPv6
initiated as well as IPv4 initiated comuni cati ons.

o For stateful translation, the algorithmc mapping table is not
used to translate source addresses in the I Pv6-to-1Pv4 direction
and destination addresses in the IPv4-to-1Pv6 direction. |Instead,
a state table is used to translate | Pv6 source addresses to | Pv4d
source addresses in the IPv6-to-1Pv4 direction and translate | Pv4
destination addresses to | Pv6 destination addresses in the |Pv4-
to-1Pv6 direction. |In this case, blocks of the service provider’s
| Pv4 addresses are naintained in the translator as the | Pv4
address pools and are dynami cally bound to specific |IPv6
addresses. The original 1Pv4 formof these blocks of the service
provider’'s | Pv4 addresses is used to represent the | Pv6 address in
| Pv4. However, due to the dynam c binding, stateful translation
in general only supports |Pv6-initiated comunication

1. 2. IP and | CMP Transl ati on

The 1 Pv4/1Pv6 translator is based on the update to the Statel ess | P/
| CVP Translation Algorithm (SIIT) described in [ RFC2765]. The

al gorithmtransl ates between | Pv4 and | Pv6 packet headers (including
| CMP headers).

The 1P and | CVWP transl ation docunent [ RFC6145] discusses header
translation for both statel ess and stateful nodes, but does not cover
mai ntai ning state in the stateful node. |In the statel ess node,
translation is perforned using a conbination of information carried
in the address and information configured in the translator. This
permts both |IPv4->IPv6 and | Pv6->1 Pv4 session establishment. 1In the
stateful node, translation state is naintained between | Pv4 address/
transport port tuples and | Pv6 address/transport port tuples,
enabling | Pv6 systens to open sessions with | Pv4 systens. The choice
of operational node is made by the operator deploying the network and
is critical to the operation of the applications using it.

1.3. Maintaining Translation State
For the stateful translator, besides IP and | CWP translation, special

action nust be taken to maintain the translation states. [RFC6146]
descri bes a nechani smfor maintaining state.
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3.

3.

3.

1.4. DNS64 and DNS46

DNS64 [ RFC6147] and possible future DNS46 docunents describe the
mechani sms by which a DNS translator is intended to operate. It is
designed to operate on the basis of known address translation

al gorithns defined in [ RFC6052].

There are at |east two possible inplenentations of a DNS64 and DNS46:

Static records: One could literally populate DNS with correspondi ng
A and AAAA records. This mechani smworks for scenarios 2, 3, 5,
and 6.

Dynamic Translation of static records: |n nore general operation
the preferred behavior is an A record to be (retrieved and)
translated to a AAAA record by the DNS64 if and only if no
reachabl e AAAA record exists, or for a AAAA record to be
(retrieved and) translated to an A record by the DNS46 if and only
if no reachable A record exists.

1.5. ALGs for OQther Applications Layer Protocols

In addition, sonme applications require special support. An exanple
is FTP. FTP' s active node doesn’t work well across NATs wi thout
extra support such as SOCKS [ RFC1928] [ RFC3089]. Across NATs, it
general ly uses passive node. However, the designers of FTP wote
different and inconpatibl e passive-node inplenentations for |Pv4 and
| Pv6 networks. Hence, either they need to fix FTP, or a translator
must be witten for the application. Oher applications may be
simlarly broken.

As a general rule, a sinple operational recomendation will work
around many application issues: there should be a server in each
domain, or an instance of the server should have an interface in each
domain. For exanple, an SMIP MIA nmay be confused by finding an | Pv6
address inits HELO when it is connected to using |IPv4d (or vice
versa), but would work perfectly well if it had an interface in both
the 1 Pv4 and | Pv6 donmai ns and was used as an application-1layer bridge
bet ween t hem

2. Operation Mde for Specific Scenarios

Currently, the proposed solutions for IPv6/IPv4 translation are
classified into stateless translation and stateful translation.
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3.2.1. Stateless Transl ation

For stateless translation, the translation information is carried in
the address itself plus configuration in the translators, permtting
both I Pv4->IPv6 and | Pv6->1Pv4 session initiation. Stateless
transl ati on supports end-to-end address transparency and has better
scalability conpared with stateful translation [RFC6145].

The statel ess translation nmechani sns typically put constraints on
what | Pv6 addresses can be assigned to | Pv6 nodes that want to
communi cate with I Pv4 destinations using an algorithm c mapping. For
Scenario 1 ("an | Pv6 network to the IPv4 Internet"), it is not a
serious drawback, since the address assignment policy can be applied
to satisfy this requirenent for the | Pv6 nodes that need to

conmuni cate with the IPv4 Internet. |In addition, stateless
transl ati on supports Scenario 2 ("the IPv4 Internet to an | Pv6

networ k"), which neans that not only could servers nove directly to

| Pv6 without trudging through a difficult transition period, but also
they could do so without risk of |osing connectivity with the |Pv4-
only Internet.

Statel ess transl ation can be used for Scenarios 1, 2, 5, and 6, i.e.
it supports "an I Pv6 network to the IPv4 Internet", "the |IPv4d
Internet to an I Pv6 network”, "an |IPv6 network to an | Pv4 network",

and "an | Pv4 network to an | Pv6 network".
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Il W e
/ \ 11 \\
/ -t \
| | XLAT| |
| The IPv4 +----+ An I Pv6 |
| Internet +----+ Network | XLAT: Statel ess |Pv4/1IPv6
| | DNS | (address | Transl at or
\ +--- -+ subset) / DNS: DNS64/ DNS46
\ / \\ /1
\\ I
<====>

Figure 11: Stateless Translation for Scenarios 1 and 2

/1 \\ /1 \\
/ +----+ \
| | XLAT] |
| An IPv4 +----+ An | Pv6 |
| Network +----+ Network | XLAT: Statel ess |IPv4/1Pv6
| | DNS | (address | Transl at or
\ +----+ subset) / DNS: DNS64/ DNS46

\\ /1 \\ /1

<====>

Figure 12: Stateless Translation for Scenarios 5 and 6

The inplenentation of the stateless translator needs to refer to
[ RFC6145] and [ RFC6052].

3.2.2. Stateful Translation

For stateful translation, the translation state is maintai ned between
| Pv4 address/port pairs and | Pv6 address/port pairs, enabling |Pv6
systenms to open sessions with | Pv4 systens [ RFC6145] [ RFC6146].

Stateful translation can be used for Scenarios 1, 3, and 5, i.e., it
supports "an | Pv6 network to the IPv4 Internet”, "the IPv6 Internet
to an I Pv4 network"”, and "an I Pv6 network to an | Pv4 network".

For Scenario 1, any | Pv6 addresses in an |IPv6 network can use
stateful translation; however, it typically only supports initiation
fromthe IPv6 side. In addition, it does not result in stable
addresses of | Pv6 nodes that can be used in DNS, which may cause

Baker, et al. I nf or mat i onal [ Page 24]



RFC 6144 Framework for 1Pv4/1Pv6 Transl ation April 2011

probl ens for the protocols and applications that do not deal well
with highly dynami c addresses.

/1 L T L

/ \ /1 \\

/ +----+ \
| | XLAT] |
| The I Pv4d +----+ An | Pv6 |
| Internet +----+ Network | XLAT: Stateful |Pv4/IlPv6
| | DNS | | Tr ansl at or
\ +----+ / DNS: DNS64

\ / \\ /1

\\ L R

<====

Figure 13: Stateful Translation for Scenario 1

Scenario 3 handles servers using | Pv4 private addresses [RFC1918] and
bei ng reached fromthe IPv6 Internet. This includes cases of servers
that for sone reason cannot be upgraded to |IPv6 and don’t have public
| Pv4 addresses, and yet need to be reached by |IPv6 nodes in the | Pv6

I nternet.

---------- I \\

11 \\ / \
/ +----+ \
| | XLAT] |
| An IPv4 +----+ The | Pv6 |
| Network +----4+ Internet | XLAT: Stateful |Pv4/IPv6
| | DNS | | Transl at or
\ +o---t / DNS: DNS64

\\ /1 \ /

--------- \\ /1

<====

Figure 14: Stateful Translation for Scenario 3

Baker, et al. I nf or mat i onal [ Page 25]



RFC 6144 Framework for 1Pv4/1Pv6 Transl ation April 2011

Simlarly, stateful translation can also be used for Scenario 5.

/1 \\ /1 \\
/ -t \
| | XLAT]| |
| An IPv4 +----+ An | Pv6 |
| Network +----+ Network | XLAT: Stateful |Pv4/IPv6
| | DNS | | Transl at or
\ -t / DNS: DNS64

\\ /1 \\ /1

<====

Figure 15: Stateful Translation for Scenario 5

The inplenmentation of the stateful translator needs to refer to
[ RFC6145], [RFC6146], and [ RFC6052] .

3. 3.

Layout of the Rel ated Docunents

Based on the above analysis, the | Pv4/1Pv6 translation series
consi sts of the foll ow ng docunents.

(o]

(o]

(o]

(0]

Framework for | Pv4/1Pv6 Translation (this docunent).

Address translation (the choice of IPv6 prefix and the choice of
nmet hod by which the remai nder of the I Pv6 address is derived from
an | Pv4 address, part of the SIIT update) [RFC6052].

I P and | CMP Transl ation (header translation and | CvP handl i ng,
part of the SIIT update) [RFC6145].

Tabl e mai ntenance (stateful translation including session database
and mappi ng tabl e handling) [RFC6146].

DNS64 (DNS64: A to AAAA mappi ng and DNSSEC di scussi on) [ RFC6147].
FTP ALG [ FTP64] .

O hers (DNS46, Multicast, etc.).

The rel ati onshi p anong these docunents is shown in the follow ng
figure.
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| Framework for |Pv4/1Pv6 Translation
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Fi gure 16: Docunent Layout

In the docunent layout, the IP/ICVMP Transl ation and DNS64/ DNS46
normatively refer to Address Translation. The Tabl e Miintenance and
| P/1CVMP Transl ation normatively refer to each other

The FTP ALG and ot her docunments normatively refer to the Address
Format, I P/ICVMP Transl ation, and Tabl e Mai nt enance docunents.

4. Translation in Operation

Qperationally, there are two ways that translation could be used --
as a permanent solution thereby nmaking transition "the other guy’s
problent, and as a tenporary solution for a new part of one’s network
whil e bringing up | Pv6 services in the renmining parts of one’'s
network. W obviously recommend the latter at the present stage.

For the I Pv4 parts of the network, [RFC4213]’'s recomendati on hol ds.
Bring I Pv6 up in those donmains, nove production to it, and then take
down the now unnecessary |Pv4 service when econom cs warrant. This
approach to transition entails the |east risk
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11111 VA
11 | Pv4 or Dual Stack W\

| ] +---- 4+ Rout i ng +----- + | ]
| | 1 Pv4| | | Pv4+]| |
| | Host | | 1 Pv6 | |

| | oot | Host | | |

1\ +----- + /]
IR R R e S i + +----+-/1]]]
| XLAT| - | DNS64| - | FTP
| | - | DNS46| - | ALG
IR NNV SR i SR + +----+- VD
/111 '\

[l 4ot oo ||
| | 1 Pv4+]| | 1 Pv6| |
| [ 1 Pv6 | | Host | |

| | | Host | oot | |

VWL - + | Pv6-only Routing 111
IARRRN 111111

Figure 17: Transl ation Operational Model

Figure 17 shows that, during the coexistence phase, one expects a
conbi nation of hosts, applications, and networks. Hosts night

i nclude 1 Pv6-only ganing devices and handsets, ol der conputer
operating systens that are | Pv4-only, and nodern mainline operating
systenms that support both. Applications night include ones that are
| Pv4d-only and nodern applications that support both IPv4 and | Pv6.
Net wor ks mi ght include dual -stack devices operating in single-stack
net wor ks (whether that stack is IPv4 or IPv6) and fully functiona
dual - st ack networ ks

Unsol ved Probl ens

The franmework does not cover all possible scenarios, and it may be
extended in the future to address them

Security Considerations

This docunment is the franework of IPv4/1Pv6 translation. The
security issues are addressed in individual 1Pv4/1Pv6 translation
docunents, i.e., [RFC6052], [RFC6145], [RFC6146], [RFC6147], and
[ FTP64] .
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