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Abst ract

A Path Conputation El enment (PCE)-based architecture has been
specified for the conputation of Traffic Engineering (TE) Labe

Swi tched Paths (LSPs) in Miltiprotocol Label Switching (MPLS) and
Ceneral i zed MPLS (GWLS) networks in the context of single or
mul ti ple dormains (where a donain refers to a collection of network
el ements within a common sphere of address nanagenment or path

conmput ational responsibility such as Interior Gateway Protocol (I1GP)
areas and Aut ononous Systens). Path Conputation Cients (PCCs) send
conputation requests to PCEs, and these may forward the requests to
and cooperate with other PCEs forming a "path conputation chain".

I n PCE-based environments, it is thus critical to nonitor the state
of the path conputation chain for troubl eshooting and performance
noni toring purposes: |liveness of each elenent (PCE) involved in the
PCE chain and detection of potential resource contention states and
statistics in terns of path conputation tinmes are exanples of such
metrics of interest. This docunent specifies procedures and
extensions to the Path Conputation El enent Protocol (PCEP) in order
to gather such information

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc5886
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1. Introduction

The Pat h Conputati on El enent (PCE)-based architecture has been
specified in [ RFC4655] for the conputation of Traffic Engineering
(TE) Label Switched Paths (LSPs) in Miltiprotocol Label Sw tching
(MPLS) and Generalized MPLS (GWLS) networks in the context of single
or multiple domains where a donain refers to a collection of network
el enments within a common sphere of address nanagenent or path
conputational responsibility such Interior Gateway Protocol (IGP)
areas and Aut ononmous Systens.

Pat h Conputation Cients (PCCs) send conputation requests to PCEs
usi ng PCReq nessages, and these nmay forward the requests to and
cooperate with other PCEs forming a "path conputation chain". In the
case of successful path conputation, the conputed paths are then
provided to the requesting PCC using PCRep nessages. The PCReq and
PCRep messages are defined in [ RFC5440].

I n PCE-based environments, it is critical to nmonitor the state of the
path conputation chain for troubl eshooting and performance nonitoring
pur poses: liveness of each elenent (PCE) involved in the PCE chain
and detection of potential resource contention states and statistics
in terns of path conputation tinmes are exanples of such netrics of
interest.

As defined in [ RFC4655], there are circunstances in which nore than
one PCE is involved in the conputation of a TE LSP. A typica
exanple is when the PCC requires the conmputation of a TE LSP where
the head-end and the tail-end of the TE LSP do not reside in adjacent
domains and there is no single PCE with the visibility of both the
head-end and tail-end domain. W call the set of PCEs involved in
the conputation of a TE LSP a "path conputation chain". As further
di scussed in Section 3.1, the path conputation chain may either be
static (pre-configured) or dynamically determ ned during the path
conput ati on process

As discussed in [ RFC4655], a TE LSP nay be conputed by one PCE
(referred to as single PCE path conputation) or several PCEs
(referred to as multiple PCE path conputation). 1In the forner case
the PCC may be able to use | GP extensions to check the |iveness of
the PCE (see [ RFC5088] and [ RFC5089]) or PCEP using Keepalive
messages. |In contrast, when nultiple PCEs are involved in the path
conputation chain, an exanple of which is the Backward Recursive PCE-
based Conmputation (BRPC) procedure defined in [ RFC5441], the PCC s
visibility may be limited to the first PCE involved in the path
conmputation chain. Thus, it is critical to define nechanisns in
order to nonitor the state of the path conputation chain.
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Thi s docunent specifies PCEP extensions in order to gather various
state netrics along the path conputation chain. |In this docunent, we
call a "state netric" a netric that characterizes a PCE state. For
exanpl e, such a netric can have a formof a boolean (PCE is alive or
not, PCE is congested or not) or a performance nmetric (path
conputation tine at each PCE)

PCE state netrics can be gathered in two different contexts: in band
or out of band. By "in band" we refer to the situation whereby a PCC
requests to gather netrics in the context of a path conputation
request. For exanple, a PCC may send a path conputation request to a
PCE and nay want to know the processing tine of that request in
addition to the conputed path. Conversely, if the request is "out of
band", PCE state netric collection is perforned as a standal one
request (e.g., check the liveness of a specific path conputation
chain, collect the average processing tinme conmputed over the |ast

5-m nute period on one or nore PCEs).

In this docunent, we define two nonitoring request types: general and
specific. A general nonitoring request relates to the collection of
a PCE state netrics that is not coupled to a particular path
conmput ati on request (e.g., average CPU |load on a PCE). Conversely, a
specific nonitoring request relates to a particular path conputation
request (processing tinme to conplete the path conputation for a TE
LSP) .

Thi s docunent specifies procedures and extensions to the Path
Conmput ati on El enment Protocol (PCEP) ([RFC5440]), including new
obj ects and new PCEP nessages, in order to nonitor the path
conputation chain and gather various performance netrics

The message formats in this docunent are specified using Backus Naur
Format (BNF) encoding as specified in [ RFC5511].

1.1. Requirements Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Term nol ogy

PCC (Path Conputation Client): any client application requesting a
path conputation to be performed by a Path Conputation El enment.

PCE (Path Conputation Elenent): an entity (conponent, application, or

networ k node) that is capable of conputing a network path or route
based on a network graph and applyi ng conputational constraints.
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TE LSP: Traffic Engineering Label Switched Path.
3. Path Conmputation Monitoring Messages

As defined in [RFC5440], a PCEP nessage consists of a common header
followed by a variabl e-1ength body nade of a set of objects that can
be either nandatory or optional. As a renminder, an object is said to
be mandatory in a PCEP nessage when the object nust be included for
the message to be considered valid. The P flag (defined in

[ RFC5440]) is located in the common header of each PCEP object and
can be set by a PCEP peer to require a PCE to take into account the
related information during the path conputation. Because the P flag
exclusively relates to a path conputation request, it MJST be cleared
in the two PCEP nessages (PCvWbnReq and PCVbnRep nmessage) defined in
thi s docunent.

For each PCEP nmessage type, a set of rules is defined that specify
the set of objects that the nessage can carry. An inplenentation
MUST formthe PCEP nessages using the object ordering specified in
t hi s docunent.

In this docunment, we define two PCEP nessages referred to as the Path
Conmput ati on Mnitoring Request (PCMonReq) and Path Conputation
Monitoring Reply (PCVbnRep) nessages so as to handl e out - of - band

nmoni toring requests. The aim of the PCMonReq nessage sent by a PCC
to a PCEis to gather one or nore PCE state netrics on a set of PCEs
involved in a path conputation chain. The PCMonRep nessage sent by a
PCE to a PCCis used to provide such data.

3.1. Path Conputation Mnitoring Request (PCMbnReq) Message

The Message-Type field of the PCEP common header for the PCMonReq
nmessage is set to 8.

There is one mandatory object that MJST be included within a PCvbnReq
message: the MONI TORI NG obj ect (see Section 4.1). |If the MONI TORI NG
object is missing, the receiving PCE MIST send a PCErr nessage with
Error-type=6 (Mandatory Object mi ssing) and Error-val ue=4 (MONI TORI NG
object nmissing). Oher objects are optional

Format of a PCMonReq nessage (out-of-band request):
<PCMbnReq Message>::= <Conmmon Header >

<MONI TORI NG>

<PCC- | D- REQ>

[ <pce-list>]

[ <svec-list>]

[ <request-1Iist>]
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wher e:
<pce-list>::=<PCE-|D>[ <pce-Iist>]

<svec-li st >:: =<SVEC>
[ <OF>]
[ <svec-1list>]

<request-list>::=<request>[<request-list>]

<request >:: = <RP>
<END- POl NTS>
[ <LSPA>]
[ <BANDW DTH>]
[<metric-1ist>]
[ <RRO>]
[ <I RO>]
[ <LOAD- BALANCI NG
[ <XRO>]

<metric-list>:=<METRI C[<netric-list>]

Format of a PCReq nessage with nonitoring data requested (in-band

request):
<PCReq Message>::= <Common Header >
<MONI TORI NG
<PCC- | D- REQ>
[ <pce-list>]
[ <svec-list>]
<request-1list>
wher e:

<pce-list>::=<PCE-|D>[ <pce-li st >]
<svec-|ist>::=<SVEC>[ <svec-|i st >]
<request-list>::=<request>[<request-1list>]

<request >:: = <RP>
<END- PO NTS>
[ <LSPA>]
[ <BANDW DTH>]
[<metric-1ist>]
[ <RRC>[ <BANDW DTH>] ]
[ <I RO>]
[ <LOAD- BALANCI NG>]
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wher e:
<metric-list>:=<METRIC[<netric-list>]

The SVEC, RP, END- PO NTS, LSPA, BANDW DTH, METRIC, RRO, | RO, and
LOAD- BALANCI NG obj ects are defined in [RFC5440]. The XRO object is
defined in [ RFC5521] and the OF object is defined in [ RFC5541]. The
PCC- | D- REQ obj ect is defined in Section 4.2.

The PCWbnReq nmessage is used to gather various PCE state netrics
along a path conputation chain. The path conmputation chain may be
determ ned by the PCC (in the formof a series of a series of PCE-ID
obj ects defined in Section 4.3) according to policy specified on the
PCC or alternatively nay be determined by the path conputation
procedure. For exanple, if the BRPC procedure ([RFC5441]) is used to
conmpute an inter-domain TE LSP, the path conputation chain may be
determ ned dynamcally. 1In that case, the PCC sends a PCMonReq
nmessage that contains the PCEP objects that characterize the TE LSP
attributes along with the MONI TORI NG obj ect (see Section 4.1) that

lists the set of netrics of interest. |If alist of PCEs is present
in the nonitoring request, it takes precedence over nechani sns used
to dynamically determ ne the path conputation chain. |If a PCE

receives a nonitoring request that specifies a next-hop PCE in the
PCE list that is unreachable, the request MJST be silently discarded.

Several PCE state netrics nmay be requested that are specified by a
set of objects defined in Section 4. Note that this set of objects
may be extended in the future.

As pointed out in [RFC5440], several situations can arise in the form
of :

0 a bundle of a set of independent and non-synchroni zed path
conput ati on requests,

0 a bundle of a set of independent and synchroni zed path conputation
requests (SVEC object defined bel ow required), or

0 a bundle of a set of dependent and synchronized path conputation
requests (SVEC object defined bel ow required).

In the case of a bundle of a set of requests, the MONI TORI NG obj ect
SHOULD only be present in the first PCReq or PCMonReq nessage, and
the nmonitoring request applies to all the requests of the bundle,
even in the case of dependent and/or synchronized requests sent using
nmore than one PCReq or PCMbnReq nessage.

Vasseur, et al. St andards Track [ Page 8]



RFC 5886 Monitoring Tools for PCE-Based Architecture June 2010

Exanpl es of requests. For the sake of illustration, consider the
three foll owi ng exanpl es:

Exanpl e 1 (out-of-band request): PCCl nmakes a request to check the
pat h conputation chain that would be used should it request a path
conputation for a specific TE LSP naned T1l. A PCMonReq nessage is
sent that contains a MONI TORI NG obj ect specifying a path conputation
check, along with the appropriate set of objects (e.g., RP, END

PO NTS, etc.) that would be included in a PCReq nessage for TI1.

Exanpl e 2 (in-band request): PCCl requests a path conputation for a
TE LSP and al so nakes a request to gather the processing tinme al ong
the path conputation chain selected for the conputation of T1. A
PCReq nmessage is sent that al so contains a MONI TORI NG obj ect that
specifies the perfornmance nmetrics of interest.

Exanpl e 3 (out-of-band request): PCC2 requests to gather perfornmance
metrics along the specific path conputation chain <pcel, pce2, pce3,
pce7>. A PCWbnReq nessage is sent to PCEL that contains a MONI TORI NG
obj ect and a sequence of PCE-1D objects that identify PCElL, PCE2,
PCE3, and PCE7, respectively.

In all of the exanples above, a PCRep nessage (in-band request) or
PCVbnReq nessage (out-of-band request) is sent in response to the
request that reports the conputed netrics.

3.2. Path Monitoring Reply (PCMonRep) Message

The PCWbnRep nmessage is used to provide PCE state netrics back to the
requester for out-of-band nonitoring requests. The Message- Type
field of the PCEP common header for the PCVbnRep nessage is set to 9.

There is one mandatory object that MJST be included within a PCMbnRep
message: the MONI TORI NG obj ect (see Section 4.1). If the MONI TORI NG
object is mssing, the receiving PCE MIST send a PCErr nmessage with
Error-type=6 (Mandatory Object mi ssing) and Error-val ue=4 (MONI TORI NG
obj ect missing).

O her objects are optional.

Format of a PCMonRep (out-of-band request):
<PCMbnRep Message>::= <Conmon Header >
<MONI TORI NG
<PCC- | D- REQ>
[ <RP>]
[<netric-pce-list>]
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wher e:
<netric-pce-list> :=<metric-pce>[<netric-pce-list>]
<netric-pce>:: =<PCE- | D>

[ <PROC- TI ME>]
[ <OVERLOAD>]

Format of a PCRep nmessage with nmonitoring data (in band):

<PCRep Message> ::= <Common Header >
<response-|ist>

wher e:
<response-|ist>::=<response>[ <response-|ist>]
<response>: : =<RP>
<MONI TORI NG
<PCC- | D- REQ>
[ <NO- PATH>]
[<attribute-list>]
[ <pat h-1list>]
[<netric-pce-list>]
<pat h-1i st>::=<pat h>[ <pat h-1i st >]
<pat h>::= <ERO><attribute-list>
wher e:

<attribute-list>::=[ <LSPA>]
[ <BANDW DTH>]
[<metric-1ist>]
[ <I RO>]

<nmetric-list> :=<METRIC[<netric-list>]
<netric-pce-list> :=<nmetric-pce>[<netric-pce-list>]
<netric-pce>:: =<PCE- | D>

[ <PROC- Tl ME>]

[ <OVERLQAD>]

The RP and the NO PATH objects are defined in [ RFC5440].
REQ obj ect is defined in Section 4. 2.
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If the path conputation chain has been statically specified in the
correspondi ng nonitoring request using the series of a series of PCE-
I D objects defined in Section 4.3, the nonitoring request MJST use
the sane path conputation chain (using the PCE list but in the
reverse order).

4. Path Conputation Mnitoring Objects

The PCEP objects defined in the document are conpliant with the PCEP
object format defined in [RFC5440]. The P flag and the | flag of the
PCEP obj ects defined in this document SHOULD al ways be set to O on
transm ssion and MJST be ignored on receipt since these flags are
exclusively related to path conputation requests.

Several objects are defined in this section that can be carried

wi thin the PCEP PCReq or PCRep nessages defined in [RFC5440] in the
case of in-band nonitoring requests (the PCC requests the conputation
of the TE LSP in addition to gathering PCE state netrics). |In the
case of out-of-band nonitoring requests, the objects defined in this
section are carried within PCMonReq and PCVbnRep nessages

Al'l TLVs carried in objects defined in this docunent have the TLV
format defined in [ RFC5440]:

o Type: 2 bytes
0 Length: 2 bytes
o Value: variable

A PCEP object TLV is conprised of 2 bytes for the type, 2 bytes
specifying the TLV length, and a value field. The Length field
defines the Iength of the value portion in bytes. The TLV is padded
to 4-byte alignnment; padding is not included in the Length field (so
a 3-byte value would have a length of 3, but the total size of the
TLV woul d be 8 bytes). Unrecognized TLVs MJST be i gnored.

4.1. MONI TORI NG nj ect

The MONI TORI NG obj ect MJST be present wthin PCMbnReq and PCMbnRep
messages (out-of-band nmonitoring requests) and MAY be carried within
PCRep and PCReq nessages (in-band nonitoring requests). There SHOULD
NOT be nore than one instance of the MONI TORI NG object in a PCvbnReq
or PCWbnRep message: if nore than one instance of the MONI TORI NG
object is present, the recipient MIST process the first instance and
MUST i gnore other instances.
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The MONI TORI NG obj ect is used to specify the set of requested PCE
state netrics.

The MONI TORI NG hj ect-Cl ass (19) has been assigned by | ANA.
The MONI TORI NG hj ect-Type (1) has been assigned by | ANA
The format of the MONI TORI NG obj ect body is as foll ows:

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Reser ved | Fl ags [11C P gL
B Lt r s i i i o o T s ks S R S
| Moni t ori ng-i d- nunber |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
}/ Optional TLV(s) /}

B Lt r s i i i o o T s ks S R S
Fl ags: 24 bits
The following flags are currently defined:

L (Liveness) - 1 bit: when set, this indicates that the state metric
of interest is the PCE's |liveness and thus the PCE MJST include a
PCE-1D object in the corresponding reply. The L bit MJST al ways be
ignored in a PCvbnRep or PCRep nessage.

G (Ceneral) - 1 bit: when set, this indicates that the nonitoring
request is a general nonitoring request. Wen the requested
performance netric is specific, the G bit MIST be cleared. The G bit
MUST al ways be ignored in a PCMonRep or PCRep nessage.

P (Processing Tine) - 1 bit: the P bit of the MONI TORI NG obj ect
carried in a PCMonReq or a PCReq nessage is set to indicate that the
processing tinmes is a nmetric of interest. |If allowed by policy, a
PROC- TI ME obj ect MUST be inserted in the correspondi ng PCvbnRep or
PCRep message. The P bit MJST al ways be ignored in a PCMonRep or
PCRep nessage.

C (Overload) - 1 bit: The C bit of the MONI TORING object carried in a
PCVbnReq or a PCReq nessage is set to indicate that the overload
status is a netric of interest, in which case an OVERLOAD obj ect MJST
be inserted in the correspondi ng PCMonRep or PCRep nessage. The C
bit MJST al ways be ignored in a PCMbnRep or PCRep nmessage.
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I (Inconplete) - 1 bit: If a PCE supports a recei ved PCVbnReq nessage
and that nessage does not trigger any policy violation, but the PCE
cannot provide any of the set of requested performance netrics for
unspecifi ed reasons, the PCE MJST set the | bit. The I bit has no
meani ng in a request and SHOULD be ignored on receipt.

Moni toring-id-nunber (32 bits): The nonitoring-id-nunber val ue
conbined with the PCC-REQ I D identifying the requesting PCC uni quely
identifies the nonitoring request context. The nonitoring-id-nunber
MUST start at a non-zero value and MJST be incremented each tinme a
new nonitoring request is sent to a PCE. Each increment SHOULD have
a value of 1 and nay cause a wap back to zero. |If noreply to a
nmoni toring request is received fromthe PCE, and the PCC wi shes to
resend its path conputation nonitoring request, the sane nonitoring-
i d- nunber MJUST be used. Conversely, a different nonitoring-id-nunber
MUST be used for different requests sent to a PCEE A PCEP

i npl enent ati on SHOULD checkpoi nt the Monitoring-id-nunber of pending
noni toring requests in case of restart thus avoiding the reuse of a
Moni tori ng-i d-nunber of an in-process nonitoring request.

Unassi gned bits are considered as reserved and MJST be set to zero on
transm ssion and i gnored on reception

No optional TLVs are currently defined.
4.2. PCC-| D REQ Obj ect

The PCC- 1 D-REQ object is used to specify the I P address of the
requesti ng PCC

The PCC- I D-REQ MUST be inserted within a PCReq or a PCMonReq nessage
to specify the | P address of the requesting PCC

Two PCC- I D-REQ objects (for 1Pv4 and | Pv6) are defined. PCC ID REQ

hj ect-Class (20) has been assigned by 1ANA. PCC- | D- REQ Obj ect - Type
(1 for IPv4 and 2 for I Pv6) has been assigned by | ANA
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The format of the PCC- I D REQ object body for IPv4 and | Pv6 are as
fol | ows:

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| | Pv4 Address

B Lt r s i i i o o T s ks S R S

0 1 2 3
01234567890123456789012345678901
T S o i T T T i S S S S S S

+- +
| |
| | Pv6 Address

| |
| |
B T e o i S I i i S S N iy St S I S S

The PCC-|1 D REQ obj ect body has a fixed length of 4 octets for |Pv4
and 16 octets for |Pv6.

4.3. PCE-1D Obj ect

The PCE-I1D object is used to specify a PCEEs |IP address. The PCE-1D
obj ect can either be used to specify the Iist of PCEs for which
nonitoring data is requested and to specify the I P address of the
requesting PCC

A set of PCE-ID objects may be inserted within a PCReq or a PCMonReq
nmessage to specify the PCE for which PCE state netrics are requested
and in a PCvMbnRep or a PCRep nessage to record the | P address of the
PCE reporting PCE state netrics or that was involved in the path
conput ati on chai n.

Two PCE-ID objects (for IPv4 and 1 Pv6) are defined. PCE-1D bject-

O ass (25) has been assigned by ANA.  PCE-1D Object-Type (1 for |Pv4
and 2 for 1 Pv6) has been assigned by | ANA
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The format of the PCE-1D object body for IPv4 and | Pv6 are as
fol | ows:

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| | Pv4 Address

B Lt r s i i i o o T s ks S R S

0 1 2 3
01234567890123456789012345678901
T S o i T T T i S S S S S S

+- +
| |
| | Pv6 Address

| |
| |
B T e o i S I i i S S N iy St S I S S

The PCE-I1D object body has a fixed Iength of 4 octets for IPv4 and 16
octets for |Pve6.

When a dynam c di scovery mechanismis used for PCE discovery, a PCE
advertises its PCE address in the PCE- ADDRESS sub- TLV defined in

[ RFC5088] and [ RFC5089]. A PCC MUST use this address in PCReq and
PCVbnReq nessages and a PCE MUST al so use this address in PCRep and
PCMonRep nessages.

4. 4. PROC-TI ME bj ect

If allowed by policy, the PCE includes a PROC-TI ME object within a
PCVbonRep or a PCRep nessage if the P bit of the MONI TORI NG obj ect
carried within the correspondi ng PCMbnReq or PCReq nessage is set.
The PROC-TI ME object is used to report various processing tinme
related netrics.

1) Case of general nonitoring requests

A PCC nay request processing time netrics for general nonitoring
requests (e.g., the PCC may want to know the mini nrum naximum and
average processing times on a particular PCE). In this case,
general requests can only be nmade by usi ng PCMbnReq/ PCMbnRep
messages. The Current-processing-tine field (as expl ai ned bel ow)
is exclusively used for specific nonitoring requests and MUST be
cleared for general nonitoring requests. The algorithnms used by a
PCE to conpute the minimum naxi num average, and variance of the
processing tinmes are out of the scope of this docunment (a PCE may
decide to conpute the m ni mum processing tine over a period of
tinme, for the last N path conputation requests, etc.).

Vasseur, et al. St andards Track [ Page 15]



RFC 5886 Monitoring Tools for PCE-Based Architecture June 2010

2) Case of specific nonitoring requests

In the case of a specific request, the algorithns used by a PCE to
conmpute the Processing-tine netrics are out of the scope of this
docunent, but a flag is specified that is used to indicate to the
requester whether the processing tine value was estinated or
conmputed. The PCE may either (1) estinmate the processing tine

wi t hout perforning an actual path conputation or (2) effectively
performthe conmputation to report the processing tine. 1In the
forner case, the E bit of the PROC- Tl ME obj ect MIST be set. The G
bit MIST be cleared and the M n-processing-time, Mx-processing-
time, Average-processing-tine, and Vari ance-processing-time MJST
be set to 0x00000000.

When the processing tine is requested in addition to a path
conmput ati on (case where the MONI TORI NG object is carried within a
PCReq message), the PROC-TI ME object always reports the actual
processing tinme for that request and thus the E bit MJST be

cl ear ed.

The PROC-TI ME Obj ect-C ass (26) has been assigned by | ANA
The PROC-TI ME Obj ect-Type (1) has been assigned by | ANA.
The format of the PROC- TI ME object body is as follows:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Reserved | FI ags | E
e e i e e i S S S e

| Current-processing-tinme

T T i i o e e e e e s m s o S R TR R R SR
| M n- processi ng-ti ne

B T e o i S I i i S S N iy St S I S S
| Max- processi ng-ti ne

e e i i e e i s sk ik i SE S SN SR
| Aver age- processing time

T T i i o e e e et o S h SR R R S
| Vari ance- processing-tinme

B T e o i S I i i S S N iy St S I S S

Flags: 16 bits - one flag is currently defined:
E (Estimated) - 1 bit: when set, this indicates that the reported

metric value is based on estimated processing time as opposed to
actual conputations.
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Unassi gned bits are considered as reserved and MJUST be set to zero on
t ransm ssi on.

Current-processing-tinme: This field indicates, in mlliseconds, the
processing time for the path conputation of interest characterized in
t he correspondi ng PCMonReq nessage.

M n-processing-tinme: This field indicates, in mlliseconds, the
ni ni mum processing time.

Max- processing-tinme: This field indicates, in mlliseconds, the
maxi mum processing tine.

Aver age-processing-tine: This field indicates, in nilliseconds, the
average processing tine.

Vari ance-processing-tinme: This field indicates, in mlliseconds, the
vari ance of the processing tines.

Since the PCC may potentially use nonitoring netrics as input to
their PCE selection, it MAY be required to normalize how tinme netrics
(along with others nmetrics described in further revision of this
docunent) are conputed to ensure consi stency between the nonitoring
metrics conputed by a set of PCEs.

4.5, OVERLOAD bj ect

The OVERLOAD object is used to report a PCE processing congestion
state. Note that "overload" as indicated by this object refers to
the processing state of the PCE and its ability to handl e new PCEP
requests. A PCE is overl oaded when it has a backl og of PCEP requests
such that it cannot imediately start to process a new request thus
leading to waiting times. The overload duration is quantified as
being the (estimated) tinme until the PCE expects to be able to

i medi ately process a new PCEP request.

The OVERLOAD obj ect MJST be present within a PCMbnRep or a PCRep
nmessage if the C bit of the MONI TORI NG object carried within the
correspondi ng PCMonReq or PCReq nessage is set and the PCE is
experiencing a congested state. The OVERLOAD Obj ect-Cd ass (27) has
been assigned by I ANA. The overl oad hject-Type (1) has been
assigned by | ANA
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The format of the CONGESTI ON object body is as foll ows:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| FI ags | Reserved | Overl oad Duration
B s S S i i i ks a ks st S S S S S S

Flags: 8 bits - No flag is currently defined.

Overload duration - 16 bits: This field indicates the anmount of tine,
in seconds, that the responding PCE expects that it may continue to
be overloaded fromthe tine that the response nessage was generated
The receiver MAY use this value to deci de whether or not to send
further requests to the same PCE

It is worth noting that a PCE along a path conputation chain invol ved
in the nonitoring request nmay decide to learn fromthe overl oad
i nformati on received by one of downstream PCEs in the chain.

5. Policy

The recei pt of a PCMbnReq nessage may trigger a policy violation on
some PCE; in which case, the PCE MIUST send a PCErr nessage with
Error-type=5 and Error-val ue=6.

6. Elenments of Procedure

| bit processing: as indicated in Section 4.1, if a PCE supports a
recei ved PCMonReq nessage and that nmessage does not trigger any
policy violation, but the PCE cannot provide any of the set of
requested performance nmetrics for unspecified reasons, the PCE MJST
set the | bit. Once set, the | bit MJST NOT be changed by a

recei ving PCE

Upon receiving a PCMonReq nessage:

1) As specified in [RFC5440], if the PCE does not support the
PCVbnReq nessage, the PCE peer MUST send a PCErr nessage with
Error-value=2 (capability not supported). According to the
procedure defined in Section 6.9 of [RFC5440], if a PCC PCE
recei ves unrecogni zed nessages at a rate equal of greater than
specified rate, the PCC PCE nust send a PCEP CLOSE nessage with
cl ose val ue=5 "Reception of an unacceptabl e nunber of unrecognized

PCEP nessages". |n this case, the PCC PCE nust al so close the TCP
session and nust not send any further PCEP nessages on the PCEP
sessi on.
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2)

3)

If the PCE supports the PCWbnReq nmessage but the nonitoring
request is prohibited by policy, the PCE nust follow the procedure
specified in Section 5. As pointed out in Section 4.3, a PCE may
still partially satisfy a request, |eaving out some of the
required data if not allowed by policy.

If the PCE supports the PCVWbnReq and the nonitoring request is not
prohi bited by policy, the receiving PCE MIST first determ ne
whether it is the last PCE of the path conputation chain. |If the
PCE is not the last elenent of the path conputation chain, the
PCVMbnReq nmessage is relayed to the next-hop PCE: such a next hop
may be either specified by neans of a PCE-1D object present in the
PCVbnReq nessage or dynamically determ ned by nmeans of a procedure
outside of the scope of this docunment. Conversely, if the PCE is
the I ast PCE of the path conputation chain, the PCE originates a
PCVbnRep message that contains the requested objects according to
the set of requested PCE states netrics listed in the MONI TORI NG
object carried in the correspondi ng PCMbnReq nessage.

Upon receiving a PCReq nessage that carries a MONI TORI NG and
potentially other nonitoring objects (e.g., PCE-1D object):

1

2)

3)

As specified in [ RFC5440], if the PCE does not support (in-band)
noni toring, the PCE peer MJST send a PCErr nessage with Error-

val ue=2 (capability not supported). According to the procedure
defined in Section 6.9 of [RFC5440], if a PCC/ PCE receives
unrecogni zed nessages at a rate equal or greater than a specified
rate, the PCC PCE nust send a PCEP CLOSE nessage with cl ose

val ue=5 "Reception of an unacceptabl e nunber of unrecogni zed PCEP
messages”. In this case, the PCC PCE nust also close the TCP
session and nust not send any further PCEP nessages on the PCEP
sessi on.

If the PCE supports the nonitoring request but the nonitoring
request is prohibited by policy, the PCE nust follow the procedure
specified in Section 5. As pointed out in Section 4.3, a PCE may
still partially satisfy a request, |eaving out sonme of the
required data if not allowed by policy.

If the PCE supports the nonitoring request and that request is not
prohi bited by policy, the receiving PCE MIST first determ ne
whether it is the |last PCE of the path conputation chain. |[If the
PCE is not the |last elenent of the path conputation chain, the
PCReq nmessage (with the MONI TORI NG obj ect and potentially other
nmoni toring objects such as the PCE-1D) is relayed to the next-hop
PCE: such a next hop may be either specified by means of a PCE-1D
obj ect present in the PCReq nessage or dynam cally determ ned by
means of a procedure outside of the scope of this docunent.
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Conversely, if the PCE is the |ast PCE of the path conputation
chain, the PCE originates a PCRep nessage that contains the
requested objects according to the set of requested PCE states
metrics listed in the MONI TORING and potentially other nonitoring
objects carried in the correspondi ng PCReq nessage.

Upon receiving a PCMonRep nessage, the PCE processes the request,
adds the relevant objects to the PCMbnRep nessage and forwards the
PCVbonRep nmessage to the upstream requesting PCE or PCC

Upon receiving a PCRep nessage that carries nonitoring data, the
nmessage i s processed, additional nonitoring data is added according
to this specification, and the nessage is forwarded upstreamto the
requesting PCE or PCC

7. Manageability Considerations
7.1. Control of Function and Policy

It MJUST be possible to configure the activation/deactivation of PCEP
nonitoring on a PCEP speaker. In addition to the paraneters already
listed in Section 8.1 of [RFC5440], a PCEP inpl ementati on SHOULD
al I ow configuring on a PCE whet her or not specific, generic, in-band
and out-of -band nonitoring requests are allowed. Also, a PCEP

i mpl enentati on SHOULD al | ow configuring on a PCE a |ist of authorized
state netrics (aliveness, overload, processing time, etc.). This may
apply to any session in which the PCEP speaker participates, to a
specific session with a given PCEP peer or to a specific group of
sessions with a specific group of PCEP peers, for instance, the PCEP
peers of a nei ghbor AS.

7.2. Information and Data Model s
A new M B Mdul e may be defined that provides |ocal PCE state
metrics, as well as state netrics of other PCEs gathered using
nmechani sns defined in this docunent.

7.3. Liveness Detection and Monitoring

Thi s docunent provides nmechani sms to nonitor the liveliness and
performances of a given path conputation chain.

7.4. Verify Correct Qperations
Mechani sns defined in this document do not inply any new operation

verification requirenments in addition to those already listed in
[ RFC5440] .
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7.5. Requirenments on Other Protocols

Mechani sns defined in this document do not inply any requirenents on
other protocols in addition to those already listed in [ RFC5440].

7.6. Inpact on Network Operations

The frequency of PCVMbnReq nessages may i npact the operations of PCEs.
An inplementation SHOULD allow a linmt to be placed on the rate of
PCVMbnReq nmessages sent by a PCEP speaker and processed from a peer.

It SHOULD al so all ow sending a notification when a rate threshold is
reached. An inplenentation SHOULD al | ow handli ng PCReq nessages with
a higher priority than PCMbnReq nessages. An inpl enentati on SHOULD
all ow the configuration of a second linit for the PCReq nessage
requesting nonitoring data.

8. CGuidelines to Avoid Overl oad Thrashing

An inmportant concern while processing overload information is to
prevent the overload condition on one PCE sinply being noved to
another PCE. Indeed, there is a risk that the reaction to an

i ndi cation of overload will act to increase the anount of overl oad
within the network. Furthernore, this nmay lead to oscillations
between PCEs if the overload information is not handl ed properly.

This section presents sone brief guidance on how a PCC (which term
i ncludes a PCE naki ng requests of another PCE) should react when it
receives an indication that a PCE is overl oaded.

When an overload indication is received (on a PCRep nessage or on a
PCVbonRep nessage), it identifies that new PCReq nessages sent to the
PCE mi ght be subject to a delay equal to the value in the Overl oad
Duration field (when present).

It also indicates that PCReq nessages al ready queued at the PCE m ght
be subject to a delay. The PCC nust decide how to handl e new PCReq
messages and what to do about PCReq nessages al ready queued at the
PCE.

It is RECOWENDED that a PCC does not cancel a queued PCReq and
reissue it to another PCE because of the PCE bei ng overl oaded.

Such behavior is likely to result in overload thrashing as nultiple
PCCs nove the PCE queue to another PCE. This would sinply introduce
additional delay in the processing of all requests. A PCC MAY choose
to cancel a queued PCE request if it is willing to sacrifice the
request, maybe reissuing it later (after the overload condition has
been deternined to have cleared by use of a PCWbnReq/ Rep exchange).
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9.

9.

9.

1.

2.

It is then RECOWENDED to send the cancellation request with a higher
priority in order for the overloaded PCE to detect the request
cancel | ati on before processing the rel ated request.

A PCC that is aware of PCE overload at one PCE MAY select a different
PCE to service its next PCReq nessage. 1In doing so, it is
RECOMVENDED t hat the PCC consi der whet her the other PCE is overl oaded
or might be likely to becone overl oaded by other PCCs simlarly

di recting new PCReq nessages.

Furt hernmore, should the second PCE be al so overl oaded, it is
RECOMVENDED not to nmake any attenpt to switch back to the other PCE
wi t hout knowi ng that the first PCE is no | onger overl oaded.
| ANA Consi derations

New PCEP Message

Each PCEP nessage has a nessage type val ue.

Two new PCEP (specified in [ RFC5440]) nessages are defined in this
docunent :

Val ue Description Ref er ence
8 Pat h Conmputation Monitoring Request (PCVbnReq) Thi s docunent
9 Pat h Conmputation Monitoring Reply (PCMonRep) Thi s docunent

New PCEP (bj ects

Each PCEP object has an Object-d ass and an Object-Type. The
foll owi ng new PCEP objects are defined in this docunent:

bj ect-C ass Val ue Name bj ect - Type Ref er ence

19 MONI TORING 1 Thi s docunent

20 PCC-REQ ID 1: |Pv4 addresses Thi s docunent
2. | Pv6 addresses

25 PCE- 1D 1: | Pv4 addresses Thi s docunent
2: |1 Pv6 addresses Thi s docunent

26 PRCC- Tl ME 1 Thi s docunent

27 OVERLOAD 1: overl oad Thi s docunent

Vasseur, et al. St andards Track [ Page 22]



RFC 5886 Monitoring Tools for PCE-Based Architecture June 2010

9.3. New Error-Val ues

A registry was created for the Error-type and Error-val ue of the PCEP
Error bject.

A new Error-value for the PCErr nessage Error-type=5 (Policy
Violation) (see [ RFC5440]) is defined in this docunent.

Error-type Meaning Error-val ue Ref erence
5 Policy violation 6: Mnitoring nmessage Thi s docunent
supported but rejected
due to policy violation

A new Error-value for the PCErr nessage Error-type=6 (Mandatory
obj ect missing) (see [RFC5440]) is defined in this document.

Error-type Meaning Error-val ue Ref er ence
6 Mandatory Object 4. MON TORI NG obj ect Thi s docunent
n ssi ng n ssi ng

9.4. MONITORING Object Flag Field

| ANA has created a registry to nanage the Flag field of
t he MONI TORI NG obj ect .

New bit nunbers may be allocated only by an | ETF Review. Each bit
shoul d be tracked with the followi ng qualities:

0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability Description
o Defining RFC

Several bits are defined for the MONI TORING hject flag field in this
docunent :

Codespace of the Flag field (MONI TORI NG (bj ect)

Bi t Descri ption Ref er ence
0-18 Unassi gned

19 I nconpl ete Thi s docunent

20 Overl oad Thi s docunent

21 Processing Tine Thi s docunent

22 Cener al Thi s docunent

23 Li veness Thi s docunent
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9.5.

9. 6.

10.

PROC-TI ME Object Flag Field

| ANA has created a registry to manage the Flag field of the PROC Tl ME
obj ect.

New bit nunbers nmay be allocated only by an | ETF Review. Each bit
shoul d be tracked with the followi ng qualities:

o Bit number (counting frombit O as the nost significant bit)
0 Capability Description
o Defining RFC

One bit is defined for the PROC-TIME Chject flag field in this
docunent :

Codespace of the Flag field (PROC TI ME bject)

Bi t Description Ref er ence
0-14 Unassi gned
15 Esti mat ed Thi s docunent
OVERLOAD (bj ect Flag Field

| ANA has created a registry to nmanage the Flag field of the OVERLOAD
obj ect.

New bit nunbers may be allocated only by an | ETF Review. Each bit
shoul d be tracked with the followi ng qualities:

0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability Description
o Defining RFC

No Flag is currently defined for the OVERLOAD bject flag field in
this docunent.

Codespace of the Flag field (OVERLOAD (bj ect)
Bi t Descri ption Ref er ence
0-7 Unassi gned

Security Considerations
The use of nonitoring data can be used for various attacks such as

deni al - of -service (DoS) attacks (for exanple, by setting the C bit
and overload duration field of the OVERLOAD object to stop PCCs from
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11.

12.

12.

12.

using a PCE). Thus, it is recommended to nake use of the security
mechani snms di scussed in [ RFC5440] to secure a PCEP session
(authenticity, integrity, privacy, and DoS protection, etc.) to
secure the PCMonReq and PCMonRep nessages and PCE state netric
objects defined in this docunent. An inplenentation SHOULD al | ow
limting the rate at which PCMonReq or PCReq nessages carrying

nmoni toring requests received froma specific peer are processed

(i nput shaping) as discussed in Section 10.7.2 of [RFC5440], or from
anot her domain (see also Section 7.6).
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