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Abst r act

The purpose of this docunment is to define a framework for an Access
Node Control Mechani sm between a Network Access Server (NAS) and an
Access Node (e.g., a Digital Subscriber Line Access Miltipl exer
(DSLAM) in a multi-service reference architecture in order to
performoperations related to service, quality of service, and
subscri bers. The Access Node Control Mechanismw |l ensure that the
transm ssion of the information does not need to go through distinct
el ement managers but rather uses a direct device-device

communi cation. This allows for perform ng access-link-rel ated
operations within those network el enents, while avoiding inpact on

t he existing Operational Support Systens.

Thi s docunent first identifies a nunber of use cases for which the
Access Node Control Mechani sm may be appropriate. |t then presents
the requirenents for the Access Node Control Protocol (ANCP) that
nmust be taken into account during protocol design. Finally, it
describes requirenents for the network el ements that need to support
ANCP and the described use cases. These requirenents should be seen
as guidelines rather than as absolute requirements. RFC 2119

t heref ore does not apply to the nodal requirenents.
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Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc5851
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Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunent rnust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

This docunent nay contain material from | ETF Docunents or | ETF
Contributions published or nmade publicly avail abl e bef ore Novenber
10, 2008. The person(s) controlling the copyright in some of this
material may not have granted the I ETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate license fromthe person(s) controlling
the copyright in such materials, this docunment may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to format
it for publication as an RFC or to translate it into |anguages other
than Engli sh.
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1. Introduction

Di gital Subscriber Line (DSL) technology is w dely deployed for
Broadband Access for Next Generation Networks. Several docunents

i ke Broadband Forum TR-058 [ TR-058], Broadband Forum TR- 059

[ TR-059], and Broadband Forum TR-101 [TR-101] descri be possible
architectures for these access networks. The scope of these
specifications consists of the delivery of voice, video, and data
services. The framework defined by this docunent is targeted at DSL-
based access (either by nmeans of ATM DSL or as Ethernet/DSL). The
framework shall be open to other access technol ogi es, such as Passive
Optical Networks using DSL technology at the Optical Network Unit
(ONU), or wireless technol ogies |ike | EEE 802.16. Several use cases
such as Access Topol ogy Di scovery, Renpte Connectivity Test, and

Mul ticast may be applied to these access technol ogies, but the
details of this are outside the scope of this docunent.

Tradi tional architectures require Permanent Virtual CGircuit(s) per
subscriber. Such a virtual circuit is configured on |ayer 2 and
termnated at the first layer 3 device (e.g., Broadband Renbte Access
Server (BRAS)). Beside the data plane, the nodels define the
architectures for element, network, and service managenent.
Interworking at the managenent plane is not always possibl e because
of the organizational boundaries between departnents operating the
| ocal | oop, departnments operating the ATM network, and departnents
operating the I P network. Besides, nanagenent networks are usually
not designed to transmt nanagenent data between the different
entities in real tine.

When depl oyi ng val ue- added services across DSL access networKks,
special attention regarding quality of service and service control is
required, which inplies a tighter coordination between Network Nodes
(e.g., Access Nodes and Network Access Server (NAS)), without
burdeni ng the Qperational Support System (0SS) with unpractica
expect ati ons.
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Therefore, there is a need for an Access Node Control Mechani sm

bet ween a NAS and an Access Node (e.g., a Digital Subscriber Line
Access Miltiplexer (DSLAM) in a multi-service reference architecture
in order to performoperations related to service, quality of
service, and subscribers. The Access Node Control Mechani smwill
ensure that the transmi ssion of the informati on does not need to go

t hrough distinct el enment nmanagers but rather using a direct device-
devi ce communi cation. This allows for perform ng access-1ink-rel ated
operations within those network el enents, while avoi ding inpact on

t he existing OSSes.

Thi s docunent provides a framework for such an Access Node Control
Mechani sm and identifies a nunber of use cases for which this
mechani sm can be justified. Next, it presents a nunber of
requirenents for the Access Node Control Protocol (ANCP) and the
network el ements that need to support it.

The requirenents spelled out in this docunent are based on the work
that is perforned by the Broadband Forum [ TR- 147].

Requi rements Not ati on

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Definitions

0 Access Node (AN): network device, usually located at a service
provider central office or street cabinet, that term nates access-
| oop connections from subscribers. 1n case the access loop is a
Di gital Subscriber Line (DSL), this is often referred to as a DSL
Access Multipl exer (DSLAM) .

0 Network Access Server (NAS): network device that aggregates
mul ti pl exed subscriber traffic froma nunber of Access Nodes. The
NAS plays a central role in per-subscriber policy enforcenent and
quality of service (QS). Oten referred to as a Broadband
Net wor k Gateway (BNG or Broadband Renote Access Server (BRAS). A
detailed definition of the NAS is given in [ RFC2881].

0 "Net Data Rate": defined by ITUT G 993.2 [G 993.2], section 3. 39,
i.e., the portion of the total data rate that can be used to
transmit user infornmation (e.g., ATMcells or Ethernet franes).

It excludes overhead that pertains to the physical transm ssion
mechani sm (e.g., trellis coding in the case of DSL). It includes
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TPS-TC (Transport Protocol Specific - Transm ssion Convergence)
encapsul ation; this is zero for ATM encapsul ation, and non-zero
for 64/65 encapsul ati on.

0 "Line Rate": defined by ITUT G993.2. It contains the conplete
over head i ncl udi ng Reed- Sol onon and Trellis coding.

0 Access Node Control Mechanism a nmethod for nultiple network
scenarios with an extensi ble communicati on schene that conveys
status and control information between one or nore ANs and one or
nmore NASes wi t hout using internedi ate el enent nanagers.

0 Control Channel: a bidirectional |IP conmunication interface
between the controller function (in the NAS) and the reporting/

enforcenent function (in the AN). It is assumed that this
interface is configured (rather than di scovered) on the AN and the
NAS.

0 Access Node Control Adjacency: the relationship between an Access
Node and a NAS for the purpose of exchangi ng Access Node Contr ol
Prot ocol nessages. The adjacency nay either be up or down,
dependi ng on the result of the Access Node Control Adjacency
pr ot ocol operation.

o Milticast Flow designates datagrans sent to a group froma set of
sources for which nulticast reception is desired. A distinction
can be made between Any Source Milticast (ASM and Source- Specific
Mil ticast (SSM .

o Join: signaling fromthe user equipnent that it wishes to start

receiving a new nulticast flow In ASM it is referred to as a
"Join". In SSM[RFC4607], it is referred to as a "subscribe". In
| GWv2, "joins" are indicated through an "1 Gwv2 nenbership
report”. In IGWv3 [ RFC3376], "join" is indicated through

"menbership report” using different Filter-Mde-Change (ASM and
Sour ce- Li st - Change Records.

0 Leave: signaling fromthe user equipnment that it w shes to stop
receiving a nulticast flow Wth IGwWv2, this is conveyed inside
the "Leave G oup" nmessage, while in | GWv3, "leave" is indicated
t hrough the "I GWv3 nenbership report” nessage using different
Fi | t er- Mode- Change (ASM and Sour ce- Li st-Change Records.
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2. General Architecture Aspects

This section introduces the basic concept of the Access Node Contro
Mechani sm and descri bes the reference architecture where it is being
applied. Based on the reference architecture, the section then
descri bes how Access Node Control nessages are to be prioritized over
other data traffic, and the interacti on between ANCP and the network
management system Finally, the addressing schemes are described
that allow identifying an Access Port in Access Node Contro

nessages.

2.1. Concept of an Access Node Control Mechanism

The hi gh-1evel conmunication framework for an Access Node Contro
Mechanismis defined in Figure 1. The Access Node Control Mechanism
defines a quasi-real-time, general-purpose nethod for multiple
networ k scenarios with an extensible conmunication schenme, addressing
the different use cases that are described throughout this docunent.

oo +
| Policy
| Server
Fom e e e - +
|
|
S + - S I + S S +
| CPE |--| HGN|--| | | | _ |
+----- +  +----- + | Access | e T + | | | Regional
| Node |---| Aggregation |---| NAS |--| Network
+o- - - +oAe-- - + | | Network | | || |
| CPE |--| HGN|--| | Ao + (. |
oo - + - R U + oo - I R +
I nformati on Report / Admi ssion Request
______________________________ >
Adm ssion Response / Control Request
Cmm e e e e e e e e e e e e m e m e m— e —— e — -
Control Response
______________________________ >
Access Node Control Mechani sm
o m e e e e e e e e e e e - >
PPP, DHCP, IP
Cemmmmmman S>e e s e e e e e e M eemeemeeeesaessassassassasnaa- >

CPE: Customer Prem ses Equi pnent
HGN Hone Gat eway

Figure 1: Access Network Architecture
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A nunber of functions can be identified:

o Acontroller function: this function is used either to send out
requests for information to be used by the network el enent where
the controller function resides, or to trigger a certain behavior
in the network el enent where the reporting and/or enforcenent
function resides.

0o Areporting function: this function is used to convey status
information to the controller function. An exanple of this is the
transm ssion of the access-loop data rate froman Access Node to a
Net wor k Access Server (NAS) tasked with shaping traffic to that
rate.

o0 An enforcenment function: this function is contacted by the
controller function to trigger a renote action on the Access Node.
An exanple is the initiation of a port-testing nechanismon an
Access Node. Another exanple is enforcing whether a nulticast
join is to be honored or denied.

The nmessages shown in Figure 1 show the conceptual nessage flow. The
actual use of these flows, and the times or frequenci es when these
messages are generated depends on the actual use cases, which are
described in Section 3.

The use cases in this docunent are described in an abstract way,

i ndependent from any actual protocol mapping. The actual protoco
specification is out of scope of this docunment, but there are certain
characteristics of the protocol that are required to sinplify
specification, inplenentation, debugging and troubl eshooting, and to
extend support for additional use cases.

2.2. Reference Architecture

The reference architecture used in this docunent can be based on ATM
or Ethernet access/aggregation. Specifically:

o0 |In case of a |legacy ATM aggregation network that is to be used for
the introduction of new QoS-enabled | P services, the architecture
builds on the reference architecture specified in the Broadband
Forum [ TR- 059] ;

o |In case of an Ethernet aggregation network that supports new QS-
enabled I P services (including Ethernet multicast replication),
the architecture builds on the reference architecture specified in
t he Broadband Forum [ TR-101].
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G ven the industry's nove towards Ethernet as the new access and
aggregation technology for triple-play services, the prinmary focus
t hr oughout this document is on a TR-101 architecture. However the
concepts are equally applicable to an ATM architecture based on TR
059.

2.2.1. Hone Gateway

The Honme Gateway (HGW connects the different Custoner Prenises

Equi pnent (CPE) to the Access Node and the access network. In case
of DSL, the HGWis a DSL Network Term nation (NT) that could either
operate as a layer 2 bridge or as a layer 3 router. |In the latter

case, such a device is also referred to as a Routing Gateway (RG.
2.2.2. Access Loop

The access | oop ensures physical connectivity between the HGWNat the
custoner prenises and the Access Node. In case of DSL, the access-

| oop physical layer could be, e.g., ADSL, ADSL2+, VDSL, VDSL2, or
SHDSL. In order to increase bandwidth, it is also possible that
multiple DSL Iinks are grouped together to forma single virtua
link; this process is called "DSL bonding". The protoco
encapsul ati on on the access | oop could be based on nulti-protoco
encapsul ati on over ATM Adaption Layer 5 (AAL5) defined in [ RFC2684].
This covers PPP over Ethernet (PPPoE, defined in [RFC2516]), bridged
IP (I P over Ethernet (IPoE), defined in [RFC894]) and routed IP (IP
over ATM (I PoA), defined in [RFC2225]). Next to this, PPP over AALS5
(PPPoA) as defined in [ RFC2364] can be used. Future scenarios

i ncl ude cases where the access | oop supports direct Ethernet

encapsul ation (e.g., when using VDSL or VDSL2).

2.2.3. Access Node

The Access Node (AN) may support one or nore access-loop technol ogies
and allow themto interwork with a comobn aggregati on network

technol ogy. Besides the access-loop ternination, the AN can al so
aggregate traffic fromother Access Nodes using ATM or Ethernet.

The framework defined by this docunent is targeted at DSL-based
access (either by means of ATM DSL or as Ethernet/DSL). The
framework shall be open to non-DSL technol ogies, |ike Passive Optical
Net wor ks (PONs) and | EEE 802. 16 (W MAX), but the details of this are
out side the scope of this docunent.

The reporting and/or enforcenment function defined in Section 2.1
typically resides in an Access Node.
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2.2.4. Access Node Uplink

The fundanental requirenments for the Access Node uplink are to
provide traffic aggregation, Cass of Service (CoS) distinction, and
customer separation and traceability. This can be achi eved using an
ATM or Ethernet-based technol ogy.

2.2.5. Aggregation Network

The aggregati on network provides traffic aggregation towards the NAS
The aggregati on technol ogy can be based on ATM (in case of a TR-059
architecture) or Ethernet (in case of a TR- 101 architecture).

2.2.6. Network Access Server

The Network Access Server (NAS) interfaces to the aggregation network
by means of standard ATM or Ethernet interfaces, and towards the

Regi onal Network by nmeans of transport interfaces for Ethernet franes
(e.g., Ggabit Ethernet (G gE), Ethernet over Synchronous Optica
Network (SONET)). The NAS functionality corresponds to the BNG
functionality described in Broadband Forum TR-101. In addition to
this, the NAS supports the Access Node Control functionality defined
for the respective use cases throughout this document.

The controller function defined in Section 2.1 typically resides in a
NAS.

2.2.7. Regional Network

The Regi onal Network connects one or nore NAS and associ ated Access
Net works to Network Service Providers (NSPs) and Application Service
Providers (ASPs). The NSP aut henticates access and provi des and
manages the | P address to subscribers. It is responsible for overal
service assurance and includes Internet Service Providers (ISPs).
The ASP provides application services to the application subscriber
(gami ng, video, content on denand, |P tel ephony, etc.).

The Regi onal Network supports aggregation of traffic fromnultiple
Access Networks and hands off | arger geographic | ocations to NSPs and
ASPs -- relieving a potential requirenent for themto build
infrastructure to attach nore directly to the various Access

Net wor ks.
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2.3. Prioritizing Access Node Control Traffic

When sendi ng Access Node Control messages across the aggregation
network, care is needed that nmessages won't get lost. The
connectivity between the Access Node and the NAS may differ dependi ng
on the actual layer 2 technol ogy used (ATMor Ethernet). This
section briefly outlines how network connectivity can be established.

In case of an ATM access/aggregation network, a typical practice is
to send the Access Node Control Protocol nessages over a dedi cated
Permanent Virtual G rcuit (PVC) configured between the AN and the
NAS. These ATM PVCs woul d then be given a high priority so that at
times of network congestion, |loss of the ATMcells carrying the
Access Node Control Protocol is avoided or nmininmzed. It is

di scouraged to route the Access Node Control Protocol nessages within
the Virtual Path (VP) that also carries the customer connections, if
that VP is configured with a best-effort QS class (e.g., Unspecified
Bitrate (UBR)). The PVCs of nultiple Access Node Control Adjacencies
can be aggregated into a VP that is given a high priority and runs
across the aggregation network. This requires the presence of a VC
cross-connect in the aggregation node that termninates the VP

In case of an Ethernet access/aggregation network, a typical practice
is to send the Access Node Control Protocol nessages over a dedicated
Et hernet Virtual LAN (VLAN) using a separate VLAN identifier (VLAN
ID). This can be achieved using a different VLAN ID for each Access
Node, or, in networks with many Access Nodes and a hi gh degree of
aggregation, one Custoner VLAN (C VLAN) per Access Node and one
Service VLAN (S-VLAN) for the Access Node Control Adjacencies of al
Access Nodes. The traffic should be given a high priority (e.g., by
using a high CoS value) so that the frame | oss of Ethernet franes
carrying the Access Node Control Protocol nessages is ninimzed in
the event of network congestion

In both cases, the Control Channel between NAS and Access Node coul d
use the sane physical network and routing resources as the subscri ber
traffic. This neans that the connection is an inband connection

bet ween the involved network el enents. Therefore, there is no need
for an additional physical interface to establish the Contro

Channel

Note that these nethods for transporting Access Node Control Protoco
nmessages are typical exanples; they do not rule out other nethods
t hat achi eve the sane behavi or

The Access Node Control Adjacency interactions nmust be reliable. In

addition to this, sone of the use cases described in Section 3
require the interactions to be perforned in a transactional fashion
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2.

2.

4.

5.

i.e., using a "request/response" nechanism This is required so that
the network elenments always remain in a known state, irrespective of
whet her or not the transaction is successful

Interaction with Managenment Systens

When introduci ng an Access Node Control Mechanism care is needed to
ensure that the existing nanagenent mechani sns remain operational as
bef ore.

Specifically, when using the Access Node Control Mechani sm for
performng a configuration action on a network el enent, one gets
confronted with the chall enge of supporting nultiple nanagers for the
same network el ement: both the El enment Manager as well as the Access
Node Control Mechani sm may now perform configuration actions on the
same network el enent. Therefore, conflicts need to be avoi ded.

Usi ng the Access Node Control Mechanism the NAS retrieves and
controls a nunber of subscriber-related paraneters. The NAS nmay
decide to communicate this information to a central Policy or AAA
Server so that it can keep track of the parameters and apply policies
on them The Server can then enforce those policies on the NAS. For
i nstance, in case a subscriber is connected to nore than one NAS, the
policy server could be used to coordinate the bandw dth avail abl e on
a given Access Port for use anongst the different NAS devices.

Quidelines related to nanagenent will be addressed in Section 5
Circuit Addressing Scheme

In order to associ ate subscriber paraneters to a particul ar Access
Port, the NAS needs to be able to uniquely identify the Access Port
(or a specific circuit on an Access Port) using an addressi ng schene.

I n depl oynments using an ATM aggregati on network, the ATM PVC on an
access | oop connects the subscriber to a NAS. Based on this
property, the NAS typically includes a NAS-Port-1d, NAS-Port, or
Calling-Station-1d attribute in RAD US aut hentication and accounting
packets sent to the RADI US server(s). Such attribute includes the
identification of the ATMVC for this subscriber, which allows in
turn identifying the access | oop

In an Ethernet-based aggregati on network, a new addressing schene is
defined in [TR-101]. Two nechani sns can be used
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3.

3.

o A first approach is to use a one-to-one VLAN assi gnnent nodel for
all Access Ports (e.g., a DSL port) and circuits on an Access Port
(e.g., an ATM PVC on an ADSL port). This enables directly
deriving the port and circuit identification fromthe VLAN taggi ng
information, i.e., S VLANID or <S-VLAN ID, C VLAN ID> pair.

0 A second approach is to use a nany-to-one VLAN assi gnnent node
and to encode the Access Port and circuit identification in the
"Agent Circuit ID'" sub-option to be added to a DHCP or PPPoOE
message. The details of this approach are specified in [ TR 101].

Thi s docunent reuses the addressing schene specified in TR-101. It
shoul d be noted however that the use of such a schene does not inply
the actual existence of a PPPoE or DHCP session, nor the presence of

the specific interworking function in the Access Node. |n sone
cases, no PPPoE or DHCP session may be present, while port and
circuit addressing would still be desirable.

Use Cases for Access Node Control Mechani sm
1. Access Topol ogy Di scovery

[ TR-059] and [ TR-101] discuss various queui ng/ schedul i ng nechani sns
to avoid congestion in the access network while dealing with nultiple
flows with distinct QS requirenents. One technique that can be used
on a NAS is known as "Hierarchical Scheduling" (HS). This optionis
applicable in a single NAS scenario (in which case the NAS nmanages
all the bandwi dth avail able on the access loop) or in a dual NAS
scenario (in which case the NAS nanages sone fraction of the access

| oop’ s bandwi dth). The HS nust, at a mninmum support 3 |levels
nodel i ng the NAS port, Access Node uplink, and access-loop sync rate.
The rationale for the support of HSis as foll ows:

0 Provide fairness of network resources within a class.

o Alowfor a better utilization of network resources. Drop traffic
early at the NAS rather than letting it traverse the aggregation
network just to be dropped at the Access Node.

o Enable nore flexible CoS behaviors than only strict priority.

0 The HS system could be augnented to provide per-application
adm ssion control

o Allowfully dynanic bandwi dth partitioning between the various
applications (as opposed to static bandwi dth partitioning).
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0 Support "per-user weighted scheduling" to allow differentiated
Service Level Agreenents (e.g., business services) within a given
traffic class.

Such mechani sns require that the NAS gai ns know edge about the

topol ogy of the access network, the various |inks being used, and
their respective rates. Sone of the information required is sonewhat
dynamic in nature (e.g., DSL line rate -- thus also the net data
rate); hence, it cannot come from a provisioning and/or inventory
managenent OSS system Sonme of the information varies |ess
frequently (e.g., capacity of a DSLAM uplink), but neverthel ess needs
to be kept strictly in sync between the actual capacity of the uplink
and the image the BRAS has of it.

CSS systens are typically not designed to enforce the consistency of
such data in a reliable and scal abl e manner across organi zati ona
boundari es. The Access Topol ogy Di scovery function is intended to
all ow the NAS to performthese functions w thout having to rely on an
integration with an OSS system

Communi cating access-loop attributes is specifically inportant in
case the rate of the access | oop changes overtinme. The DSL actua
data rate may be different every tine the DSL NT is turned on. In
this case, the Access Node sends an Infornmati on Report nessage to the
NAS after the DSL |ine has resynchroni zed.

Additionally, during the time the DSL NT is active, data rate changes
can occur due to environmental conditions (the DSL access | oop can
get "out of sync" and can retrain to a |l ower value, or the DSL access
| oop coul d use Seanl ess Rate Adaptation making the actual data rate
fluctuate while the line is active). 1In this case, the Access Node
sends an additional Infornmation Report to the NAS each tinme the
access-loop attributes change above a threshol d val ue.

The hierarchy and the rates of the various Iinks to enable the NAS
hi erarchi cal scheduling and policing nechanisns are the foll ow ng:

o The identification and speed (data rate) of the DSL access | oop
(i.e., the net data rate)

o The identification and speed (data rate) of the Renote Term na
(RT) / Access Node uplink (when rel evant)

The NAS can adj ust downstream shaping to the Access Loop’s current
actual data rate, and nore generally reconfigure the appropriate
nodes of its hierarchical schedul er (support of advanced capabilities
according to TR-101).
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This use case nay actually include nore information than |ink
identification and corresponding data rates. In case of DSL access
| oops, the follow ng access-loop characteristics can be sent to the
NAS (cf. ITU- T Recommendation G 997.1 [G 997.1]):

o DSL Type (e.g., ADSL1, ADSL2, SDSL, ADSL2+, VDSL, VDSL2)

o Framng node (e.g., ATM |ITU T Packet Transfer Mde (PTM, |EEE
802.3 Ethernet in the First Mle (EFM)

o DSL port state (e.g., synchronized/ showtime, |ow power, no power/
idle)

0 Actual net data rate (upstream downstrean
o Maxi mum achi evabl e/ attai nabl e net data rate (upstream downstrean

0 Mninmumnet data rate configured for the access |oop (upstream
downstrean

o Maxi mum net data rate configured for the access |oop (upstream
downst r eam

0 Mninmumnet data rate in | ow power state configured for the access
| oop (upstreant downstream

o Maxi mum achi evabl e interl eavi ng del ay (upstreant downstream
0 Actual interleaving delay (upstream downstrean)

The NAS MUST be able to receive access-1oop characteristics
i nformati on, and share such information with AAA/ policy servers.

3.2. Access-Loop Configuration

access-loop rates are typically configured in a static way. Wen a
subscri ber wants to change its access-loop rate, the network operator
needs to reconfigure the Access Port configuration, possibly inplying
a busi ness-to-busi ness transaction between an Internet Service
Provider (I1SP) and an Access Provider. Froman Operating

Expendi tures (OPEX) perspective this is a costly operation.

Usi ng the Access Node Control Mechanismto change the access-I| oop
rate fromthe NAS avoi ds those cross-organi zati on busi ness-to-

busi ness interactions and allows to centralize subscriber-related
service data in e.g., a policy server. Mre generally, several
access-loop paraneters (e.g., mninumdata rate, interleaving del ay)
could be changed by neans of the Access Node Control Mechanism
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Triggered by the conmunication of the access-loop attributes
described in Section 3.1, the NAS could query a Policy or AAA Server
to retrieve access-loop configuration data. The best way to change
access-l oop paraneters is by using profiles. These profiles (e.qg.
DSL profiles for different services) are pre-configured by the

El enrent Manager nanagi ng the Access Nodes. The NAS nmay then use the
Configure Request nessage to send a reference to the right profile to
the Access Node. The NAS may al so update the access-I|oop
configuration due to a subscriber service change (e.g., triggered by
the policy server).

The access-|oop configuration nmechani smnay al so be useful for
configuration of paraneters that are not specific to the access-Ioop
technol ogy. Exanples include the QS profile to be used for an
access |l oop, or the per-subscriber nulticast channel entitlenent

i nformati on, used for IPTV applications where the Access Node is
performng | GW snooping or I GW proxy function. The latter is also
di scussed in Section 3.4.

It may be possible that a subscriber wants to change its access-1oop
rate, and that the operator wants to enforce this updated access-I|oop
rate on the Access Node using ANCP, but that the Access Node Contro
Adj acency is down. In such a case, the NAS will not be able to
request the configuration change on the Access Node. The NAS shoul d
then report this failure to the external nanagenent system which
coul d use application-specific signaling to notify the subscriber of
the fact that the change could not be perfornmed at this tine.

3.3. Renote Connectivity Test

Traditionally, ATMcircuits are point-to-point connections between
the BRAS and the DSLAM or DSL NT. In order to test the connectivity
on layer 2, appropriate Operations, Adm nistration, and M ntenance
(CAM functionality is used for operation and troubl eshooting. An
end-to-end OAM | oopback is perforned between the edge devices (NAS
and HGW of the broadband access network.

When migrating to an Ethernet-based aggregati on network (as defined
by TR-101), end-to-end ATM OAM functionality is no |onger applicable
Ideally in an Ethernet aggregation network, end-to-end Ethernet QAM
(as specified in | EEE 802.1ag and | TU- T Recommendati on Y. 1730/ 1731)
can provi de access-loop connectivity testing and fault isolation
However, nost HGAM do not yet support these standard Ethernet OAM
procedures. Also, various access technol ogi es exist such as ATM DSL,
Et hernet in the First Mle (EFM, etc. Each of these access
technol ogi es have their own |ink-based OAM nechani sns that have been
or are being standardized in different standard bodi es.
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In a m xed Ethernet and ATM access network (including the |oca

loop), it is desirable to keep the sanme ways to test and troubl eshoot
connectivity as those used in an ATM based architecture. To reach
consi stency with the ATM based approach, an Access Node Contro
Mechani sm bet ween NAS and Access Node can be used until end-to-end

Et hernet OAM nechani sns are nore w dely avail abl e.

Triggered by a |l ocal nmanagenment interface, the NAS can use the Access
Node Control Mechanismto initiate an access-1oop test between Access
Node and HGN I n case of an ATM based access | oop, the Access Node
Control Mechani smcan trigger the Access Node to generate ATM (F4/F5)
| oopback cells on the access loop. In case of Ethernet, the Access
Node can performa port synchroni zation and administrative test for
the access |oop. The Access Node can send the result of the test to
the NAS via a Control Response nmessage. The NAS rmay then send the
result via a local managenent interface. Thus, the connectivity

bet ween the NAS and the HGWN can be nonitored by a single trigger
event.

3.4. Multicast

Wth the rise of supporting |IPTV services in a resource efficient
way, nulticast services are getting increasingly inportant.

In case of an ATM access/ aggregati on network, such as the reference
architecture specified in Broadband Forum [ TR-059], nulticast traffic
replication is performed in the NAS. In this nodel, typically | GW
is used to control the nulticast replication process towards the
subscribers. The NAS terni nates and processes | GW signaling
nmessages sent by the subscribers; towards the Regional Network, the
NAS typically uses a nulticast routing protocol such as Protoco

I ndependent Multicast (PIM. The ATM Access Nodes and aggregation
switches don't perform | GV processing, nor do they perform multicast
traffic replication. As a result, network resources are wasted

wi thin the access/aggregati on networKk.

To overcone this resource inefficiency, the Access Node, aggregation
node(s), and the NAS nust all be involved in the nulticast
replication process. This prevents several copies of the same stream
frombeing sent within the access/aggregati on network. 1In case of an
Et her net - based access/aggregation network, this may, for exanple, be
achi eved by neans of | GW snooping or | GW proxy in the Access Node
and aggregation node(s).

By introducing | GW processing in the access/aggregati on nodes, the
mul ticast replication process is now divided between the NAS, the
aggregation node(s), and Access Nodes. In order to ensure backward
conpatibility with the ATM based nodel, the NAS, aggregation node,
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and Access Node need to behave as a single |ogical device. This

| ogi cal device nust have exactly the sanme functionality as the NAS in
the ATM access/aggregati on network. The Access Node Contro
Mechani sm can be used to make sure that this |ogical/functiona
equi val ence is achi eved by exchanging the necessary information

bet ween t he Access Node and the NAS

Anot her option is for the subscriber to conmunicate the "join/leave"
information with the NAS. This can for instance be done by
termnating all subscriber |IGW signaling on the NAS. Another
exanpl e could be a subscriber using sone form of application-|eve
signaling, which is redirected to the NAS. |In any case, this option
is transparent to the access and aggregation network. 1In this
scenario, the NAS can use ANCP to create replication state in the AN
for efficient nulticast replication. The NAS sends a single copy of
the multicast streamtowards the AN. The NAS can perform conditiona
access and nmulticast adm ssion control on nmulticast joins, and create
replication state in the ANif the flowis admtted by the NAS

The foll owi ng subsections describe the different use cases related to
nmul ti cast.

3.4.1. Mul ti cast Conditional Access

In a DSL broadband access scenario, service providers nmay want to
dynami cally control, at the network |evel, access to sone nulticast
flows on a per-user basis. This may be used in order to
differentiate anmong nultiple Service Ofers or to realize/reinforce
conditional access for sensitive content. Note that, in sone
environnents, application-layer conditional access by neans of
Digital Rights Managenent (DRM may provide sufficient control, so
that Miulticast Conditional Access may not be needed.

Where Multicast Conditional Access is required, it is possible, in
some cases, to provision the necessary conditional access information
into the AN so the AN can then performthe conditional access
deci si ons aut ononmously. For these cases, the NAS can use ANCP to
provi sion the necessary information in the AN so that the AN can
decide locally to honor a join or to not honor a join. This can be
done with the Control Request and Control Response nessages.

Provi sioning the conditional access information on the AN can be done
using a "white list", "grey list", and/or a "black list". A white
list associated with an Access Port identifies the nulticast flows
that are allowed to be replicated to that port. A black Iist
associated with an Access Port identifies the nmulticast flows that
are not allowed to be replicated to that port. A grey list
associated with an Access Port identifies the nulticast flows for
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which the AN on receiving a join nessage, before starting traffic
replication queries the NAS for further authorization. Each |ist
contains zero, one, or nultiple entries, and each entry may specify a
single flow or contain ranges (i.e., mask on G oup address and/or
mask on Source address).

Upon receiving a join nessage on an Access Port, the Access Node will
first check if the requested nulticast flowis part of a white, grey,
or a black list associated with that Access Port. |If it is part of a
white list, the AN autononously starts replicating nmulticast traffic.
If it is part of a black list, the AN autononously discards the
message because the request is not authorized, and may thus inform
the NAS and | og the request accordingly. |If it is part of a grey
list the AN uses ANCP to query the NAS, that in turn will respond to
the AN indicating whether the join is to be honored (and hence
replication perfornmed by the AN) or denied (and hence replication not
performed by the AN)

If the requested nmulticast flowis part of nultiple |lists associated
with the Access Port, then the nost specific nmatch will be used. |If
the nost specific match occurs in nmultiple lists, the black |ist
entry takes precedence over the grey list, which takes precedence
over the white list.

If the requested nmulticast flowis not part of any list, the nessage
shoul d be discarded. This default behavior can easily be changed by
means of a "catch-all" statement in either the white list or the grey
list. For instance, adding (<S=*,G=*>) in the white list would nake
the default behavior to accept join nessages for a nmulticast flow
that has no other match on any list. Sinmlarly, if the default
behavi or should be to send a request to the NAS, then adding
(<S=*,G*>) in the grey list acconplishes that.

The white list, black list, and grey list can contain entries
al | owi ng:

0 an exact match for a (*,G ASMgroup (e.g., <G=g.h.i.l>);

o an exact match for a (S, G SSM channel (e.g.
<S=s.t.u.v,G=g.h.i.l>);

0 a nmmsk-based range match for a (*,G ASMgroup (e.g., <G=g.h.i.l/
Mask>) ;

0 a mask-based range match for a (S, G SSM channel (e.g.
<S=s.t.u.v/Msk, Gg. h.i.l/Msk>);
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The follow ng are sone exanpl e configurations:
0 Scenario 1: reject all nessages
* black list = {<&=*, G=*>}
0 Scenario 2: reject all nessages, except Join (S=*,GG) (1<=i<=n)

* white |ist

{ <S=*,G=Gl> , <S=*,G@>, ... <S=*, G=Gn>}
* Dplack list = {<S=*, G=*>}

0 Scenario 3: AN performs autononous decisions for sone channels,
and asks the NAS for other channels

* white list = { <S=*, G=Gl> , <S=*, G=@>, ... <S=*, G=(n>}

* grey list = { <S=s,GGrr} for nen

* black list = {<S=*, G=*>}

* ==> Join (S=*,G=G) gets honored by AN (1l<=i<=n)

* ==> Join (S=s,G=G1 triggers ANCP Admi ssion Request to NAS
* ==> everything else gets rejected by AN

The use of a white list and black |list may be applicable, for

i nstance, to regular |IPTV services (i.e., broadcast TV) offered by an
Access Provider to broadband (e.g., DSL) subscribers. For this
application, the I PTV subscription is typically bound to a specific
DSL line, and the nulticast flows that are part of the subscription
are wel | -known beforehand. Furthernore, changes to the conditiona
access information are infrequent, since they are bound to the
subscription. Hence, the Access Node can be provisioned with the
condi tional access information related to the I PTV service.

In sone other cases, it may be desirable to have the conditiona
access deci sion being taken by the NAS or a Policy Server. This may
be the case when conditional access information changes frequently,
or when the nulticast groups are not known to a client application in
advance. The conditional access control could be tied to a nore
conpl ex policy/authorization nechanism e.g., tine-of-day access,

| ocati on-based access, or to invoke a renote authorization server

For these cases, the AN can use ANCP to query the NAS that in turn
will respond to the AN indicating whether the join is to be denied or
honored (and hence replication performed by the AN). This can be
done with the Admi ssion Request and Adni ssion Response nessages.

Qoghe, et al. I nf or mat i onal [ Page 20]



RFC 5851 ANCP Fr amewor k May 2010

Some exanpl es of using NAS querying are the follow ng:

0 Roaning users: a subscriber that logs in on different wirel ess
hot spots and would like to receive multicast content he is
entitled to receive

o Mbility or seanl ess handover (a related exanple): in both cases,
the burden of (re)configuring access nodes with white lists or
bl ack lists may be too high

0 "Over-the-top video partnerships": service providers may choose to
partner with Internet video providers to provide video content.
In this case, the nulticast group nappings may not be known in
advance, or may be reused for different content in succession

o "Pay Per View': a subscriber chooses a specific |IPTV channel which
is made avail able for a given anmount of tine.

3.4.2. Milticast Adnmi ssion Contro

The successful delivery of triple-play broadband services is quickly
becom ng a big capacity planning chall enge for nost of the Service
Provi ders nowadays. Solely increasing avail able bandwi dth is not

al ways practical, cost-econom cal, and/or sufficient to satisfy end-
user experience given not only the strict requirenents of unicast
del ay sensitive applications |like VolP and video, but also the fast
grow h of multicast interactive applications such as

vi deoconferencing, digital TV, digital audio, online novies, and

net wor ked gam ng. These applications are typically characterized by
a del ay-sensitive nature, an extrenely | oss-sensitive nature, and

i ntensi ve bandwi dth requirenents. They are also typically "non-

el astic", which neans that they operate at a fixed bandw dth that
cannot be dynamically adjusted to the currently avail abl e bandw dt h.

Therefore, a Connection Adm ssion Control (CAC) nechani sm coveri ng
adm ssion of video traffic over the DSL broadband access is required,
in order to avoid oversubscribing the avail able bandw dth and
negatively inpacting the end-user experience.

Consi dering specifically adm ssion control over the access |ine,

bef ore honoring a user request to join a new nulticast flow, the
conbi nation of AN and NAS nust ensure adm ssion control is perforned
to validate that there is sufficient bandw dth renai ning on the
access line to carry the new video stream (in addition to all other
mul ti cast and uni cast video streans sent over the access line). The
solution needs to cope with nmultiple flows per access |ine and needs
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to allow access-line bandwi dth to be dynanically shared across
mul ti cast and unicast traffic (the unicast CAC is performed either by
the NAS or by sone off-path policy server).

Thus, supporting CAC for the access line requires sone form of
synchroni zati on between the entity perfornmng nulticast CAC (e.g.
the NAS or the AN), the entity perform ng unicast CAC (e.g., the
policy server), and the entity actually enforcing the nmulticast
replication (i.e., the AN. This synchronization can be achieved in
a nunber of ways:

0 One approach is for the AN to query the NAS so that Adm ssion
Control for the access line is perforned by the NAS, or by the
policy server which interacts with the AN via NAS. The AN can use
ANCP to query the NAS that in turn perfornms a nmulticast Adm ssion
Control check for the new rmulticast flow and responds to the AN
i ndi cating whether the join is to be denied or honored (and hence
replication perforned by the AN). The NAS may locally keep track
of the portion of the access-loop net data rate that is available
for (unicast or multicast) video flows and perform vi deo bandwi dth
accounting for the access loop. Upon receiving an Admi ssion
Request fromthe AN, the NAS can check avail abl e access-1oop
bandwi dth before admtting or denying the multicast flow In the
process, the NAS may conmunicate with the policy server. For
uni cast video services such as Video on Demand (VoD), the NAS nmay
al so be queried (by a policy server or via on-path CAC signaling),
so that it can perform adnission control for the unicast flow and
update the remaini ng avail abl e access-1oop bandwi dth. The ANCP
requirenents to support this approach are specified in this
docunent .

0 The above nodel could be enhanced with the notion of "Delegation
of Authorization". 1In such a nodel, the NAS or the policy server
del egates authority to the Access Node to perform multicast
Adm ssion Control on the access loop. This is sonetines referred
to as "Bandwi dth Del egation", referring to the portion of the
total access-loop bandwi dth that can be used by the Access Node
for multicast Admission Control. In this nodel, the NAS or the
policy server manages the total access-line bandw dth, perforns
uni cast adni ssion control, and uses ANCP to authorize the Access
Node to perform nulticast Adm ssion Control w thin the bounds of
the "del egated bandwi dt h". Upon receiving a request for a
multicast flowreplication that nmatches an entry in the white or
grey list, the AN perforns the necessary bandw dth admi ssion
control check for the new nulticast flow, before starting the
multicast flowreplication. At this point, there is typically no
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need for the Access Node to comrunicate with the NAS or the policy
server via the NAS. The ANCP requirenents to support this
approach are al so specified in this docunent.

0 |In case the subscriber communi cates the "join/leave" information
with the NAS (e.g., by terminating all subscriber |IGQVP signaling
on the NAS or by using sone form of application-Ilevel signaling),
the approach is very simlar. |In this case, the NAS nay locally
keep track of the portion of the access-loop bandwi dth that is
avail able for video flows, perform CAC for unicast and mul ticast
flows, and perform vi deo bandw dt h managenent. The NAS can set
the replication state on the AN using ANCP if the flowis
adm tted. For unicast video services, the NAS nmay be queried (by
a policy server or via on-path CAC signaling) to perform adni ssion
control for the unicast flow, and update the remaining avail able
access-|l oop bandwi dth. The ANCP requirenents to support this
approach are specified in this docunent.

o In the |l ast approach, the policy server queries the AN directly or
indirectly via the NAS, so that both unicast and nulticast CAC for
the access line are perforned by the AN. In this case, a
subscri ber request for a unicast flow (e.g., a Video on Denmand
session) will trigger a resource request nessage towards a policy
server; the latter will then query the AN (possibly via the NAS),
that in turn will performunicast CAC for the access |ine and
respond, indicating whether the unicast request is to be honored
or denied. The above nodel could also be enhanced with the notion
of "Del egation of Authorization". In such a nodel, the policy
server del egates authority to the Access Node to perform nulticast
Admi ssion Control on the access loop. |In the case when the policy
server queries the AN directly, the approach doesn’'t require the
use of ANCP. It is therefore beyond the scope of this docunent.
In the case when the policy server queries the AN indirectly via
the NAS, the approach requires the use of ANCP and is therefore in
the scope of this docunent.

3.4.2.1. Delegation of Authority - Bandwi dth Del egati on

The NAS uses ANCP to indicate to the AN whether or not Admi ssion
Control is required for a particular nmulticast flow on a given Access
Port. In case Admi ssion Control is required, the Access Node needs
to know whether or not it is authorized to perform Adnission Contro
itself and, if so, within which bounds it is authorized to do so
(i.e., how nmuch bandwi dth is "del egated" by the NAS or the policy
server). Depending on the type of nulticast flow, Adm ssion Contro
may or may not by done by the AN
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o Milticast flows that require a Conditional Access operation to be
performed by the Access Node are put in the black or white |ist.
In addition, the Access Node performs Adni ssion Control for those
flows in the white list for which it is authorized to do so.

o Milticast flows that require a Conditional Access operation to be
perfornmed by the NAS or the policy server, are put in the grey

list. In addition, for those flows in the grey list for which the
Access Node shoul d perform Adm ssion Control, the NAS or the
policy server will delegate authority to the AN

In sone cases, the bandwidth that the NAS or the policy server
initially delegated to the AN may not be enough to satisfy a

mul ticast request for a new flow In this scenario, the AN can use
ANCP to query the NAS in order to request additional delegated

mul ticast bandwidth. This is a formof extending the AN

aut hori zation to perform Adm ssion Control. The NAS or the policy
server decides if the request for nore bandwi dth can be satisfied and
uses ANCP to send a response to the AN indicating the updated

del egated nulticast bandwidth. It is worth noting that in this case
the tine taken to conplete the procedure is an increnment to the
zapping delay. |In order to mnimze the zapping delay for future

join requests, the AN can insert in the request nmessage two val ues:
the m ni num anount of additional nulticast bandw dth requested and
the preferred additional anount. The first value is the anount that
allows the present join request to be satisfied, the second val ue an
amount that anticipates further join requests.

In sone cases, the NAS or the policy server may not have enough

uni cast bandwidth to satisfy a new incom ng video request: in these
scenarios, the NAS can use ANCP to query (or instruct) the ANin
order to decrease the anpbunt of nulticast bandwi dth previously

del egated on a given Access Port. This is a formof limting/

wi t hdrawi ng AN aut hori zation to perform Adnission Control. The NAS
can use ANCP to send a response to AN indicating the updated

del egated nulticast bandwi dth. Based on considerations simlar to
those of the previous paragraph, it indicates the m ni mum anount of
nmul ti cast bandwi dth that it needs rel eased and a preferred anmount,
whi ch may be | arger.

Note: in order to avoid inpacting existing nmulticast traffic, the NAS
nmust not decrease the anount of del egated nulticast bandwidth to a
val ue | ower than the bandwidth that is currently in use. This
requires the NAS to be aware of this information (e.g., by neans of a
separate query action).

Qoghe, et al. I nf or mat i onal [ Page 24]



RFC 5851 ANCP Fr amewor k May 2010

In addition, in sone cases, upon receiving a | eave for a specific

mul ticast flow, the AN nay decide that it has an excess of del egated
but unconmitted bandwi dth. |In such case, the AN can use ANCP to send
a message to the NAS to release all of part of the unused nulticast
bandwi dth that was previously delegated. 1In this process, the Access
Node may decide to retain a mni rum anount of bandwi dth for nulticast
servi ces

3.4.2.2. \Wien Not to Perform Admi ssion Control for a Subset of Flows

In general, the Access Node and NAS may not be aware of all possible
nmul ticast groups that will be streaned in the access network. For
instance, it is likely that there will be nulticast streans offered
across the Internet. For these unknown streans, perforn ng bandw dth
Adni ssion Control may be chall engi ng.

To solve this, these requests could be accepted w thout perform ng
Admi ssion Control. This solution works, provided that the network
handl es the streans as best effort, so that other streans (that are
subj ect to Adnmission Control) are not inpacted at tinmes of
congesti on.

Di sabl i ng Admi ssion Control for an unknown stream can be achi eved by
adding a "catch-all statenent” in the Access Node white list or grey
list. In case the Access Node queries the NAS, the NAS on his turn
will have to accept the request. That way, the unknown streans are
not bl ocked by default.

Next, in order to ensure that the streans are handled as best effort,
the flow nust be marked as such when entering the service provider
network. This way, whenever congestion occurs sonewhere in the
access/aggregati on network, this streamw |l be kicked out before the
access provider’s own prenium content.

The above concept is applicable beyond the notion of "Internet
streans" or other unknown streans; it can be applied to known

nmul ticast streans as well. In this case, the Access Node or NAS will
accept the stream even when bandwi dth nmay not be sufficient to
support the stream This again requires that the stream be marked as
best-effort traffic before entering the access/aggregati on network

3.4.2.3. Milticast Adm ssion Control and Wiite Lists

As mentioned in Section 3.4.1, conditional access to popul ar |PTV
channel s can be achi eved by neans of a white and bl ack |i st
configured on the Access Node. This nethod allows the Access Node to
aut ononousl y deci de whether or not access can be granted to a

nmul ticast flow
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I PTV is an exanple of a service that will not be offered as best
effort, but requires sone | evel of guaranteed quality of service

This requires the use of Miulticast Adnmission Control. Hence, if the
Access Node wants to autononously performthe adnission process, it
nmust be aware of the bandwi dth characteristics of multicast flows.

O herwi se, the Access Node would have to query the NAS for Milticast
Admi ssion Control (per the grey list behavior); this would defeat the
pur pose of using a white and black |ist.

Some networ k depl oynments may conbine the use of white list, black
list, and grey list. The inplications of such a nodel to the overal
Mul ti cast Admi ssion Control nodel are not fully explored in this
docunent .

3.4.3. Milticast Accounting and Reporting

It may be desirable to performtinme- and/or vol ume-based accounting
for certain nmulticast flows sent on particular Access Ports. |n case
the AN is performing the traffic replication process, it knows when
replication of a nulticast flowto a particular Access Port or user
start and stops. Milticast accounting can be addressed in two ways:

0 The AN keeps track of when replication for a given nulticast flow
starts or ends on a specified Access Port, and generates tine-
and/ or vol une-based accounting i nformati on per Access Port and per
nmul ticast flow, before sending it to a central accounting system
for logging. Gven that the AN comruni cates with the accounting
systemdirectly, the approach doesn’t require the use of ANCP. It
is therefore beyond the scope of this document;

0 The AN keeps track of when replication for a given nulticast flow
starts or ends on a specified Access Port, and reports this
information to the NAS for further processing. |In this case, ANCP
can be used to send the information fromthe AN to the NAS. This
wi |l be discussed in the remai nder of this docunent.

The Access Node can send mnulticast accounting information to the NAS
using the Informati on Report nessage. A distinction can be made
bet ween two cases:

0 Basic accounting information: the Access Node infornms the NAS
whenever replication starts or ends for a given nulticast flow on
a particular Access Port;

0 Detailed accounting information: the Access Node not only inforns

the NAS when replication starts or ends, but also inforns the NAS
about the multicast traffic volume replicated on the Access Port
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for that nmulticast flow This is done by adding a byte count in
the Informati on Report nessage that is sent to the NAS when
replication ends.

Upon receiving the Informati on Report nessages, the NAS generates the
appropriate tinme- and/or vol ume-based accounting records per access
| oop and per nulticast flow to be sent to the accounting system

The NAS should informthe Access Node about the type of accounting
needed for a given multicast flow on a particular Access Port:

0 No reporting nessages need to be sent to the NAS
0 Basic accounting is required.
0 Detailed accounting is required.

Note that in case of very fast channel changes, the anount of
I nformati on Report nessages to be sent to the NAS coul d becone high

The ANCP requirenents to support this use case are specified belowin
thi s docunent.

It may al so be desirable for the NAS to have the capability to
asynchronously query the AN to obtain an instantaneous status report
related to nmulticast flows currently replicated by the AN. Such a
reporting functionality could be useful for troubl eshooting and

nmoni toring purposes. The NAS can query the AN to know the foll ow ng:

o Wiich flows are currently being sent on a specific Access Port
(i.e., areport for one Access Port)

0 On which Access Ports a specified nmulticast flowis currently
being sent (i.e., a report for one multicast flow)

0o Wiich nulticast flows are currently being sent on each of the
Access Ports (i.e., a global report for one Access Node)

3.4.4. Spontaneous Adnmi ssion Response

The capability to dynamically stop the replication of a nulticast
flow can be useful in different scenarios: for exanple in case of
prepai d service, when available credit expires, the Service Provider
may want to be able to stop nulticast replication on a specified
Access Port for a particular user. Another exanple of applicability
for this functionality is a scenario where a Service Provider would
like to show a "Content Preview': in this case, a nulticast content
will be delivered just for a fixed anobunt of tine.
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4.

4.

In both cases, an external entity (for exanple, a policy server or an
external application entity) can instruct the NAS to interrupt the
mul ticast replication of a specified nmulticast flowto a specified
Access Port or user. The NAS can then use ANCP to communicate this
decision to the Access Node. This can be done with the Adm ssion
Response nessage

In sone depl oyment scenarios, the NAS may be nade aware of end-users
requests to join/leave a nulticast flow by other neans than ANCP

Adm ssion Requests sent by the AN. One possibl e depl oynent scenario
where this nodel applies is the case where the Access Node doesn’t
process the IGW join/leave nessages fromthe end-user (e.g., because
they are tunneled), but forwards themto the NAS. 1In such

envi ronnents, the NAS can control nulticast replication on the AN via
ANCP t hrough the use of Spontaneous Adni ssion Responses (i.e., sent
by the NAS wi thout prior receipt of a correspondi ng Adm ssion
Request ).

Requi renment s
1. ANCP Functional Requirenents

R-1 The ANCP MJST be easily extensible through the definition of new
nmessage types or TLVs to support use cases beyond those
currently addressed in this docunent (this includes the use of
Access Nodes different froma DSLAM e.g., a PON Access Node).

R-2 The ANCP MJST be fl exible enough to accommpdat e the various
technol ogi es that can be used in an access network and in the
Access Node; this includes both ATM and Et hernet.

R-3 The Access Node Control interactions MJST be reliable (using
either a reliable transport protocol (e.g., TCP) for the Access
Node Control Protocol messages, or by designing ANCP to be
reliable).

R-4 The ANCP MJST support "request/response" transaction-based
interactions for the NAS to comunicate control decisions to the
Access Node, or for the NAS to request information fromthe
Access Node. Transactions MJST be atomic, i.e., they are either
fully conpleted, or rolled back to the previous state. This is
required so that the network el enents always remain in a known
state, irrespective of whether or not the transaction is
successf ul

In case the NAS wants to communi cate a bul k of independent contro
decisions to the Access Node, the transaction (and notion of
atomicity) applies to the individual control decisions. This avoids
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having to roll back all control decisions. Simlarly, if the NAS
wants to request a bul k of independent information elenments fromthe
Access Node, the notion of transaction applies to the individua

i nformati on el enents.

R-5 The ANCP MJST be scal able enough to allow a given NAS to contro
at | east 5000 Access Nodes.

R-6 The operation of the ANCP in the NAS and Access Nodes MJST be
control |l abl e via a managenent station (e.g., via SNWP). This
MUST al |l ow a nanagenment station to retrieve statistics and
alarns related to the operation of the ANCP, as well as to all ow
it toinitiate OAM operations and retrieve correspondi ng
results.

4.2. ANCP Multicast Requirements

R-7 The ANCP MUST support providing nulticast conditional access
informati on to Access Ports on an Access Node, using black
grey, and white lists.

R-8 The ANCP MUST support binding a particul ar black, grey, and
white List to a given Access Port.

R-9 Upon receiving a join to a nmulticast flow that matches the grey
list, the ANCP MUST allow the AN to query the NAS to request an
adm ssion decision for replicating that nulticast flowto a
particul ar Access Port.

R-10 The ANCP MUST allow the NAS to send an admni ssion decision to
the AN i ndicating whether or not a nulticast flow may be
replicated to a particular Access Port.

R-11 The ANCP MUST allow the NAS to indicate to the AN whether or
not Admi ssion Control is needed for sone nulticast flows on a
gi ven Access Port, and (where needed) whether or not the Access
Node is authorized to perform Adm ssion Control itself (i.e.
whet her or not AN Bandwi dth Del egati on applies).

R-12 1In case of Adm ssion Control w thout AN Bandw dth Del egation
the ANCP MJST allow the NAS to reply to a query fromthe AN
i ndi cating whether or not a nulticast flowis allowed to be
replicated to a particular Access Port.

R-13 1In case of Admi ssion Control with AN Bandw dt h Del egation, the
ANCP MUST all ow the NAS to del egate a certai n anount of
bandwi dth to the AN for a given Access Port for multicast
services only.
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In case of Admi ssion Control with AN Bandw dth Del egation, the
ANCP MUST allow the AN to query the NAS to request additiona
mul ti cast bandwi dth on a given Access Port.

In case of Admi ssion Control with AN Bandw dth Del egation, the
ANCP MUST allow the NAS to query (or to instruct) the AN to
reduce the anount of bandwi dth previously del egated on a given
Access Port.

In case of Admi ssion Control with AN Bandw dth Del egation, the
ANCP MUST allow the AN to informthe NAS if it autononously
rel eases redundant nulticast bandwi dth on a given Access Port.

The ANCP MUST allow the AN to send an I nformati on Report
nmessage to the NAS whenever replication of a multicast flow on
a particular Access Port starts or ends.

The ANCP MUST allow the AN to send an I nformati on Report
message to the NAS indicating the nulticast traffic volune that
has been replicated on that port.

The ANCP MJST allow the NAS to indicate to the AN whet her or
not nulticast accounting is needed for a nulticast flow on a
particul ar Access Port.

In case nulticast accounting is needed for a nulticast flow on
a particular Access Port, the ANCP MUST allow the NAS to
indicate to the AN whether or not additional volune accounting
information is required.

The ANCP MUST allow the NAS to revoke a decision to replicate a
multicast flow to a particular Access Port, which had been
conveyed earlier to an AN

The ANCP MUST support partial updates of the white, grey, and
bl ack i sts.

The ANCP MUST allow the NAS to query the AN to obtain

i nformati on on what nulticast flows are currently being
replicated on a given Access Port, what Access Ports are
currently receiving a given multicast flow, or what mnulticast
flows are currently replicated on each Access Port.

4.3. Protocol Design Requirenents

R- 24

The ANCP SHOULD provi de a "shutdown" sequence allow ng the
protocol to informthe peer that the systemis gracefully
shutting down.
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The ANCP SHOULD include a "report" nodel for the Access Node to
spont aneously comuni cate to the NAS changes of states.

The ANCP SHOULD support a graceful restart mechanismto enable
it to be resilient to network failures between the AN and NAS

The ANCP MUST provide a neans for the AN and the NAS to inform
each peer about the supported use cases (either use cases
defined in this docunent or future use cases yet to be
defined), and to negotiate a common subset.

4.4, Access Node Control Adjacency Requirenents

The notion of an Access Node Control Adjacency is defined in
Section 1.2.

R- 28

R- 29

R- 30

R-31

R-32

The ANCP MUST support an adjacency protocol in order to
autonmatically synchronize its operational state between its
peers, to agree on which version of the protocol to use, to
di scover the identity of its peers, and to detect when they
change.

The ANCP MUST include a nechanismto autonatically detect
adj acency | oss.

A loss of the Access Node Control Adjacency MJUST NOT affect
subscri ber connectivity.

If the Access Node Control Adjacency is lost, it MJIST | eave the
network elenents in a known state, irrespective of whether or
not the ongoing transacti on was successf ul

The ANCP MUST support a mechani smto synchronize access port
configuration and status infornmation between ANCP peers as part
of establishing or recovering the Access Node Contro

Adj acency.

4.5. ANCP Transport Requirenents

R- 33

R- 34

The Access Node Control Mechani sm MIST be defined in a way that
i s i ndependent of the underlying |ayer 2 transport technol ogy.
Specifically, the Access Node Control Mechani sm MUST support
transm ssion over an ATM as wel |l as over an Ethernet
aggregati on networKk.

The ANCP MUST use the I P protocol stack
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R-35 If the layer 2 transport technology is based on ATM then the
ANCP peers nust use the encapsul ation according to [ RFC2684]
(1 PoA).

R-36 If the layer 2 transport technology is based on Ethernet, then
the ANCP peers nust use the encapsul ation according to [ RFC3894]
(1 PoE) .

4.6. Access Node Requirenents
This section lists the requirenments for an AN that supports the use
cases defined in this docunent. Note that this docunment does not
intend to inpose absol ute requirenents on network el ements.
Therefore, the words "nust" and "shoul d" used in this section are not
capitalized.

4.6.1. General Architecture

The Access Node Control Mechanismis defined to operate between an

Access Node (AN) and a NAS. In some cases, one AN can be connected
to nore than one physical NAS device (e.g., in case different
whol esal e service providers have different NAS devices). 1In such a

nmodel , the physical AN needs to be split in virtual ANs, each having
its own Access Node Control reporting and/or enforcenent function

R-37 An Access Node as physical device can be split in |ogica
partitions. Each partition nay have its independent NAS
Therefore, the Access Node nust support at |least 2 partitions.
The Access Node shoul d support 8 partitions.

R-38 One partition is grouped of several Access Ports. Each Access
Port on an Access Node nust be assigned uniquely to one
partition.

It is assuned that all circuits (i.e., ATM PVCs or Ethernet VLANs) on
top of the sane physical Access Port are associated with the sane
partition. In other words, partitioning is perforned at the |evel of
t he physical Access Port only.

R-39 Each AN partition nust have a separate Access Node Contro
Adj acency to a NAS

R-40 Each AN partition nust be able to enforce access of the
controllers to their designated partitions

R-41 The Access Node should be able to establish and mai ntai n ANCP
Adj acenci es to redundant controllers.
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4.6.2. Control Channel Attributes

The Control Channel is a bidirectional |IP comunication interface
between the controller function (in the NAS) and the reporting/
enforcenment function (in the AN). It is assunmed that this interface
is configured (rather than discovered) on the AN and the NAS

Dependi ng on the network topol ogy, the Access Node can be located in

a street cabinet or in a central office. |f an Access Node in a
street cabinet is connected to a NAS, all user traffic and Access
Node Control data can use the same physical |ink

R-42 The Control Channel should use the sanme facilities as the ones
used for the data traffic. Note that this is actually a
depl oynent consi deration, which has no inpact on the actua
pr ot ocol design.

R-43 The Access Node nust process control transactions in real-tine
(i.e., with a specific response |atency).

R-44 The Access Node shoul d mark Access Node Control Protoco
messages with a high priority (e.g., Variable Bit Rate - Rea
Time (VBR-RT) for ATMcells, p-bit 6 or 7 for Ethernet packets)
in order to avoid or reduce the likelihood of dropping packets
in case of network congestion

R-45 |If ATMinterfaces are used, then any Virtual Path Identifier
(VWPI) and Virtual Circuit ldentifier (VCl) value nust be able
to be used for the purpose of supporting the Access Node
Control Channel

R-46 |If Ethernet interfaces are used then any C-VID and S-VID nust
be able to be used for the purpose of supporting the Access
Node Control Channel

4.6.3. Capability Negotiation Failure
R-47 1In case the Access Node and NAS cannot agree on a conmnon set of
capabilities, as part of the ANCP capability negotiation
procedure, the Access Node nust report this to network
nmanagenent .
4.6.4. Adjacency Status Reporting
R-48 The Access Node shoul d support generating an alarmto a

managenent station upon |oss or mal functioning of the Access
Node Control Adjacency with the NAS
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4.6.5. ldentification

R-49 To identify the Access Node and Access Port within a control
domain, a unique identifier is required. This identifier nust
be inline with the addressing schenme principles specified in
Section 3.9.3 of TR-101.

R-50 In a Broadband Forum TR-101 network architecture, an Access
Crcuit lIdentifier (ACI) identifying an AN and Access Port is
added to DHCP and PPPoOE nmessages. The NAS nust use the sane
ACI format in ANCP nessages in order to allow the NAS to
correlate this information with the information present in DHCP
and PPPoE nessages.

4.6.6. Milticast

R-51 The AN nust deny any join to a nulticast flow matching the
black list for the relevant Access Port.

R-52 The AN nust accept any join to a nmulticast flow matching the
white list and for which no Bandw dth Del egati on i s used.

R-53 Upon receiving a join to a nmulticast flow that matches the
white list and for which Bandwi dth Del egation is used, the AN
nmust performthe necessary bandw dth adm ssion control check
for the new fl ow before starting the nulticast flow
replication. This may involve a decision made locally, or
querying the NAS or external system such as a policy server, to
request additional del egated nmulticast bandwi dth on a given
Access Port.

R-54 Upon receiving a join to a nulticast flow which matches the
grey list and for which no Bandwi dth Del egation is used, the AN
must support using ANCP to query the NAS to receive a response
i ndi cating whether that join is to be honored or denied. In
this case, the NAS will perform both the necessary conditional
access and the adm ssion control checks for the new fl ow

R-55 Upon receiving a join to a multicast flow that matches the grey
list and for which Bandwi dth Del egation is used, the AN nust
first performthe necessary bandw dth adm ssion control check
for the new flow. |If successful, the AN nust support using
ANCP to query the NAS to receive a response indicating whether
that join is to be honored or denied.

R-56 1In case of Admi ssion Control with AN Bandw dt h Del egation, the

AN nust support using ANCP to notify the NAS when the user
| eaves the nul ticast flow
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In case of Admi ssion Control with AN Bandw dth Del egation, the
AN nust support using ANCP to query the NAS to request
addi ti onal del egated multicast bandwi dth on a given Access
Port; the AN should be able to specify both the m ninum and the
preferred anount of additional nulticast bandw dth requested.

In case of Adm ssion Control with AN Bandw dth Del egati on, upon
receiving a Bandwi dt h Del egati on Request fromthe NAS querying
the AN for the del egated nmulticast bandwi dth on a given Access
Port, the AN nust support using ANCP to send a Bandw dth

Del egati on Response, indicating the currently del egated
mul ti cast bandw dth.

In case of Admi ssion Control with AN Bandwi dth Del egation, it
may happen that the NAS wants to "revoke" all or part of the
del egat ed bandwi dth. Part of the previously del egated

bandwi dth may however be in use by multicast services.
Ther ef ore, upon receiving a Bandwi dth Del egati on Request from
the NAS instructing to decrease the del egated mnul ticast

bandwi dth on a given Access Port, the AN nmust support using
ANCP to send a Bandw dt h Del egati on Response, indicating the
del egated multi cast bandwi dth after the decrease (indicating
how nuch of the del egated bandwi dth can be returned to the NAS
wi t hout inpacting nulticast services that are currently

runni ng) .

In case of Admi ssion Control with AN Bandwi dth Del egation, the
AN nust support using ANCP to send a Bandw dth Rel ease nessage
to the NAS in order to rel ease unused del egated nul ti cast
bandwi dth on a given Access Port.

If the requested nulticast flowis not part of any |ist
associ ated with the Access Port, the AN nust discard the
message

If the requested nulticast flowis part of nmultiple lists
associated with the Access Port, the AN nust use the nost
speci fic match.

If the requested multicast flow has the sane nost specific
match in multiple Iists, the AN nust give precedence to the
black list, followed by the grey list, and then the white |ist.

The AN nust support configuring a "catch-all" statement in the
bl ack, white, or grey list in order to enforce a default
behavior for a join to a nulticast flow which doesn’t match any
other entry in a list for the rel evant Access Port.
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Upon querying the NAS, the AN nust not propagate the join
message before the successful authorization fromthe NAS is
recei ved.

Upon receiving a leave for a nulticast flow that matches the
grey list, the AN should be able to autononously stop
replication and advertise this event to the NAS

The AN nust support using ANCP to send an Informati on Report
nmessage to the NAS whenever replication starts or ends.

The AN shoul d support using ANCP to send an Informati on Report
message to the NAS indicating the nulticast traffic volune that
has been replicated on that port.

Upon request by the NAS, the AN nmust support using ANCP to send
an Information Report nessage to the NAS, indicating what
nmulticast flows are currently being replicated on a given
Access Port.

Upon request by the NAS, the AN nust support using ANCP to send
an Information Report nessage to the NAS, indicating what
Access Ports are currently receiving a given nulticast flow

Upon request by the NAS, the AN nust support using ANCP to send
an Information Report nessage to the NAS, indicating what

mul ticast flows are currently being replicated on each Access
Port.

Upon receiving an Admi ssion Response fromthe NAS, indicating
that replication of a nulticast flowis to start or stop on a
gi ven access port of the AN, the AN nust enforce this decision
Thi s deci sion nust be taken irrespective of whether or not a
correspondi ng Admi ssion Request was issued by the AN earlier.

Message Handling

The Access Node nmust be designed to allow fast conpletion of
ANCP operations, in the order of magnitude of tens of
m | 1iseconds.

The Access Node shoul d avoid sendi ng bursts of ANCP nessages
related to notification of line attributes or line state, by
spreadi ng nessage transmni ssion over tine.
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4.6.8. Paraneter Contro

Naturally, the Access Node Control Mechanismis not designed to

repl ace an El emrent Manager managi ng the Access Node. There are
paraneters in the Access Node, such as the DSL noise margin and DSL
Power Spectral Density (PSD), which are not allowed to be changed via
ANCP or any other control session, but only via the El ement Manager.
This has to be ensured and protected by the Access Node.

When using ANCP for access-loop configuration, the EMS needs to
configure on the Access Node which paraneters may or nmay not be
nodi fi ed using the Access Node Control Mechanism Furthernore, for
those paraneters that nay be nodified using ANCP, the EMS needs to
specify the default values to be used when an Access Node cones up
after recovery.

R-75 Wen access-loop configuration via ANCP is required, the EMS
nmust configure on the Access Node which paraneter set(s) nay be
changed/ control | ed usi ng ANCP

R-76 Upon receiving an Access Node Control Request nessage, the
Access Node must not apply changes to the paraneter set(s) that
have not been enabled by the EMS

4.7. Network Access Server Requirenents

This section lists the requirenments for a NAS that supports the use
cases defined in this docunent. Note that this docunment does not
intend to inpose absolute requirenents on network el ements.
Therefore, the words "nust" and "shoul d' used in this section are not
capitalized.

4.7.1. Ceneral Architecture

R-77 The NAS nust establish ANCP Adj acencies only with authorized
ANCP peers.

R-78 The NAS nust support the capability to sinultaneously run ANCP
with nultiple ANs in a network.

R-79 The NAS nust be able to establish an Access Node Contro
Adj acency to a particular partition on an AN and control the
access | oops belonging to such a partition.

R-80 The NAS nust support obtaining access-loop information (e.g.

net data rate), fromits peer Access Node partitions via the
Access Node Control Mechani sm
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The NAS nust support shaping traffic directed towards a
particul ar access loop to not exceed the net data rate | earned
fromthe AN via the Access Node Control Mechani sm

The NAS shoul d support reducing or disabling the shaping limt
used in the Hierarchical Scheduling process, according to per-
subscri ber authorization data retrieved froma AAA or policy
server.

The NAS nust support reporting of access-loop attributes
| earned via the Access Node Control Mechanismto a Policy or
AAA Server using RADI US Vendor-Specific Attributes (VSAs).

In a TR 059/ TR-101 network architecture, the NAS shapes traffic
sent to a particular Access Port according to the bitrate

avail abl e on that port. The NAS should take into account the

| ayer 1 and | ayer 2 encapsul ati on overhead on the Access Port,
retrieved fromthe AN via the Access Node Control Mechanism

The NAS shoul d support dynanically configuring and
reconfiguring discrete service paraneters for access |oops that
are controlled by the NAS. The configurable service paraneters
for access | oops could be driven by local configuration on the
NAS or by a policy server

The NAS shoul d support triggering an AN via the Access Node
Control Mechanismto execute | ocal OAM procedures on an access
loop that is controlled by the NAS. |f the NAS supports this
capability, then the follow ng applies:

*  The NAS nust identify the access | oop on which OAM
procedures need to be executed by specifying an Access
Circuit lIdentifier (ACI) in the request nessage to the AN

* The NAS shoul d support processing and reporting of the
renote OAMresults | earned via the Access Node Contro
Mechani sm

* As part of the paraneters conveyed within the OAM nessage to
the AN, the NAS should send the list of test paraneters
pertinent to the OAM procedure. The AN will then execute
the OAM procedure on the specified access |oop according to
the specified paraneters. |In case no test paraneters are
conveyed, the AN and NAS nust use default and/or
appropriately conmputed val ues.
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*  After issuing an OAM request, the NAS will consider the
request to have failed if no response is received after a
certain period of tinme. The timeout val ue should be either
the one sent within the OAM nessage to the AN, or the
conmput ed tinmeout val ue when no paraneter was sent.

The exact set of test paraneters nentioned above depends on the
particul ar OAM procedure executed on the access |loop. An
exanpl e of a set of test paraneters is the nunmber of | oopbacks
to be performed on the access | oop and the tineout val ue for
the overall test. |In this case, and assum ng an ATM based
access |loop, the default value for the timeout paraneter would
be equal to the nunber of F5 | ocopbacks to be perforned,
multiplied by the F5 | oopback tineout (i.e., 5 seconds per the
ITUT I.610 standard).

R-87 The NAS nust treat PPP or DHCP session state independently from
any Access Node Control Adjacency state. The NAS nust not
bring down the PPP or DHCP sessions just because the Access
Node Control Adjacency goes down.

R-88 The NAS should internally treat Access Node Control traffic in
a tinely and scal abl e fashi on.

R-89 The NAS shoul d support protection of Access Node Contro
conmuni cation to an Access Node in case of line card failure.

4.7.2. Control Channel Attributes

R-90 The NAS nust mark Access Node Control Protocol nessages as high
priority (e.g., appropriately set D ffserv Code Point (DSCP)
Et hernet priority bits, or ATM Cell Loss Priority (CLP) bit)
such that the aggregati on network between the NAS and the AN
can prioritize the Access Node Control Protocol nessages over
user traffic in case of congestion

4.7.3. Capability Negotiation Failure
R-91 1In case the NAS and Access Node cannot agree on a conmon set of
capabilities, as part of the ANCP capability negotiation
procedure, the NAS nust report this to network managemnent.
R-92 The NAS nust only conmence Access Node Control information

exchange and state synchronization with the AN when there is a
non-enpty comon set of capabilities with that AN.
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Adj acency Status Reporting

The NAS nust support generating an alarmto a nmanagenent
station upon loss or mal functioning of the Access Node Contro
Adj acency with the Access Node.

Identification

The NAS nust support correl ating Access Node Control Protoco
messages pertaining to a given access |oop with subscriber
session(s) over that access loop. This correlation nmust be
achi eved by either:

* Matching an Access Circuit ldentifier (ACl) inserted by the
AN in Access Node Control Protocol nessages with the
correspondi ng ACl val ue received in subscriber signaling
(e.g., PPPoE and DHCP) nessages as inserted by the AN. The
format of ACI is defined in [TR-101]; or

* Matching an ACl inserted by the AN in Access Node Control
Prot ocol nessages with an ACI value locally configured for a
static subscriber on the NAS

Mul ti cast

The NAS nust support using ANCP to configure nulticast
conditional access information to Access Ports on an Access
Node, using black lists, grey lists, and white |ists.

The NAS nust support using ANCP to indicate to the AN whet her
or not Admission Control is needed for some nulticast flows on
a given Access Port and where needed whether or not the Access
Node is authorized to perform Adnmi ssion Control itself (i.e.
whet her or not AN Bandw dth Del egati on applies).

Upon receiving a query fromthe AN for a request to replicate
a multicast flowto a particular Access Port, and no AN
Bandwi dt h Del egation is used for that flow, the NAS nust be
able to performthe necessary checks (conditional access
and/ or adm ssion control) for the new flow The NAS nust
support using ANCP to reply to the AN indicating whether the
request is to be honored or denied. This may involve a

deci sion nade locally or querying an external system such as a
policy server.
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Upon receiving a query fromthe AN for a request to replicate
a multicast flowto a particular Access Port, and Admi ssion
Control with AN Bandwi dth Del egation is used for that flow,
the NAS nust be able to performthe conditional access checks
(if needed), and nust support using ANCP to del egate a certain
anount of bandwidth to the AN for a given Access Port.

In case of Adnission Control with AN Bandwi dth Del egati on
upon receiving a Bandw dt h Del egati on Request from the AN
requesting to increase the del egated nmulticast bandwi dth on a
gi ven Access Port, the NAS nust support using ANCP to send a
Bandw dt h Del egati on Response indicating the new del egating
nmul ti cast bandwi dt h.

In case of Admi ssion Control with AN Bandwi dth Del egation, the
NAS rust support using ANCP to send a request to the ANto
decrease the anount of mnulticast bandw dth previously

del egated on a given Access Port; the NAS should be able to
specify both the minimum and the preferred anount of decrenent
of multicast bandwi dth requested.

In case of Adm ssion Control with AN Bandw dth Del egati on
upon receiving an ANCP Bandw dt h Rel ease nessage, the NAS nust
be able to update accordingly its view of the nulticast
bandwi dt h del egated to the AN

The NAS nust support using ANCP to configure the Access Node
wi th the "maxi mum number of nulticast streans" allowed to be
recei ved concurrently per Access Port.

The NAS nust support using ANCP to increnentally add, renove,
and nodify individual entries in white, black, and grey lists.

The NAS nust support using ANCP to indicate to the AN whet her
or not multicast accounting is needed for a nmulticast flow on
a particular Access Port.

In case nulticast accounting is needed for a nulticast flow on
a particular Access Port, the NAS should support using ANCP to
indicate to the AN whether or not additional volune accounting
information is required.

The NAS nust support using ANCP to query the AN to obtain
informati on on what nulticast flows are currently replicated
on a given Access Port.

Qoghe, et al. I nf or mat i onal [ Page 41]



RFC 5851 ANCP Fr amewor k May 2010

R-107 The NAS nust support using ANCP to query the AN to obtain
i nformati on on what Access Ports are currently receiving a
gi ven nul ticast flow

R-108 The NAS nust support using ANCP to query the AN to obtain
informati on on what nulticast flows are currently replicated
on each Access Port.

R-109 When Milticast replication occurs on the AN, the NAS nust
support using ANCP to revoke the authorization to replicate a
multicast flow to a particular Access Port.

R-110 The NAS shoul d support using ANCP to indicate to the AN t hat
replication of a nulticast flowis to start or stop on a given
access port of the AN, wi thout having received a correspondi ng
Adm ssion Request fromthe AN earlier on

4.7.7. Message Handling

R-111 The NAS nust be designed to allow fast conpletion of ANCP
operations, in the order of magnitude of tens of milliseconds.

R-112 The NAS should protect its resources from m sbehavi ng Access
Node Control peers by providing a nechani smto danpen
information related to an Access Node partition

4.7.8. \WWol esal e Mbdel

Br oadband Forum TR-058 [ TR-058], Broadband Forum TR-059 [TR-059], and
Br oadband Forum TR-101 [ TR-101] descri be a DSL broadband access
architecture and how it enabl es whol esaling. 1In such a nodel, the

br oadband access provi der has a whol esal e agreenent with one or nore
service providers. The access provider owns the broadband access

net wor k and manages connectivity to the service providers. This

all ows service providers to provide broadband services to retai
custoners w thout having to own the access network infrastructure
itself.

When appl yi ng the Access Node Control Mechanismto a whol esal e
network architecture, a nunber of additional requirenents apply.

R-113 In case of whol esal e access, the network provider’s NAS shoul d
support reporting of access-loop attributes | earned fromthe
AN via the Access Node Control Mechani sm (or val ues derived
fromsuch attributes), to a retail provider’s network gateway
owni ng the correspondi ng subscriber(s).
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R-114 |In case of Layer 2 Tunneling Protocol (L2TP) whol esale, the
NAS nust support a proxy architecture that gives different
providers conditional access to dedicated Access Node Contro
resources on an Access Node.

R-115 The NAS when acting as an L2TP Access Concentrator (LAC) nust
communi cate generic access-line-related information to the
L2TP Network Server (LNS) in a tinmely fashion

R-116 The NAS when acting as a LAC may asynchronously notify the LNS
of updates to generic access-line-related information

5. Managenent - Rel at ed Requi renents

This section lists the managenent-rel ated requirenments for the AN and
NAS. Note that this docunment does not intend to inpose absol ute
requi renents on network el enments. Therefore, the words "nust" and
"shoul d" used in this section are not capitalized.

R-117 It nust be possible to configure the followi ng paraneters on
the Access Node and the NAS

* Paranmeters related to the Control Channel transport nethod:
these include the VPI/VClI and transport characteristics
(e.g., VBR-RT or Constant Bitrate (CBR)) for ATM networks,
or the GVLAN ID, S-VLAN ID, and p-bit marking for Ethernet
net wor ks;

* Paraneters related to the Control Channel itself: these
include the I P address of the IP interface on the Access
Node and t he NAS

R-118 When the operational status of the Control Channel is changed
(up>down, down>up) a |inkdown/linkup trap should be sent
towards the EMS. This requirenment applies to both the AN and
t he NAS.

R-119 The Access Node nust provide the possibility using SNWP to
associate individual DSL Iines with specific Access Node
Control Adjacencies.

R-120 The Access Node nust notify the EMS of configuration changes
made by the NAS on the AN using ANCP, in a tinely manner.

R-121 The Access Node nust provide a nmechanismthat allows the
concurrent access on the sanme resource from several nmnagers
(EM5 via SNMP, NAS via ANCP). Only one nmanager nmay performa
change at a certain tine.
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R-122 The ANCP nay provide a notification nechanismto informthe
NAS about configuration changes done by an EMS, in a tinely
manner. This applies only to changes of paraneters that are
part of the use case "Access-Loop Configuration”

(Section 3.2).

6. Security Considerations

[ RFC5713] lists the ANCP-rel ated security threats that could be
encountered on the Access Node and the NAS. It devel ops a threat
nmodel and identifies requirenents for ANCP security, aimng to decide
whi ch security functions are required at the ANCP | evel

Wth nulticast handling as described in this docunent, ANCP protoco
activity between the AN and the NAS is triggered by join/leave

requests conming fromthe end-user equipnent. This could potentially
be used for denial-of-service attacks against the AN and/or the NAS

This is not a new class of risk over already possible | GWP nessages
sent from subscribers to the NAS when the AN uses no | GW snoopi ng,
and thus is transparent as |long as processi ng of ANCP nessages on the
NAS/ AN i s conparably efficient and protected agai nst congesti on.

To mitigate this risk, the AN MAY inpl enent control-plane protection
mechani snms such as limting the nunber of nulticast flows a given
user can sinultaneously join, or limting the maxi mumrate of join/

| eave froma given user.

We al so observe that an operator can easily depl oy sone protection
agai nst attacks using invalid nulticast flows by taking advantage of
t he mask-based match in the black list. This way, joins for invalid
nmul ticast flows can be denied at the AN [ evel without any ANCP
protocol interactions and wi thout NAS invol venment.

R-123 The ANCP MUST conply with the security requirements spelled
out in RFC 5713.

R-124 The Access Node MJUST NOT al |l ow the sendi ng of Access Node
Control Messages towards the custoner premnises
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