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Abst ract

Thi s docunment di scusses current nobility extensions to |P-|ayer
multicast. It describes problens arising fromnobile group

communi cation in general, the case of nulticast listener nobility,
and problens for nobile senders using Any Source Milticast and
Source-Specific Miulticast. Characteristic aspects of nulticast
routi ng and depl oynent issues for fixed | Pv6 networks are sunmari zed.
Specific properties and interplays with the underlying network access
are surveyed with respect to the relevant technologies in the

wirel ess donmain. It outlines the principal approaches to nulticast
mobility, together with a conprehensive exploration of the nobile
mul ti cast problem and solution space. This docunment concludes with a
conceptual road map for initial steps in standardization for use by
future nobile nulticast protocol designers. This docunent is a
product of the IP Mbility Optimnzations (MbQpts) Research G oup.
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| evel of Internet Standard; see Section 2 of RFC 5741.
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1. Introduction and Mdtivation

Group comuni cation fornms an integral building block of a wide
variety of applications, ranging fromcontent broadcasting and
stream ng, voice and video conferencing, collaborative environments
and nassive nultiplayer ganming, up to the self-organization of

di stributed systens, services, or autononous networks. Network-|ayer
mul ticast support will be needed whenever gl obally distributed,

scal abl e, serverless, or instantaneous comunication is required.

The early idea of Internet nulticasting [1] soon led to a w de
adoption of Deering’s host group nodel [2]. Broadband nedia delivery
is energing as a typical nass scenario that denmands scalability and
bandwi dth efficiency fromnulticast routing. Al though nulticast

mobi lity has been a concern for about ten years [3] and has led to
nunerous proposals, there is as yet no generally accepted solution
Mul ticast network support will be of particular inportance to nobile
environnents, where users commonly share frequency bands of linited
capacity. Reception of "infotainnent" streans nmay soon require w de
depl oynent of nobile multicast services.

Mobility in IPv6 [4] is standardized in the Mbile IPv6 RFCs [5]]6],
and it addresses the scenario of network-layer changes whil e noving
bet ween wirel ess donmains. MPv6 [5] only roughly defines nulticast
mobility for Mobile Nodes (MNs) using a renote subscription approach
or through bidirectional tunneling via the Home Agent (HA). Renote
subscription suffers from sl ow handovers relying on nulticast routing
to adapt to handovers. Bidirectional tunneling introduces

i nefficient overhead and delay due to triangular forwarding, i.e.

i nstead of traveling on shortest paths, packets are routed through
the Hone Agent. Therefore, these approaches have not been optim zed
for a large scale deployment. A nobile multicast service for a
future Internet should provide "close-to-optinmal" routing at
predictable and linited cost, offering robustness conbined with a
service quality conpliant to real-time media distribution

Intricate nulticast routing procedures are not easily extensible to
satisfy the requirenments for nobility. A client subscribed to a
group while perform ng nobility handovers requires the nulticast
traffic to followto its new | ocation; a nobile source needs the
entire delivery tree to conply with or to adapt to its changing
position. Significant effort has already been invested in protoco
designs for nobile nmulticast receivers; only linmted work has been
dedicated to multicast source nobility, which poses the nore delicate
probl em [ 65] .
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In nul tinedi a conference scenarios, games, or collaborative
environnents, each nenber commonly operates as a receiver and as a
sender for multicast group comunication. In addition, real-tinme
communi cati on such as conversational voice or video places severe
tenporal requirenents on nmobility protocols: Typical seam ess
handover scenarios are expected to limt disruptions or delay to |ess
than 100 - 150 ns [7]. Jitter disturbances should not exceed 50 ns.
Note that 100 ms is about the duration of a spoken syllable in real-
time audio. This problemstatenent is intended to al so be applicable
to a range of other scenarios with a range of delivery requirenments
appropriate to the general Internet.

Thi s docunent represents the consensus of the MobOpts Research G oup.
It has been reviewed by the Research Group nenbers active in the
specific area of work. |In addition, this docunent has been
conprehensively reviewed by nmultiple active contributors to the | ETF
MEXT, MBONED, and PI M Working G oups.

1.1. Docunent Scope

Thi s docunent defines the problem scope for multicast nobility
managenent, which may be el aborated in future work. It is subdivided
to present the various challenges according to their originating
aspects, and identifies existing proposals and maj or bibliographic
ref erences.

When considering nulticast node nobility, the network layer is

conpl enented by some wirel ess access technol ogy. Two basic scenarios
are of interest: single-hop mobility (shown in Figure 1.a) and multi-
hop nmobility (shown in Figure 1.b). Single-hop nobility is the focus
of this docunent, which coincides with the perspective of MPv6 [5].
The key issues of nobile nulticast nmenbership control and the
interplay of nmobile and nmulticast routing will be illustrated using
this sinple scenario.

Mul ti-hop network nobility is a subsidiary scenario. Al ngjor
aspects are inherited fromthe single-hop problem while additiona
complexity is incurred fromtraversing a nobile cloud. This may be
sol ved by either encapsul ation or flooding ([8] provides a genera
overview). Specific issues arising from (nested) tunneling or
floodi ng, especially the preservation of address transparency,
require treatnent anal ogous to M Pv6.
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Figure 1: Mbility Scenarios - A Mbile Node (M\N) Directly Attaching
to Fi xed Access Routers (ARs) or Attached via Local Access Routers
(LARs)

2. Problem Description
2.1. GCeneral |ssues

Multicast nobility is a generic term which subsunmes a collection of
distinct functions. First, the nmulticast conmmunication is divided
into Any Source Multicast (ASM [2] and Source-Specific Milticast
(SSM [9][10]. Second, the roles of senders and receivers are

di stinct and asymmetric. Both may individually be nobile. Their
interaction is facilitated by a nmulticast routing protocol such as
the Distance Vector Milticast Routing Protocol (DVMRP) [11], the
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Prot ocol | ndependent Milticast - Sparse Mdde / Source-Specific
Multicast (PIMSMSSM [12][13], the Bidirectional PIM[14], or the
inter-domain nulticast prefix advertisenents via Miltiprotoco
Extensions for BGP-4 (MBGP) [15]. |IPv6 clients interact using the
mul ticast |istener discovery protocol (M.D and M.Dv2) [16][17].

Any solution for nmulticast nobility needs to take all of these
functional blocks into account. It should enable seanl ess continuity
of multicast sessions when noving fromone | Pv6 subnet to another

It is desired to preserve the nmulticast nature of packet distribution
and approximate optimal routing. It should support per-flow handover
for multicast traffic because the properties and designations of
flows can be distinct. Such distinctions may result fromdiffering
Quality-of-Service (QS) / real-tinme requirements, but nmay al so be
caused by network conditions that may differ for different groups.

The host group nodel extends the capability of the network-Iayer

uni cast service. |In comon with the architecture of fixed networks,
mul ticast nobility nmanagenent should transparently utilize or

snoot hly extend the unicast functions of MPv6 [5], its security
extensions [6][18], its expediting schemes FM Pv6 [19] and

H erarchical Mbile | Pv6 Environnment (HM Pv6) [20], its context
transfer protocols [21], its nultihom ng capabilities [22][23],
energing protocols like PMPv6e [62], or future devel opnents. From
the perspective of an integrated nobility architecture, it is
desirable to avoid nulticast-specific as well as unicast-restricted
sol uti ons, whenever general approaches can be derived that can
jointly support unicast and nulticast.

Mul ticast routing dynanically adapts to the network topol ogy at the

| ocations of the sender(s) and receiver(s) participating in a
mul ti cast session, which then may change under nobility. However,
dependi ng on the topology and the protocol in use, current nulticast
routing protocols may require a tinme close to seconds to converge
followi ng a change in receiver or sender location. This is far too
sl ow to support seanl ess handovers for interactive or real-tine nedia
sessions. The actual tenporal behavior strongly depends on the

mul ticast routing protocol in use, the configuration of routers, and
on the geometry of the current distribution tree. A nmobility schene
that readjusts routing, i.e., partially changes or fully reconstructs
a multicast tree, is forced to conply with the time scale for

protocol convergence. Specifically, it needs to consider a possible
rapi d novenent of the nobile node, as this may occur at nuch higher
rates than common protocol state updates.

The mobility of hosts using IP rmulticast can inpact the service

presented to the higher-layer protocols. |P-layer nulticast packet
distribution is an unreliable service that is bound to a
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connectionl ess transport service. Were applications are sensitive
to packet loss or jitter, counterneasures need to be perfornmed (| oss
recovery, content recoding, concealnment, etc.) by the nulticast
transport or application. Mbile nulticast handovers shoul d not

i ntroduce significant additional packet drops. Due to statel essness,
the bi-casting of nmulticast flows does not cause degradations at the
transport layer, and applications should inplenent nechanisns to
detect and correctly respond to duplicate datagrans. Neverthel ess,

i ndi vi dual application prograns may not be robust with respect to
repeated reception of duplicate streans.

I P nulticast applications can be designed to adapt the nulticast
streamto prevailing network conditions (adapting the sending rate to
the | evel of congestion, adaptive tuning of clients in response to
nmeasured del ay, dynam c suppression of feedback nmessages, etc.). An
adaptive application may al so use nore than one nulticast group
(e.g., layered nulticast in which a client selects a set of nulticast
groups based on perceived avail abl e network capacity). A nmobility
handover may tenporarily disrupt the operation of these higher-1ayer
functions. The handover can invalidate assunptions about the
forwarding path (e.g., acceptable delivery rate, round-trip delay),
whi ch could inpact an application and |level of network traffic. Such
effects need to be considered in the design of nulticast applications
and in the design of network-layer nobility. Specifically, nobility
mechani snms need to be robust to transient packet |oss that may result
frominvalid path expectations followi ng a handover of an MNto a

di fferent network.

Group addresses, in general, are location transparent, even though
they may be scoped and nethods can enbed uni cast prefixes or
Rendezvous Poi nt addresses [24]. The addresses of sources
contributing to a nulticast session are interpreted by the routing
infrastructure and by receiver applications, which frequently are
aware of source addresses. Milticast therefore inherits the nobility
address duality problemof MPv6 for source addresses: addresses
being a | ogical node identifier, i.e., the hone address (HoA) on the
one hand, and a topological |ocator, the care-of address (CoA), on
the other. At the network layer, the elenents that conprise the
delivery tree, i.e., multicast senders, forwarders, and receivers
need to carefully account for address duality issues, e.g., by using
bi ndi ng caches, extended nulticast states, or signaling.

Mul ti cast sources, in general, operate decoupled fromtheir receivers
in the followi ng sense: a multicast source sends packets to a group
of receivers that are unknown at the network |ayer and thus operates

wi t hout a feedback channel. 1t neither has neans to inquire about
the properties of its delivery trees, nor the ability to | earn about
the network-1ayer state of its receivers. 1In the event of an inter-
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tree handover, a nobile nulticast source therefore is vulnerable to

| osing connectivity to receivers w thout noticing. (Appendix A
describes inplicit source notification approaches). Applying a M Pv6
mobi l ity binding update or return routability procedure will
simlarly break the semantic of a receiver group renaining
unidentified by the source and thus cannot be applied in unicast

anal ogy.

Despite the complexity of the requirenents, nulticast nobility
managenent shoul d seek |ightweight solutions with easy depl oynment.
Real i stic, sanple deploynent scenarios and architectures should be
provided in future solution docunents.

2.2. Milticast Listener Mbility
2.2.1. Node and Application Perspective

A nobile nulticast |istener entering a new | P subnet requires

mul ticast reception following a handover in real-tine. This needs to
transfer the nmulticast nmenbership context fromits old to its new
poi nt of attachnent. This can either be achieved by
(re-)establishing a tunnel or by transferring the M.D Listening State
information of the MN's noving interface(s) to the new upstream
router(s). In the latter case, it may encounter any one of the

foll owi ng conditions:

o In the sinplest scenario, packets of sonme, or all, of the
subscri bed groups of the nobile node are already received by one
or several other group menbers in the new network, and thus
nmul ticast streans natively flow after the MN arrives at the new
net wor k.

0 The requested multicast service nmay be supported and enabled in
the visited network, but the nulticast groups under subscription
may not be forwarded to it, e.g., groups nay be scoped or
adm nistratively prohibited. This neans that current
distribution trees for the desired groups may only be re-joined
at a (possibly large) routing distance.

0 The new network may not be mnulticast-enabled or the specific
mul ti cast service may be unavail able, e.g., unsupported or
prohi bited. This neans that current distribution trees for the
desired groups need to be re-joined at a | arge routing distance
by (re-)establishing a tunnel to a multicast-enabl ed network
node.

The probl em of achi eving seam ess nmulticast |istener handovers is
thus threefold:
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2.

2

0 Ensure nulticast reception, even in visited networks, wthout
appropriate nulticast support.

0 Mnimze multicast forwarding delay to provide seam ess and fast
handovers for real-time services. Dependent on Layer 2 (L2) and
Layer 3 (L3) handover performance, the tinme avail able for
mul ticast nobility operations is typically bound by the total
handover tine left after | Pv6 connectivity is regained. In
real -tine scenarios, this may be significantly I ess than 100 ns.

0 M nimze packet |oss and reordering that result from multicast
handover managenent.

Moreover, in many wireless regimes, it is also desirable to mnim ze
multicast-related signaling to preserve the limted resources of
battery-powered nmobil e devices and the constrained transm ssion
capacities of the networks. This may lead to a desire to restrict
M.D queries towards the MN. Miltihonmed MNs may ensure snooth
handoffs by using a "make-before-break" approach, which requires a
per-interface subscription, facilitated by an M.D JO N operating on a
pre-selected | Pv6 interface.

Encapsul ati on on the path between the upstreamrouter and the
receiver may result in MIU size conflicts, since path-MIU di scovery
is often not supported for nmulticast and can reduce scalability in
networks with many different MIU sizes or introduce potential denial-
of -service vulnerabilities (since the originating addresses of |CWv6
messages cannot be verified for multicast). |In the absence of
fragmentation at tunnel entry points, this may prevent the group from
being forwarded to the destination

.2. Network Perspective

The infrastructure providing nulticast services is required to keep
traffic followi ng the MN without conprom sing network functionality.
Mobility solutions thus have to face sone i nmedi ate probl ens:

0 Realize native nulticast forwardi ng, and where applicable,
conserve network resources and utilize Iink-layer nultipoint
distribution to avoid data redundancy.

0 Activate link-multipoint services, even if the MN performs only
a L2/vertical handover.

0 Ensure routing convergence, even when the MN noves rapidly and
perfornms handovers at a high frequency.
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0 Avoi d aval anche problens and streamnultiplication (n-casting),
which potentially result fromreplicated tunnel initiation or
redundant forwardi ng at network nodes.

There are additional inplications for the infrastructure: In changing
its point of attachnent, an exclusive nobile receiver may initiate
forwarding of a group in the new network and ternination of a group
di stribution service in the previous network. Mobility managenent
may inpact multicast routing by, e.g., erroneous subscriptions

foll owi ng predictive handover operations, or slowtraffic term nation
at | eaf nodes resulting fromMD query timnmeouts, or by departure of
the MN from a previous network without |eaving the subscribed groups.
Fi nal |l y, packet duplication and reordering nmay foll ow a change of

t opol ogy.

2.3. Milticast Source Mbility
2.3.1. Any Source Multicast Mbility

A node subnitting data to an ASM group either forns the root of a
source-specific shortest path tree (SPT), distributing data towards a
rendezvous point (RP) or receivers, or it forwards data directly down
a shared tree, e.g., via encapsulated PI M Regi ster nessages, or using
bidirectional PIMrouting. Native forwarding al ong source-specific
delivery trees will be bound to the source’s topol ogi cal network
address, due to reverse path forwarding (RPF) checks. A nobile
mul ti cast source nmoving to a new subnetwork is only able to either
inject data into a previously established delivery tree, which may be
a rendezvous- poi nt-based shared tree, or to (re-)initiate the
construction of a nulticast distribution tree for its new network
location. |In the latter case, the nobile sender will have to proceed
wi t hout knowi ng whet her the new tree has regained ability to forward
traffic to the group, due to the decoupling of sender and receivers.

A nobile multicast source nust therefore provide address transparency
at two layers: To conply with RPF checks, it has to use an address
within the source field of the | Pv6 basic header, which is in
topol ogi cal agreenment with the enployed nulticast distribution tree.
For application transparency, the |ogical node identifier, comonly
the HoA, nust be presented as the packet source address to the
transport layer at the receiver side.

The address transparency and tenporal handover constraints pose ngjor
problems for route-optim zing nobility solutions. Additional issues
ari se from possi bl e packet loss and frommulticast scoping. A nobile
source away from honme nust respect scoping restrictions that arise
fromits hone and its visited | ocation [5].
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Intra-donmain nulticast routing may allow the use of shared trees that
can reduce mobility-related conplexity. A static rendezvous point
may allow a nobile source to continuously send data to the group by
encapsul ati ng packets to the RP with its previous topologically
correct or home source address. Intra-domain nobility is
transparently provided by bidirectional shared domai n-spanning trees,
when using bidirectional PIM elinmnating the need for tunneling to
the corresponding RP (in contrast to | Pv4, |Pv6 ASM nul ti cast groups
are associated with a specific RP/RPs).

| ssues arise in inter-domain nulticast, whenever notification of
source addresses is required between distributed instances of shared
trees. A new CoA acquired after a nobility handover will necessarily
be subject to inter-domain record exchange. |In the presence of an
enbedded rendezvous point address [24], e.g., the primary rendezvous
point for inter-domain PIMSMw Il be globally appointed, and a newy
attached nobil e source can contact the RP wi thout prior signaling
(like a new source) and transmt data in the PIMregister tunnel.

Mul ticast route optimization (e.g., PIM"shortcuts") will require
mul ticast routing protocol operations equivalent to serving a new
sour ce.

2.3.2. Source-Specific Multicast Mbility

Source-Specific Milticast has been designed for nulticast senders
with static source addresses. The source addresses in a client
subscription to an SSMgroup is directly used to route
identification. Any SSM subscriber is thus forced to know the
topol ogi cal address of the contributor to the group it wi shes to
join. The SSM source identification becones invalid when the

t opol ogi cal source address changes under nobility. Hence, client

i mpl erent ati ons of SSM source filtering nust be MPv6 aware in the
sense that a logical source identifier (HoA) is correctly mapped to
its current topol ogi cal correspondent (CoA).

As a consequence, source nobility for SSMrequires a conceptual
treatment beyond the probl em scope of nobile ASM A |istener
subscribes to an (S, G channel menbership and routers establish an
(S, G-state shortest path tree rooted at source S; therefore, any
change of source addresses under nmobility requires state updates at
all routers on the upstreampath and at all receivers in the group.
On source handover, a new SPT needs to be established that will share
paths with the previous SPT, e.g., at the receiver side. As the
principle of multicast decoupling of a sender fromits receivers
holds for SSM the client updates needed for switching trees becone a
severe burden.
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An SSM |listener may subscribe to or exclude any specific multicast
source and thereby wants to rely on the topol ogi cal correctness of
networ k operations. The SSM design permits trust in equivalence to
the correctness of unicast routing tables. Any SSM nobility solution
shoul d preserve this degree of confidence. Binding updates for SSM
sources thus should have to prove address correctness in the unicast
routing sense, which is equivalent to binding update security with a
correspondent node in MPv6 [5].

The above net hods coul d add significant conplexity to a solution for
robust SSM nobility, which needs to converge to optimal routes and,
for efficiency, is desired to avoid data encapsul ati on. Like ASM
handover managenent is a tinme-critical operation. The routing

di stance between subsequent points of attachnment, the "step size" of
the nmobile fromprevious to next designated router, may serve as an
appropriate neasure of conplexity [25][26].

Finally, Source-Specific Milticast has been designed as a |ightwei ght
approach to group conmunication. |In adding nobility nanagenent, it
is desirable to preserve the | eanness of SSM by nininizing additiona
si gnal i ng over head.

2.4. Depl oynent |ssues

I P nulticast deploynment, in general, has been slow over the past 15
years, even though all major router vendors and operating systens

of fer inplenentations that support nulticast [27]. Wile nany
(wal | ed) dommins or enterprise networks operate point-to-nultipoint
services, IP nmulticast roll-out is currently limted in public inter-
domai n scenarios [28]. A dispute arose on the appropriate |ayer
wher e group conmuni cation service should reside, and the focus of the
research community turned towards application-layer nulticast. This
debate on "efficiency versus depl oynent conplexity” now overlaps the
mobil e nulticast domain [29]. Garyfalos and Al meroth [30] derived
fromfairly generic principles that when nobility is introduced, the
perfornmance gap between | P- and application-layer nulticast widens in
different nmetrics up to a factor of four

Faci ng depl oynent conplexity, it is desirable that any solution for
nmobi |l e nulticast does not change the routing protocols. Mbility
managenent in such a deploynent-friendly schenme should preferably be
handl ed at edge nodes, preserving a nobility-agnostic routing
infrastructure. Future research needs to search for such sinple,

i nfrastructure-transparent solutions, even though there are
reasonabl e doubts as to whether this can be achieved in all cases.
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Nevert hel ess, nulticast services in nobile environments nmay soon
becone indi spensabl e, when nultinedia distribution services such as
Di gital Video Broadcasting for Handhelds (DvB-H) [31][32] or |IPTV
devel op a strong busi ness case for portable |IP-based devices. As IP
mobi l ity becomes an inportant service and as efficient |ink
utilization is of a larger inpact in costly radio environnents, the
evol ution of nmulticast protocols will naturally follow nobility
constraints.

3. Characteristics of Miulticast Routing Trees under Mbility

Mul ticast distribution trees have been studied froma focus of
network efficiency. G ounded on enpirical observations, Chuang and
Sirbu [33] proposed a scaling power-law for the total nunber of I|inks
in a nulticast shortest path tree with mreceivers (proportional to
mk). The authors consistently identified the scale factor to attain
t he i ndependent constant k = 0.8. The validity of such universal
heavy-tailed distribution suggests that nulticast shortest path trees

are of self-simlar nature with many nodes of snall, but few of
hi gher degrees. Trees consequently would be shaped tall rather than
wi de.

Subsequent enpirical and anal ytical work [34][35] debated the
applicability of the Chuang and Sirbu scaling |aw. Van M eghem et
al . [34] proved that the proposed power |aw cannot hold for an
increasing Internet or very large nulticast groups, but is indeed
applicable for noderate receiver nunbers and the current Internet
size of N = 10"5 core nodes. |Investigating self-sinmlarity, Janic
and Van M eghem [36] sem -enpirically substantiated that nulticast
shortest path trees in the Internet can be nodel ed with reasonabl e
accuracy by uniformrecursive trees (URTs) [37], provided mrenains
smal | conpared to N.

The mobility perspective on shortest path trees focuses on their
alteration, i.e., the degree of topol ogi cal changes induced by
novenent. For receivers, and nore interestingly for sources, this
may serve as a characteristic nmeasure of the routing conplexity.
Mobil e |isteners noving to neighboring networks will only alter tree
branches extending over a few hops. Source-specific multicast trees
subsequently generated from source handover steps are not

i ndependent, but highly correlated. They nost likely branch to
identical receivers at one or several intersection points. By the
self-simlar nature, the persistent sub-trees (of previous and next
distribution tree), rooted at any such intersection point, exhibit
again the scaling | aw behavior, are tall-shaped with nodes of mainly
| ow degree and thus likely to coincide. Tree alterations under
mobi l ity have been studied in [26], both analytically and by
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simulations. It was found that even in | arge networks and for
noder ate receiver nunbers nore than 80% of the nulticast router
states remain invariant under a source handover

4. Link-Layer Aspects
4.1. General Background

Scal abl e group data distribution has the highest potential in edge
net wor ks, where | arge nunbers of end systems reside. Consequently,

it is not surprising that nost LAN network access technol ogi es
natively support point-to-nultipoint or nulticast services. Wreless
access technol ogi es inherently support broadcast/nulticast at L2 and
operate on a shared mediumwith linmted frequency and bandwi dt h.

Several aspects need consideration: First, dissimlar network access
radi o technol ogi es cause distinct group traffic transm ssions. There
are:

0 connection-less |link services of a broadcast type, which nostly
are bound to linmted reliability;

0 connection-oriented |link services of a point-to-mnultipoint type,
which require nore conplex control and frequently exhibit
reduced efficiency;

0 connection-oriented |link services of a broadcast type, which are
restricted to unidirectional data transm ssion

In addition, nulticast may be distributed via nultiple point-to-point
uni cast links without the use of a dedicated nultipoint radio
channel . A fundanental difference between unicast and group

transm ssion arises from power managenent. Sone radi o technol ogi es
adjust transnmit power to be as small as possible based on link-1ayer
feedback fromthe receiver, which is not done in nultipoint node
They consequently incur a "nulticast tax", making nulticast |ess

ef ficient than unicast unless the nunber of receivers is larger than
sone t hreshol d.

Second, point-to-nultipoint service activation at the network access
| ayer requires a mappi ng nechani sm from network-1ayer requests. This
function is commonly achieved by L3 awareness, i.e., |GW/ M.D
snoopi ng [70] or proxy [38], which occasionally is conplenented by
Mul ticast VLAN Registration (WR). MR allows sharing of a single
mul ticast | EEE 802.1Q Virtual LAN in the network, while subscribers
remain in separate VLANs. This L2 separation of nulticast and

uni cast traffic can be enpl oyed as a workaround for point-to-point
link nmodel s to establish a common nulticast |ink.
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Third, an address mappi ng between the | ayers is needed for conmon
group identification. Address resolution schenes depend on frami ng
details for the technologies in use, but commonly cause a significant
address overlap at the lower layer (i.e., nore than one IP nulticast
group address is sent using the sanme L2 address).

4.2. Milticast for Specific Technol ogi es
4,2.1. 802.11 WAN

| EEE 802.11 Wreless Local Area Network (W.AN) is a broadcast network
of Ethernet type. This inherits nulticast address nappi ng concepts
from802.3. |In infrastructure node, an access point operates as a
repeater, only bridging data between the Base (BSS) and the Extended
Service Set (ESS). A nobile node submits nulticast data to an access
point in point-to-point acknow edged uni cast node (when the ToDS bit
is set). An access point receiving nulticast data froman M sinply
repeats nulticast frames to the BSS and propagates themto the ESS as
unacknow edged broadcast. Milticast franmes received fromthe ESS
receive simlar treatnent.

Mul ticast frane delivery has the follow ng characteristics:

0 As an unacknow edged service, it offers linmted reliability.
The | oss of franmes (and hence packets) arises frominterference,
collision, or time-varying channel properties.

o Data distribution may be del ayed, as unicast power saving
synchroni zation via Traffic Indication Messages (TIM does not
operate in nmulticast node. Access points buffer nulticast
packets while waiting for a larger Delivery TIM(DTIM interval
whenever stations use the power saving node.

o Multipoint data may cause congestion, because the distribution
system fl oods nulticast, without further control. All access
poi nts of the sanme subnet replicate nulticast franes.

To limt or prevent the latter, nany vendors have inplenented a
configurable rate linmt for forwarding multicast packets.
Additionally, an | GW/ M.D snoopi ng or proxy may be active at the
bridgi ng | ayer between the BSS and the ESS or at sw tches

i nterconnecti ng access points.

4.2.2. 802.16 W MAX
| EEE 802.16 Worldwide Interoperability for Mcrowave Access (W MAX)

conbines a famly of connection-oriented radi o transm ssion services
that can operate in single-hop point-to-nultipoint (PMP) or in nesh
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node. The latter does not support multipoint transm ssion and
currently has no deploynment. PMP operates between Base and

Subscri ber Stations in distinguished, unidirectional channels. The
channel assignnent is controlled by the Base Station, which assigns
channel I1Ds (CIDs) within service flows to the Subscriber Stations.
Service flows may provide an optional Automatic Repeat Request (ARQ
to inprove reliability and nay operate in point-to-point or point-to-
mul ti point (restricted to downlink and wi thout ARQ node.

A W MAX Base Station operates as a full-duplex L2 switch, with

swi tching based on CIDs. Two IPv6 |link nodels for nobile access
scenarios exist: A shared IPv6 prefix for IP over Ethernet Crcuit
Swi tched (CS) [39] provides Media Access Control (MAC) separation
within a shared prefix. A second, point-to-point |ink nodel [40] is
recomended in the | Pv6 Convergence Sublayer [41], which treats each
connection to a nobile node as a single link. The point-to-point
link nodel conflicts with a consistent group distribution at the IP
| ayer when using a shared nedium (cf. Section 4.1 for WR as a

wor kar ound) .

To invoke a multipoint data channel, the base station assigns a
common CID to all Subscriber Stations in the group. An |IPv6
mul ti cast address mapping to these 16-bit 1Ds is proposed by copying
either the 4 lowest bits, while sustaining the scope field, or by
utilizing the 8 | owest bits derived from Milticast on Ethernet CS
[42]. For selecting group nenbers, a Base Station may i npl enent

| GW/ MLD snooping or proxy as foreseen in 802. 16e-2005 [43].

A Subscriber Station nulticasts | P packets to a Base Station as a
poi nt-to-point unicast stream \Wen the IPv6 CS is used, these are
forwarded to the upstream access router. The access router (or the
Base Station for | P over Ethernet CS) nmay send downstream nul ticast
packets by feeding themto the nulticast service channel. On
reception, a Subscriber Station cannot distinguish nulticast from
uni cast streanms at the |link |ayer

Mul ti cast services have the follow ng characteristics:

o Multicast CIDs are unidirectional and available only in the
downlink direction. Thus, a native broadcast-type forwarding
nmodel is not avail abl e.

0 The mapping of nulticast addresses to ClDs needs

standardi zation, since different entities (Access Router, Base
Station) may have to performthe napping.
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o CID collisions for different nulticast groups nmay occur due to
the short I D space. This can result in several point-to-
mul ti poi nt groups sharing the same CID, reducing the ability of
a receiver to filter unwanted L2 traffic.

0 The point-to-point link nodel for nobile access contradicts a
consi stent mapping of IP-layer nulticast onto 802.16 point-to-
nmul ti poi nt services.

o Multipoint channel s cannot operate ARQ service and thus
experience a reduced reliability.

4.2.3. 3GPP/3GPP2

The 3rd CGeneration Partnership Project (3GPP) System architecture
spans a circuit switched (CS) and a packet-sw tched (PS) donmin, the
| atter General Packet Radio Services (GPRS) incorporates the IP

Mul ti nmedia Subsystem (I M5) [44]. The 3GPP PS is connection-oriented
and based on the concept of Packet Data Protocol (PDP) contexts.
PDPs define point-to-point |inks between the Mbile Terminal and the
Gat eway GPRS Support Node (GGSN). Internet service types are PPP

| Pv4, and | Pv6, where the recommendation for |Pv6 address assi gnment
associates a prefix to each (primary) PDP context [45].

In Universal Mbile Tel ecomuni cations System (UMIS) Rel. 6, the IMS
was extended to include Miultinedia Broadcast and Ml ticast Services
(MBMS). A point-to-nultipoint GPRS connection service is operated on
radio links, while the gateway service to Internet nmulticast is
handl ed at the | GW/ M.D-aware GGSN. Local nulticast packet
distribution is used within the GPRS | P backbone resulting in the
common doubl e encapsul ation at GGSN. global |IP rmulticast datagrans
over Ceneric Tunneling Protocol (GIP) (with multipoint TID) over

local IP multicast.

The 3GPP MBM5 has the foll owi ng characteristics:

0 There is no imedi ate Layer 2 source-to-destination transition
resulting in transit of all multicast traffic at the GGSN

0 As GGSNs commonly are regional, distant entities, triangular
routi ng and encapsul ati on may cause a significant degradation of
ef ficiency.

In 3GPP2, the MBMS has been extended to the Broadcast and Milticast
Service (BCMCS) [46], which on the routing | ayer operates very
simlar to MBM5. |In both 3GPP and 3GPP2, multicast can be sent using
ei ther point-to-point (PTP) or point-to-nultipoint (PTM tunnels, and
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there is support for swtching between PTP and PTM PTM uses a
uni di rectional comon channel, operating in unacknow edged node
wi t hout adj ustnment of power |levels and no reporting on | ost packets.

4.2.4. DVB-H/ DVB-IPDC

Digital Video Broadcasting for Handhelds (DVB-H) is a unidirectiona
physi cal |ayer broadcasting specification for the efficient delivery
of broadband and | P-encapsul ated data streans, and is published as an
ETSI standard [47] (see http://ww.dvb-h.org). This uses

mul ti protocol encapsulation (MPE) to transport |IP packets over an
MPEG 2 Transport Stream (TS) with link forward error correction
(FEC). Each streamis identified by a 13-bit TS ID (PID), which
together with a nultiplex service ID, is associated with |Pv4d or |Pv6
addresses [48] and used for selective traffic filtering at receivers.
Upst ream channel s may conpl ement DVB-H usi ng other transm ssion
technol ogies. The | P Datacast Service, DVB-1PDC [31], specifies a
set of applications that can use the DVB-H transm ssi on networKk.

Mul ticast distribution services are defined by a mappi ng of groups
onto appropriate PIDs, which is managed at the | P Encapsul ator [49].
To increase flexibility and avoid collisions, this address resolution
is facilitated by dynami c tables, provided within the self-contained
MPEG- 2 TS. Mobility is supported in the sense that changes of cel
ID, network I D, or Transport Stream |ID are foreseen [50]. A

nmul ticast receiver thus needs to relocate the multicast services to
which it is subscribed during the synchronization phase, and update
its service filters. |Its handover decision nmay depend on service
availability. An active service subscription (rulticast join)
requires initiation at the | P Encapsul ator / DVB-H Gateway, which
cannot be signaled in a pure DVB-H network.

4.2.5. TV Broadcast and Satellite Networks

IP multicast nmay be enabled in TV broadcast networks, including those
specified by DVB, the Advanced Tel evi sion Systens Conmittee (ATSC)
and rel ated standards [49]. These standards are al so used for one-
and two-way satellite IP services. Networks based on the MPEG 2
Transport Stream may support either the nultiprotocol encapsul ation
(MPE) or the unidirectional |ightweight encapsulation (ULE) [51].

The second generation DVB standards all ow the Transport Streamto be
replaced with a Generic Stream using the Generic Stream

Encapsul ation (GSE) [52]. These encapsul ation formats all support

mul ticast operation.

In MPEG 2 transm ssion networks, nulticast distribution services are

defined by a mapping of groups onto appropriate PIDs, which is
managed at the | P Encapsul ator [49]. The addressing issues resenble
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those for DVB-H (Section 4.2.4) [48]. The issues for using GSE
resenbl e those for ULE (except the PIDis not available as a
mechanismfor filtering traffic). Networks that provide

bi directional connectivity may allow active service subscription
(rmulticast join) toinitiate forwarding fromthe upstreamIP

Encapsul ator / gateway. Sonme kind of filtering can be achi eved using
the Input Streamldentifier (1Sl) field.

4.3. Vertical Milticast Handovers

5.

5.

A nobile nmulticast node may change its point of Layer 2 attachnent

wi t hi n honbgeneous access technol ogi es (horizontal handover) or

bet ween het erogeneous links (vertical handover). |In either case, a
Layer 3 network change may or nmay not take place, but multicast-aware
i nks al ways need infornmation about group traffic denands.
Consequently, a dedicated context transfer of nulticast subscriptions
is required at the network access. Such Media |Independent Handover
(MH is addressed in | EEE 802.21 [53], but is relevant also beyond

| EEE protocols. Mobility services transport for MH are required as
an abstraction for Layer 2 nulticast service transfer in an |Internet
context [54] and are specified in [55].

M H needs to assist in nore than service discovery: There is a need
for conpl ex, nedi a-dependent nulticast adaptation, a possible absence
of MLD signaling in L2-only transfers, and requirenents originating
frompredictive handovers. A nulticast nobility services transport
needs to be sufficiently conprehensive and abstract to initiate a
seam ess nulticast handoff at network access.

Functions required for MH include:
0 Service discovery.
0 Service context transformation
0 Service context transfer.
0 Service invocation
Sol uti ons
1. Ceneral Approaches
Three approaches to nmobile nulticast are common [56]:
o0 Bidirectional Tunneling, in which the nobile node tunnels al
mul ticast data via its hone agent. This fundanental multicast

solution hides all novenent and results in static nulticast
trees. It may be enployed transparently by nobile nulticast
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listeners and sources, at the cost of triangular routing and
possi bly significant performance degradation fromw dely spanned
data tunnels.

0 Renote Subscription forces the nobile node to re-initiate
mul ticast distribution foll ow ng handover, e.g., by submtting
an MLD listener report to the subnet where a receiver attaches.
Thi s approach of tree discontinuation relies on nulticast
dynanics to adapt to network changes. It not only results in
significant service disruption but |leads to mobility-driven
changes of source addresses, and thus cannot support session
persi stence under nulticast source nobility.

0 Agent-based solutions attenpt to bal ance between the previous
two mechani sms. Static agents typically act as | ocal tunneling
proxies, allowing for sonme inter-agent handover when the nobile
node noves. A decelerated inter-tree handover, i.e., "tree
wal king", will be the outcone of agent-based nulticast nobility,
where sone extra effort is needed to sustain session persistence
t hrough address transparency of nobile sources.

M Pv6 [5] introduces bidirectional tunneling as well as renote
subscription as mniml standard sol utions. Various publications
suggest utilizing renote subscription for listener nobility only,
whi | e advi sing bidirectional tunneling as the solution for source
mobility. Such an approach avoids the "tunnel convergence" or

"aval anche" problem [56], which refers to the responsibility of the
hone agent to multiply and encapsul ate packets for many receivers of
the sane group, even if they are |l ocated within the same subnetworKk.
However, this suffers fromthe drawback that nulticast conmunication
roles are not explicitly known at the network |ayer and nmay change
unexpect edl y.

None of the above approaches address SSM source mobility, except the
use of bidirectional tunneling.

5.2. Solutions for Multicast Listener Mbility
5.2.1. Agent Assistance

There are proposals for agent-assisted handover for host-based
nmobi lity, which conplenment the unicast real-tine nobility
infrastructure of Fast MPve (FM Pv6) [19], the MFM Pv6 [57][58],
and of Hierarchical MPv6e (HM Pv6) [20], the MHM Pv6 [59], and to
context transfer [60], which have been thoroughly analyzed in
[25][61].
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Al'l these solutions presune the context state was stored within a
networ k node that is reachable before and after a nove. But there
could be cases were the MNis no longer in contact with the previous
networ k, when at the new location. |In this case, the network itself
cannot assist in the context transfer. Such scenarios may occur when
nmovi ng fromone (wall ed) operator to another and will require a
backwards conpatible way to recover fromloss of connectivity and
context based on the node al one.

Net wor k- based nmobil ity managenent, Proxy M Pv6 (PMPv6) [62], is

mul ticast transparent in the sense that the MN experiences a point-
to-point hone link fixed at its (static) Local Mbility Anchor (LM).
This virtual hone link is conposed of a unicast tunnel between the
LMA and the current Mobile Access Gateway (MAG, and a point-to-point
link connecting the current MMAGto the MN\. A PM Pv6 donain thereby

i nherits MIU-size problens from spanning tunnels at the receiver
site. Furthernore, two aval anche problem points can be identified:
the LMA may be required to tunnel data to a |arge nunmber of MAGs,
while an MAG may be required to forward the sanme nulticast streamto
many MNs via individual point-to-point links [63]. Future

optim zations and extensions to shared |inks preferably adapt native
mul ticast distribution towards the edge network, possibly using a

| ocal routing option, including context transfer between access
gateways to assist |P-nobility-agnostic MN\s.

An approach based on dynanically negotiated inter-agent handovers is
presented in [64]. Aside from|ETF work, nunerous publications
present proposals for seam ess nulticast |listener mobility, e.g.

[ 65] provides a conprehensive overview of the work prior to 2004.

5.2.2. Milticast Encapsul ation

Encapsul ati on of nulticast data packets is an established nmethod to
shield nmobility and to enabl e access to renotely | ocated data
services, e.g., streans fromthe hone network. Applying generic
packet tunneling in IPv6 [66] using a unicast point-to-point nethod
will also allow nulticast-agnostic donains to be transited, but does
i nherit the tunnel convergence problemand may result in traffic

mul tiplication.

Mul ti cast-enabl ed environnments nmay take advantage of point-to-
mul ti poi nt encapsul ation, i.e., generic packet tunneling using an
appropriate nulticast destination address in the outer header. Such
mul ticast-in-nulticast encapsul ated packets simlarly enable
reception of renotely located streans, but do not suffer fromthe
scal i ng overhead from using unicast tunnels.
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The tunnel entry point perform ng encapsul ati on shoul d provide
fragmentation of data packets to avoid issues resulting from MIU-si ze
constraints within the network(s) supporting the tunnel (s).

5.2.3. Hybrid Architectures

There has been recent interest in seeking nethods that avoid the
conplexity at the Internet core network, e.g., application-layer and
overlay proposals for (mobile) multicast. The possibility of
integrating nulticast distribution on the overlay into the network

| ayer is also being considered by the | RTF Scal abl e Adapti ve

Mul ticast (SAM Research G oup.

An early hybrid architecture using reactively operating proxy-
gateways |l ocated at the Internet edges was introduced by Garyfal os
and Alneroth [30]. The authors presented an Intelligent Gateway
Mul ticast as a bridge between nobility-aware native nulticast
managenent in access networks and nobility group distribution
services in the Internet core, which my be operated on the network
or application layer. The Hybrid Shared Tree approach [67]

i ntroduced a nobility-agnostic nulticast backbone on the overl ay.

Current work in the SAM RG i s devel opi ng general architectura
approaches for hybrid nulticast solutions [68] and a common nul ti cast
APl for a transparent access of hybrid nmulticast [69] that wll
require a detailed design in future work

5.2.4. M.D Ext ensi ons

The default tiner values and Robustness Variable specified in M.D
[17] were not designed for the nobility context. This results in a
sl ow reaction of the multicast-routing infrastructure (including
L3-aware access devices [70]) following a client leave. This may be
a di sadvantage for wireless |inks, where performance may be inproved
by carefully tuning the Query Interval and other variables. Some
vendors have optim zed performance by inplenenting a |istener node
table at the access router that can elimnate the need for query

ti meouts when receiving | eave nmessages (explicit receiver tracking).

An MN operating predictive handover, e.g., using FM Pv6, may

accel erate nmulticast service term nation when | eaving the previous
network by submitting an early Done nessage before handoff. M.D
router querying will allow the nulticast forwarding state to be
restored in the case of an erroneous prediction (i.e., an anticipated
nove to a network that has not taken place). Backward context
transfer may ot herw se ensure a |eave is signaled. A further

optim zation was introduced by Jelger and Noel [71] for the special
case when the HAis a nulticast router. A Done nessage received
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through a tunnel fromthe nobile end node (through a point-to-point
link directly connecting the M\, in general), should not initiate
standard M.D nenbership queries (with a subsequent timeout). Such
explicit treatnent of point-to-point links will reduce traffic and
accel erate the control protocol. Explicit tracking will cause

i dentical protocol behavi or

Wil e away fromhonme, an MN nmay wish to rely on a proxy or "standby"
mul ti cast menbership service, optionally provided by an HA or proxy
router. Such functions rely on the ability to restart fast packet
forwarding; it nmay be desirable for the proxy router to remain part
of the nulticast delivery tree, even when transni ssion of group data
is paused. To enable such proxy control, the authors in [71] propose
an extension to M.D, introducing a Listener Hold nessage that is
exchanged between the MN and the HA. This idea was devel oped in [59]
to propose nulticast router attendance control, allowi ng for a
general depl oynent of group nmenbership proxies. Sone currently

depl oyed | PTV sol utions use such a nechanismin conbination with a
recent (video) franme buffer, to enable fast channel sw tching between
several |IPTV multicast flows (zapping).

5.3. Solutions for Miulticast Source Mbility
5.3.1. Any Source Miulticast Mbility Approaches

Solutions for nulticast source nobility can be divided into three
cat egori es:

o Statically Rooted Distribution Trees. These nethods follow a
shared tree approach. Rondhani et al. [72] proposed enpl oyi ng
t he Rendezvous Points of PIMSM as nobility anchors. Mobile
senders tunnel their data to these "Mobility-aware Rendezvous
Points" (MRPs). When restricted to a single domain, this schene
is equivalent to bidirectional tunneling. Focusing on inter-
domain nobile nulticast, the authors designed a tunnel- or SSM
based backbone distribution of packets between MRPs.

0 Reconstruction of Distribution Trees. Several authors have
proposed the construction of a conpletely new distribution tree
after the nmovenent of a nobile source and therefore have to
compensate for the additional routing (tree-building) delay. M
HM Pv6 [59] tunnels data into a previously established tree
rooted at nobility anchor points to conpensate for the routing
delay until a protocol-dependent tiner expires. The Range-Based
Mobil e Multicast (RBMODM protocol [73] introduces an additiona
Mil ticast Agent (MA) that advertises its service range. A
nmobi | e source registers with the closest MA and tunnels data
through it. When noving out of the previous service range, it
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Sch

will perform MA discovery, a re-registration and continue data
tunneling with a newy established Miulticast Agent in its new
current vicinity.

0 Tree Modification Schemes. In the case of DVMRP routing, Chang
and Yen [74] propose an algorithmto extend the root of a given
delivery tree for incorporating a new source |location in ASM
The authors rely on a conpl ex additional signaling protocol to
fix DVMRP forwarding states and heal failures in the reverse
pat h forwardi ng (RPF) checks.

.2. Source-Specific Multicast Mbility Approaches

The shared tree approach of [72] has been extended to support SSM
nmobi lity by introducing the HoA address record to the Mbility-aware
Rendezvous Points. The MRPs operate using extended nulticast routing
tabl es that sinultaneously hold the HoA and CoA and thus can
logically identify the appropriate distribution tree. Mbility thus
may reintroduce the concept of rendezvous points to SSM routing.

Approaches for reconstructing SPTs in SSMrely on a client
notification to establish new router state. They also need to
preserve address transparency for the client. Thaler [75] proposed

i ntroduci ng a binding cache and providi ng source address transparency
anal ogous to M Pv6 uni cast comunication. Initial session
announcenents and changes of source addresses are distributed
periodically to clients via an additional nulticast control tree
rooted at the home agent. Source tree handovers are then activated
on listener requests.

Jel ger and Noel [76] suggest handover i nprovenents enpl oyi ng anchor
points within the source network, supporting continuous data
reception during client-initiated handovers. Cient updates are
triggered out of band, e.g., by Source Dermand Routing (SDR) / Session
Announcenent Protocol (SAP) [77]. Receiver-oriented tree
construction in SSMthus remai ns unsynchroni zed with source
handovers.

To address the synchroni zati on problemat the routing | ayer, severa
proposal s have focused on direct nodification of the distribution
trees. A recursive schene may use | oose unicast source routes with
branch points, based on a nulticast Hop-by-Hop protocol. Vida et al
[78] optimzed SPT for a noving source on the path between the source
and first branching point. O Neill [79] suggested a schene to
overcone RPF check failures that originate fromnulticast source
address changes with a rendezvous point scenario by introducing

ext ended routing information, which acconpanies data in a Hop-by-Hop
option "RPF redirect" header. The Tree Morphing approach of Schnidt
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and Waehlisch [80] used source routing to extend the root of a
previously established SPT, thereby injecting router state updates in
a Hop-by-Hop option header. Using extended RPF checks, the el ongated
tree autononously initiates shortcuts and snmoothly reduces to a new
SPT rooted at the relocated source. An enhanced version of this

prot ocol abandoned the initial source routing and could be proved to
comply with rapid source novenent [81]. Lee et al. [82] introduced a
stat e-update nmechani smfor reusing najor parts of established

nmul ticast trees. The authors start froman initially established
distribution state, centered at the nmobile source’s home agent. A
nmobi | e source leaving its hone network will signal a multicast
forwardi ng state update on the path to its hone agent and,
subsequently, distribution states according to the nobile source’s
new CoA al ong the previous distribution tree. Milticast data is then
intended to flow natively using triangular routes via the el ongation
and an updated tree centered on the hone agent. Based on Host
Identity Protocol identifiers, Kovacshazi and Vida [83] introduce

mul ticast routing states that renmin i ndependent of |P addresses.
Drawi ng upon a sinmilar scaling | aw argunent, parts of these states
may then be reused after source address changes.

6. Security Considerations

Thi s docunent di scusses nulticast extensions to nobility. It does
not define new nethods or procedures. Security issues arise from
source address binding updates, specifically in the case of source-
specific nulticast. Threats of hijacking unicast sessions wll
result fromany solution jointly operating bindi ng updates for

uni cast and nul ti cast sessions.

Mul ticast protocols exhibit a risk of network-based traffic
anmplification. For exanple, an attacker may abuse nobility signaling
to inject unwanted traffic into a previously established multicast
distribution infrastructure. These threats are partially mtigated
by reverse path forwarding checks by nmulticast routers. However, a
mul ticast or nobility agent that explicitly replicates nulticast
streans, e.g., Hone Agent that n-casts data, may be vulnerable to
deni al -of -service attacks. |In addition to source authentication, a
rate control of the replicator nmay be required to protect the agent
and t he downstream net wor k.

Mobility protocols need to consider the inplications and requirenents
for Authentication, Authorization, and Accounting (AAA). An MN nay
have been aut horized to receive a specific nulticast group when using
one nobile network, but this may not be valid when attaching to a
different network. 1In general, the AAA association for an MN may
change between attachnents, or may be individually chosen prior to
network (re-)association. The nost appropriate network path may be
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one that satisfies user preferences, e.g., to use/avoid a specific
network, mnimnmze nonetary cost, etc., rather than one that only

m nimzes the routing cost. Consequently, AAA bindings may need to
be consi dered when perform ng context transfer.

Adm ssion control issues may ari se when new CoA source addresses are
i ntroduced to SSM channels [84]. Due to |ack of feedback, the

adm ssion [85] and bindi ng updates [86] of npbile multicast sources
requi re autononously verifiable authentication. This can be achieved
by, for instance, Cryptographically Generated Addresses (CGAs).

Modi fication to | ETF protocols (e.g., routing, nenbership, session
announcenent, and control) as well as the introduction of new
entities, e.g., multicast nobility agents, can introduce security
vul nerabilities and require consideration of issues such as

aut hentication of network entities, nmethods to mitigate denial of
service (in ternms of unwanted network traffic, unnecessary
consunption of router/host resources and router/host state/buffers).
Future solutions nust therefore anal yze and address the security

i mplications of supporting nobile multicast.

7. Summary and Future Steps

This docunent is intended to provide a basis for the future design of
nmobil e | Pv6 nulticast nmethods and protocol s by:

o providing a structured overview of the probl em space that
mul ticast and nobility jointly generate at the I Pv6 | ayer;

o referencing the inplications and constraints arising froml ower
and upper | ayers and from depl oynent;

o briefly surveying conceptual ideas of currently available
sol uti ons;

0 including a conprehensive bibliographic reference base.

It is recommended that future steps towards extending nobility
services to nulticast proceed to first solve the follow ng problens:

1. Ensure seam ess mnulticast reception during handovers, neeting
the requirenents of nobile | Pv6 nodes and networks. Thereby
addressing the probl ens of honme subscription wi thout n-tunnels,
as well as native nmulticast reception in those visited
net wor ks, which offer a group conmuni cation service.
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2. Integrate nmulticast |listener support into unicast nobility
managenent schenes and architectural entities to define a
consistent nobility service architecture, providing equa
support for unicast and nulticast communication

3. Provide basic nulticast source nobility by designing address
dual ity nmanagenent at end nodes
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Appendix A Inplicit Source Notification Options

An I P nulticast source transnmits data to a group of receivers wthout
requiring any explicit feedback fromthe group. Sources therefore
are unaware at the network | ayer of whether any receivers have
subscribed to the group, and unconditionally send nmulticast packets
that propagate in the network to the first-hop router (often known in
PIM as the designated router). There have been attenpts to
inmplicitly obtain infornmation about the listening group nenbers,
e.g., extending an | GW/ M.D querier to informthe source of the

exi stence of subscribed receivers. Milticast Source Notification of
Interest Protocol (MSNIP) [87] was such a suggested nethod that

all owed a nulticast source to query the upstream desi gnated router
However, this work did not progress within the | ETF nboned worKki ng
group and was termi nated by the | ETF.

Mul ticast sources may al so be controlled at the session or transport
| ayer using end-to-end control protocols. A nmpjority of real-tine
applications enploy the Real -tinme Transport Protocol (RTP) [88]. The
acconpanyi ng control protocol, RTP Control Protocol (RTCP), allows
receivers to report information about multicast group menbership and
associ ated perfornmance data. In nulticast, the RTCP reports are
submitted to the sanme group and thus may be nonitored by the source
to nonitor, manage and control nulticast group operations. RFC 2326,
the Real Tine Streami ng Protocol (RTSP), provides session |ayer
control that nmay be used to control a nulticast source. However,
RTCP and RTSP information is intended for end-to-end control and is
not necessarily visible at the network layer. Application designers
may chose to inplenment any appropriate control plane for their

nmul ticast applications (e.g., reliable nmulticast transport
protocol s), and therefore a network-layer nobility nmechani sm nust not
assune the presence of a specific transport or session protocol
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