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| Psec Channel s: Connection Latching
Abstract

Thi s docunent specifies, abstractly, howto interface applications
and transport protocols with | Psec so as to create "channel s" by

| at chi ng "connections" (packet flows) to certain | Psec Security
Associ ation (SA) paraneters for the lifetine of the connections.
Connection latching is |l ayered on top of |IPsec and does not nodify
the underlying | Psec architecture.

Connection latching can be used to protect applications against
accidentally exposing live packet flows to unintended peers, whether
as the result of a reconfiguration of IPsec or as the result of using
weak peer identity to peer address associations. Wak association of
peer 1D and peer addresses is at the core of Better Than Not hing
Security (BTNS); thus, connection |latching can add a significant
measure of protection to BTNS | Psec nodes.

Finally, the availability of |IPsec channels will make it possible to
use channel binding to I Psec channels.

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Copyright Notice

Copyright (c) 2009 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the BSD License.
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I ntroduction

| Psec protects packets with little or no regard for stateful packet
flows associated with upper-layer protocols (ULPs). This exposes
applications that rely on | Psec for session protection to risks
associ ated with changing | Psec configurations, configurations that
allow nul tiple peers access to the sane addresses, and/or weak

associ ation of peer IDs and their addresses. The latter can occur as
a result of "wildcard" matching in the | Psec Peer Authorization

Dat abase (PAD), particularly when Better Than Not hing Security (BTNS)
[ RFC5387] is used.

Applications that wish to use |IPsec nay have to ensure that |oca
policy on the various end-points is configured appropriately

[ RFC5406] [USING | PSEC]. There are no standard Application
Programming Interfaces (APIs) to do this (though there are non-
standard APls, such as [IP_SEC OPT.nan]) -- a nmmjor consequence of

whi ch, for exanple, is that applications nust still use hostnanes
(and, e.g., the Donmain Nane System [RFCL034]) and | P addresses in

exi sting APls and nust depend on an |Psec configuration that they may
not be able to verify. 1In addition to specifying aspects of required
Security Policy Database (SPD) configuration, application

speci fications nmust al so address PAD/ SPD configuration to strongly

bi nd indi vi dual addresses to individual |Psec identities and
credentials (certificates, public keys, etc.).

| Psec is, then, quite cunbersone for use by applications. To address
this, we need APIs to IPsec. Not merely APlIs for configuring |IPsec,
but also APIs that are simlar to the existing IP APIs (e.g., "BSD
Sockets"), so that typical applications nmaking use of UDP [ RFC0768],
TCP [ RFC0793], and Stream Control Transm ssion Protocol (SCTP)

[ RFC4960] can make use of IPsec with nininml changes.

Thi s docunent describes the foundation for |IPsec APls that UDP and
TCP applications can use: a way to bind the traffic flows for, e.g.
TCP connections to security properties desired by the application
We call these "connection |latches" (and, in sonme contexts, "IlPsec
channel s"). The met hods outlined bel ow achieve this by interfacing
ULPs and applications to | Psec.

If wdely adopted, connection |atching could nmake application use of
| Psec much sinpler, at least for certain classes of applications.

Connection latching, as specified herein, is primarily about watching
updates to the SPD and Security Association Database (SAD) to detect
changes that are adverse to an application’s requirenments for any

gi ven packet flow, and to react accordingly (such as by synchronously
alerting the ULP and application before packets can be sent or
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recei ved under the new policy). Under no circunstance are | Psec
policy databases to be nodified by connection latching in any way
that can persist beyond the lifetime of the rel ated packet flows, nor
reboots. Under no circunstance is the PAD to be nodified at all by
connection latching. |If all optional features of connection |atching
are excluded, then connection |atching can be inplenented as a

nmoni tor of SPD and SAD changes that intrudes in their workings no
nmore than is needed to provide synchronous alerts to ULPs and
applications.

We assune the reader is famliar with the | Psec architecture
[ RFC4A301] and Internet Key Exchange Protocol version 2 (IKEv2)
[ RFC4306] .

Note: the ternms "connection |latch" and "I Psec channel" are used

i nterchangeably below. The latter termrelates to "channel binding"
[ RFC5056]. Connection latching is suitable for use in channe

bi nding applications, or will be, at any rate, when the channe

bi ndi ngs for | Psec channels are defined (the specification of |Psec
channel bindings is out of scope for this docunent).

Note: where this docunent nentions |Psec peer "ID" it refers to the
I nternet Key Exchange (I KE) peer ID (e.g., the ID derived froma
peer’'s cert, as well as the cert), not the peer’s |P address.

1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Abstract function names are all capitalized and denoted by a pair of
parentheses. In their descriptions, the argunents appear within the
par ent heses, with optional argunments surrounded by square brackets.
Return values, if any, are indicated by follow ng the function
argunent list with "->" and a description of the return value. For
exanpl e, "FOQ(3-tuple, [nmessage])" would be a function named "FOO'
with two argunents, one of them optional, and returning nothing,
wher eas "FOOBAR(handl e) -> state" would be a function with a single,
required argunment that returns a value. The values’ types are
described in the surrounding text.

2. Connection Latching
An "I Psec channel" is a packet flow associated with a ULP control

bl ock, such as a TCP connection, where all the packets are protected
by I Psec SAs such that:
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0o the peer’s identity is the same for the lifetinme of the packet
flow

o the quality of |Psec protection used for the packet flow s
i ndi vi dual packets is the sane for all of themfor the lifetinme of
t he packet fl ow

An | Psec channel is created when the associ ated packet flowis
created. This can be the result of a l|ocal operation (e.g., a
connect()) that causes the initial outgoing packet for that flowto
be sent, or it can be the result of receiving the first/initiating
packet for that flow (e.g., a TCP SYN packet).

An | Psec channel is destroyed when the associ ated packet flow ends.
An | Psec channel can al so be "broken" when the connection |atch
cannot be mmintained for sone reason (see below), in which case the
ULP and application are inforned.

| Psec channels are created by "latching" various paraneters |isted
bel ow to a ULP connection when the connections are created. The
REQUI RED set of paraneters bound in | Psec channels is:

o Type of protection: confidentiality and/or integrity protection
0 Transport node versus tunnel node

0 Quality of protection (QoP): cryptographic algorithmsuites, key
| engths, and replay protection (see Section 2.1);

0 Local identity: the local ID asserted to the peer, as per the
| Psec processing nodel [RFC4301] and BTNS [ RFC5386];

0 Peer identity: the peer’s asserted and authorized |Ds, as per the
| Psec processing nodel [RFC4301] and BTNS [ RFC5386] .

The SAs that protect a given |IPsec channel’s packets nay change over
time in that they may expire and be replaced with equival ent SAs, or
they may be re-keyed. The set of SAs that protect an | Psec channel’s
packets need not be related by anything other than the fact that they
must be congruent to the channel (i.e., the SAs’ paraneters nust

mat ch those that are latched into the channel). In particular, it is
desirabl e that | Psec channels survive the expiration of |IKE SAs and
child SAs because operational considerations of the various key
exchange protocols then cannot affect the design and features of
connection | atching.

WIlians St andards Track [ Page 5]



RFC 5660 | Psec Connection Latching Cct ober 2009

Wien a situation arises in which the SPDis nodified, or an SAis
added to the SAD, such that the new policy and/or SA are not
congruent to an established channel (see previous paragraph), then we
consider this a conflict. Conflict resolution is addressed bel ow

Requi rements and reconmendati ons

o |If an IPsec channel is desired, then packets for a given
connection MJUST NOT be sent until the channel is established.

o If an IPsec channel is desired, then inbound packets for a given
connection MJUST NOT be accepted until the channel is established.
That is, inbound packets for a given connection arriving prior to
the establishnment of the corresponding | Psec channel nust be
dropped or the channel establishnent nust fail

0 Once an | Psec channel is established, packets for the | atched
connection MJUST NOT be sent unprotected nor protected by an SA
that does not nmatch the | atched paraneters

0 Once an | Psec channel is established, packets for the | atched
connecti on MJUST NOT be accepted unprotected nor protected by an SA
that does not match the | atched paraneters. That is, such packets
nmust either be dropped or cause the channel to be terninated and
the application to be inforned before data from such a packet can
be delivered to the application

o |Inplenmentati ons SHOULD provi de progranmi ng interfaces for
inquiring the values of the paraneters |atched in a connection

o |Inplenentations that provide such progranming interfaces MJST naeke
available to applications all relevant and avail able information
about a peer’s ID, including authentication information. This
i ncludes the peer certificate, when one is used, and the trust
anchor to which it was validated (but not necessarily the whole
certificate validation chain).

o |Inplenentations that provide such progranming interfaces SHOULD
make available to applications any information about |ocal and/or
renote public and private | P addresses, in the case of NAT-
traversal

o |Inplenentations that provide such progranming interfaces SHOULD

nmake available to applications the inner and outer |ocal and peer
addresses whenever the | atched connection uses tunnel-node SAs.
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o |Inplenentations SHOULD provide programr ng interfaces for setting
the val ues of the paraneters to be latched in a connection that
will be initiated or accepted, but these interfaces MJST linit
what val ues applications may request according to system policy
(i.e., the I Psec PAD and SPD) and the application’s |oca
privil eges.

(Typi cal systempolicy may not allow applications any choices
here. Policy extensions allow ng for optional protection are
described in Section 3.1.)

o Inplenentations SHOULD create | Psec channels autonatically by
default when the application does not explicitly request an |Psec
channel . I nplenentations MAY provide a way to disable autonatic
creation of connection |atches.

0 The paraneters latched in an I Psec channel MJST renmai n unchanged
once the channel is established.

o Tinmeouts while establishing child SAs with paraneters that match
those latched into an I Psec channel MJST be treated as packet |o0ss
(as happens, for exanple, when a network partitions); normal ULP
and/ or application tinmeout handling and retransm ssion
consi derations apply.

o Inplenmentations that have a restartabl e key nmanagenent process (or
"daenon") MJST arrange for existing | atched connections to either
be broken and di sconnected, or for themto survive the restart of
key exchange processes. (This is inplied by the above
requirenents.) For exanple, if such an inplenentation relies on
keepi ng sone aspects of connection latch state in the restartable
key managenent process (e.g., values that potentially have |arge
representations, such as BTNS peer IDs), then either such state
must be restored on restart of such a process, or outstanding
connection | atches nust be transitioned to the CLOSED state.

o0 Dynanmic |Psec policy (see Section 3.1) related to connection
| atches, if any, MJST be torn down when | atched connections are
torn down, and MJST NOT survive reboots.

0 When | KE dead- peer detection (DPD) concludes that the renote peer
is dead or has rebooted, then the system SHOULD consi der al
connection latches with that peer to be irremedi ably broken

W describe two nodels, one of them normative, of |Psec channels for
native | Psec inplenentations. The normative nodel is based on
abstract programming interfaces in the formof function calls between
ULPs and the key nmanagenent conponent of |Psec (basically, the SAD
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augrmented with a Latch Database (LD)). The second nodel is based on
abstract progranming interfaces between ULPs and the | Psec

(Encapsul ating Security Payload / Authentication Header (ESP/AH))
layer in the formof neta-data tagging of packets within the IP

st ack.

The two nodel s gi ven bel ow are not, however, entirely equivalent.
One nodel cannot be inplemented with Network Interface cards (N Cs)
that offload ESP/ AH but that do not tag incomi ng packets passed to
the host processor with SA information, nor allow the host processor
to so tag outgoi ng packets. That sane nodel can be easily extended
to support connection |l atching with unconnected datagram "sockets"
while the other nodel is rigidly tied to a notion of "connections"
and cannot be so extended. There nmay be other ninor differences
between the two nodels. Rather than seek to establish equival ency
for sone set of security guarantees, we instead choose one nodel to
be the normative one.

We al so provide a nodel for non-native inplenmentations, such as bunp-
in-the-stack (BITS) and Security Gateway (SG inplenentations. The
connection | atching nodel for non-native inplenentations is not full-
featured as it depends on estimating packet flow state, which may not
al ways be possible. Nor can non-native |IPsec inplenentations be
expected to provide APIs related to connection |atching
(inplenentations that do could be said to be native). As such, this
third nodel is not suitable for channel binding applications

[ RFC5056] .

2.1. Latching of Quality-of-Protection Parameters

In I Psec, the assunption of IKE initiator/responder roles is non-
deterministic. That is, sonetinmes an I KE SA and child SAs will be
initiated by the "client" (e.g., the caller of the connect() BSD
sockets function) and sonetinmes by the "server" (e.g., the caller of
the accept () BSD Sockets function). This nmeans that the negotiation
of quality of protection is also non-deterninistic unless one of the
peers offers a single cryptographic suite in the | KE negotiation

When creating narrow child SAs with traffic selectors matching the
connection latch’s 5-tuple, it is possible to constrain the |KE
Quality-of -Protection negotiation to a single cryptographic suite.
Therefore, inplenentations SHOULD provide an APl for requesting the
use of such child SAs. |nplenentors SHOULD consider an application
request for a specific QP to inply a request for narrow child SAs.
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When using SAs with traffic sel ectors enconpassing nore than just a
single flow, then the systemmay only be able to latch a set of
cryptographic suites, rather than a single cryptographic suite. In
such a case, an inplenmentation MJST report the QoP bei ng used as

i ndet erm nat e.

2.2. Connection Latch State Machine
Connection latches can exist in any of the following five states:
0 LI STENER
0 ESTABLI SHED

0 BROKEN (there exist SAs that conflict with the given connection
| atch, conflicting SPD changes have been nade, or DPD has been
triggered and the peer is considered dead or restarted)

0 CLCSED (by the ULP, the application or admnistratively)

and al ways have an associ ated owner, or hol der, such as a ULP
transm ssion control block (TCB).

A connection latch can be born in the LI STENER state, which can
transition only to the CLOSED state. The LI STENER state corresponds
to LI STEN state of TCP (and other ULPs) and is associated with IP
3-tuples, and can give rise to new connection latches in the

ESTABLI SHED st at e.

A connection latch can also be born in the ESTABLI SHED and BROKEN
states, either through the direct initiative of a ULP or when an
event occurs that causes a LISTENER latch to create a new latch (in
ei ther ESTABLI SHED or BROKEN states). These states represent an
active connection latch for a traffic flows 5-tuple. Connection

| atches in these two states can transition to the other of the two
states, as well as to the CLOSED state.

Connection latches remain in the CLOSED state until their owners are
i nformed except where the owner caused the transition, in which case
this state is fleeting. Transitions from ESTABLI SHED or BROKEN
states to the CLOSED state should typically be initiated by |atch
owners, but inplenentations SHOULD provide adm nistrative interfaces
t hrough which to close active | atches

Connection latches transition to the BROKEN state when there exi st
SAs in the SAD whose traffic selectors enconpass the 5-tuple bound by
the | atch, and whose peer and/or paraneters conflict with those bound
by the latch. Transitions to the BROKEN state al so take place when
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SPD changes occur that woul d cause the | atched connection's packets
to be sent or received with different protection paraneters than
those that were latched. Transitions to the BROKEN state are al so

al | oned when | KEv2 DPD concl udes that the renote peer is dead or has
rebooted. Transitions to the BROKEN state al ways cause the

associ ated owner to be informed. Connection |atches in the BROKEN
state transition back to ESTABLI SHED when all SA and/or SPD conflicts
are cl eared.

Most state transitions are the result of local actions of the latch
owners (ULPs). The only exceptions are: birth into the ESTABLI SHED
state fromlatches in the LI STENER state, transitions to the BROKEN
state, transitions fromthe BROKEN state to ESTABLI SHED, and

adm nistrative transitions to the CLOSED state. (Additionally, see
the inplenentation note about restartabl e key nmanagenent processes in
Section 2.)
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The state diagram bel ow nakes use of conventions described in
Section 1.1 and state transition events described in Section 2.3.

<CREATE_LI| STENER _LATCH(3-tuple, ...)>
v <CREATE_CONNECTI ON_LATCH(5-tuple, ...)>
f---mmn-- \ : :
- | LI STENER| .. .. ..
-------- T
| Legend |

: : dotted |ines denote
<conn. trigger event> | atch creation

(e.g., TCP SYN :

|

|

| |

| |

| | |
| recei ved, : : | solid Iines denote

| connect () : : : | state transition
| called, ...) v % : | |
| : e \ | sem -solid |ines

| : | ESTABLI SHED] | denot e async |
| <conflict> \----------- / | notification

| : A | : R +
| | <conflict

| <conflict or DPD>

| cl eared> | :

| | |

| | % %

| : T \

| . >| BROKEN |.-.-.-.-.-> <ALERT() >

| IR /

|

|
<RELEASE_LATCH()> <RELEASE LATCH()>

| [--=--- \
Fo e e e e e e e e e e e e == >| (:L@ED'
\oeme - /

Fi gure 1: Connection Latching State Mchine
The details of the transitions depend on the nodel of connection

| atching followed by any given inplenentation. See the follow ng
secti ons.
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2.3. Nornative Mddel: ULP Interfaces to the Key Manager
This section describes the NORMATI VE nodel of connection |atching.

In this section, we describe connection latching in terns of a
function-call interface between ULPs and the "key nanager" conponent
of a native IPsec inplenentation. Abstract interfaces for creating,
i nqui ri ng about, and rel easing | Psec channels are descri bed.

This nodel adds a service to the | Psec key manager (i.e., the
component that manages the SAD and interfaces with separate

i npl enentations of, or directly inplenents, key exchange protocols):
managenent of connection |atches. There is also a new | Psec

dat abase, the Latch Database (LD), that contains all connection latch
objects. The LD does not persist across systemreboots.

The traditional |Psec processing nodel allows the concurrent

exi stence of SAs with different peers but overlapping traffic

sel ectors. Such behavior, in this nodel, directly violates the
requirenents for connection latching (see Section 2). W address
this problemby requiring that connection | atches be broken (and
hol ders i nformed) when such conflicts arise.

The followi ng | NFORVATIVE figure illustrates this nodel and APl in
terns that are famliar to nany inplenentors, though not applicable
to all:
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Figure 2: Informative | nplenmentation Architecture Di agram

The ULP interfaces to the | Psec LD are as foll ows:

0 CREATE_LI STENER_LATCH( 3-t upl e,
-> latch handl e

par aneters])

WIllians

St andards Track
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If there is no conflicting connection latch object in the

LI STENER state for the given 3-tuple (local address, protocol
and | ocal port nunber), and local policy pernmits it, then this
operation atomically creates a connection latch object in the
LI STENER state for the given 3-tuple.

Wien a child SAis created that matches a listener latch's
3-tuple, but not any ESTABLI SHED connection latch’s 5-tuple
(l ocal address, renote address, protocol, |ocal port nunber
and renote port number), then the key nanager creates a new
connection latch object in the ESTABLI SHED state. The key
manager MJST informthe holder of the listener latch of
connection latches created as a result of the listener latch
see the "ALERT()" interface bel ow.

0 CREATE_CONNECTI ON_LATCH(5-tuple, [type and quality-of-protection
paraneters], [peer ID], [local I1D]) -> latch handle | error

WIllians

If a) the requested | atch does not exist (or exists, but is in
the CLOSED state), b) all the latch paraneters are provided, or
if suitable SAs exist in the SAD fromwhich to derive them and
c) if there are no conflicts with the SPD and SAD, then this
creates a connection latch in the ESTABLI SHED state. If the

| atch paraneters are not provided and no suitable SAs exist in
the SAD fromwhich to derive those paraneters, then the key
manager MUST initiate child SAs, and if need be, | KE_SA from
which to derive those paraneters

The key manager MAY delay the child SA setup and return

i medi ately after the policy check, knowing that the ULP that
requested the latch will subsequently output a packet that will
trigger the SA establishment. Such an inplenmentation may
require an additional, fleeting state in the connection |atch
state machine, a "LARVAL" state, so to speak, that is not
descri bed herein.

If the connection latch ultimtely cannot be established,

ei ther because of conflicts or because no SAs can be
established with the peer at the destination address, then an
error is returned to the ULP. (If the key nanager del ayed SA
est abli shnent, and SA establishnment ultimately fails, then the
key manager has to informthe ULP, possibly asynchronously.
This is one of several details that inplenentors who use a
LARVAL state nust take care of.)
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0 RELEASE LATCH(I| atch object handl e)

Changes the state of the given connection latch to CLOSED; the
connection latch is then del eted.

The key manager MAY del ete any existing child SAs that match
the given latch if it had been in the ESTABLI SHED states. |If
the key manager does delete such SAs, then it SHOULD i nformthe
peer with an informational Del ete payl oad (see | KEv2

[ RFC4306] ) .

0 FIND LATCH(5-tuple) -> latch handle | error
Gven a 5-tuple returns a latch handle (or an error).

0 | NQU RE_LATCH(Il atch object handle) -> {latch state, |atched
paraneters} | error

Returns all available informati on about the given latch
including its current state (or an error).

The I Psec LD interface to the ULP is as foll ows:
0 ALERT(latch object handle, 5-tuple, new state, [reason])

Alerts a ULP as to an asynchronous state change for the given
connection latch and, optionally, provides a reason for the
change.

This interface is to be provided by each ULP to the key nanager
The specific details of howthis interface is provided are

i mpl ement ation details, thus not specified here (for exanple, this
could be a "call back"” function or "closure" registered as part of
the CREATE LI STENER LATCH() interface, or it could be provided
when the ULP is | oaded onto the running systemvia a registration
interface provided by the key manager).

Needl ess to say, the LD is updated whenever a connection |atch object
is created, deleted, or broken

The APl descri bed above is a new service of the |IPsec key manager

In particular, the I Psec key nanager MJST prevent conflicts anpongst

| atches, and it MJST prevent conflicts between any |atch and existing
or proposed child SAs as foll ows:

o Non-listener connection | atches MJUST NOT be created if there exist

conflicting SAs in the SAD at the time the connection latch is
requested or would be created (froma listener latch). A child SA
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conflicts with another, in view of a latch, if and only if: a) its
traffic selectors and the conflicting SA's match the given
latch's, and b) its peer, type-of-protection, or quality-of-
protection paraneters differ fromthe conflicting SA

0 Child SA proposals that would conflict with an extant connection
| atch and whose traffic selectors can be narrowed to avoid the
conflict SHOULD be narrowed (see Section 2.9 of [RFC4306]);
otherwi se, the latch MJST be transitioned to the BROKEN st ate.

0 \Where child SA proposals that would conflict with an extant
connection latch cannot be narrowed to avoid the conflict, the key
manager MJST break the connection latch and informthe hol der
(i.e., the ULP) prior to accepting the conflicting SAs.

Finally, the key manager MJST protect |atched connections agai nst SPD
changes that woul d change the quality of protection afforded to a

| at ched connection’s traffic, or which would bypass it. Wen such a
configuration change takes place, the key nmanager MJST respond in
either of the following ways. The REQUI RED to inpl enent behavior is
to transition into the BROKEN state all connection |atches that
conflict with the given SPD change. An OPTI ONAL behavior is to
logically update the SPD as if a PROTECT entry had been added at the
head of the SPD-S with traffic selectors natching only the | atched
connection’'s 5-tuple, and with processing infornmation taken fromthe
connection latch. Such updates of the SPD MUST NOT survive system
crashes or reboots.

ULPs create | atched connections by interfacing with I Psec as foll ows:

o For listening end-points, the ULP will request a connection |atch
listener object for the ULP |istener’s 3-tuple. Any latching
paraneters requested by the application MIJST be passed al ong.

0 When the ULP receives a packet initiating a connection for a
5-tuple matching a 3-tuple listener latch, then the ULP will ask
the key manager whet her a 5-tuple connection |atch was creat ed.
If not, then the ULP will either reject the new connection or
accept it and informthe application that the new connection is
not | at ched.

o0 Wien initiating a connection, the ULP will request a connection
| atch object for the connection’'s 5-tuple. Any latching
paraneters requested by the application MIJST be passed along. |If
no latch can be created, then the ULP MJUST either return an error
to the application or continue with the new connection and i nform
the application that the new connection is not |atched.
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0 Wien a connection is torn down and no further packets are expected
for it, then the ULP MJST request that the connection |atch object
be destroyed.

0 When tearing down a listener, the ULP MJST request that the
connection latch |istener object be destroyed.

o When a ULP listener rejects connections, the ULP will request the
destruction of any connection |atch objects that may have been
created as a result of the peer’s attenpt to open the connection

0 Wien the key manager inforns a ULP that a connection |atch has
transitioned to the BROKEN state, then the ULP MJUST stop sending
packets and MJUST drop all subsequent inconing packets for the
affected connection until it transitions back to ESTABLI SHED.
Connection-oriented ULPs SHOULD act as though the connection is
experienci ng packet | oss.

0 Wien the key manager inforns a ULP that a connection |atch has
been admi nistratively transitioned to the CLOSED state, then
connection-oriented ULPs MJUST act as though the connection has
been reset by the peer. Inplenentations of ULPs that are not
connection-oriented, and which have no APl by which to sinmulate a
reset, MJUST drop all inbound packets for that connection and MJST
NOT send any further packets -- the application is expected to
detect tineouts and act accordingly.

The main benefit of this nodel of connection latching is that it
acconmodat es | Psec i npl enentati ons where ESP/ AH handling is

i npl enented in hardware (for all or a subset of the host’s SAD), even
where t he hardware does not support tagging i nbound packets with the
i ndexes of SAD entries corresponding to the SAs that protected them

2.3.1. Race Conditions and Corner Cases

ULPs MUST drop inbound packets and stop sendi ng packets i mmedi ately
upon recei pt of a connection |latch break nessage. O herw se, the ULP
will not be able to distinguish inbound packets that were protected
consistently with the connection’s latch frominbound packets that
were not. This may include dropping i nbound packets that were
protected by a suitable SA; dropping such packets is no different,
fromthe ULP's point of view, than packet |oss el sewhere on the
network at the IP layer or below -- harmess, froma security point

of view as the connection fails safe, but it can result in
retransmts.
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Anot her race condition is as follows. A PROTECTed TCP SYN packet nay
be received and decapsul ated, but the SA that protected it could have
expired before the key manager creates the connection latch that

woul d be created by that packet. In this case, the key manager wil|l
have to initiate new child SAs so as to determ ne what the sender’s
peer IDis so it can be included in the connection latch. Here,
there is no guarantee that the peer ID for the new SAs will be the
same as those of the peer that sent the TCP SYN packet. This race
condition is harmess: TCP will send a SYN+ACK to the wong peer,
which will then respond with a RST -- the connection latch will
reflect the new peer however, so if the new peer is malicious it wll
not be able to appear to be the old peer. Therefore, this race
condition is harm ess.

2.3.2. Exanple

Consi der several systens with a very sinple PAD containing a single
entry like so:

Child SA
Rul e Renote ID I Ds all owed SPD Search by
1 <any valid to trust anchor X> 192.0.2/24 by-1P

Fi gure 3: Exanple PAD
And a sinple SPD |ike so:

Rul e Local Renot e Next Action

TS TS Proto
1 192. 0. 2/ 24: ANY 192. 0. 2/ 24: 1-5000 TCP PROTECT(ESP, .. .)
1 192. 0. 2/ 24: 1-5000 192. 0. 2/ 24: ANY TCP PROTECT(ESP, . . .)
1 ANY ANY ANY BYPASS

Figure 4. [SG A] SPD Tabl e

Effectively this says: for TCP ports 1-5000 in our network, allow
only peers that have credentials issued by CA X and PROTECT t hat
traffic with ESP, otherw se, bypass all other traffic.

Now | et’s consider two hosts, A and B, in this network that wish to
communi cate using port 4000, and a third host, C, that is also in the
sane network and wishes to attack A and/or B. All three hosts have
credentials and certificates issued by CA X. Let’s also inagine that
A is connected to its network via a wireless link and is dynamically
addr essed.
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Bis listening on port 4000. A initiates a connection from port
32800 to B on port 4000.

W'l assune no I Psec APls, but that TCP creates | atches where
possi bl e.
W' || consider three cases: a) A and B both support connection

| atching, b) only A does, c) only B does. For the purposes of this
exanple, the SADis enpty on all three hosts when A initiates its TCP
connection to B on port 4000.

When an application running on Ainitiates a TCP connection to B on
port 4000, A wll begin by creating a connection latch. Since the
SAD is enpty, Awll initiate an | KEv2 exchange to create an | KE_SA
with B and a pair of child SAs for the 5-tuple {TCP, A, 32800, B
4000}, then a new latch will be created in ESTABLI SHED st at e.
Sonmetinme later, TCP will send a SYN packet protected by the A-to-B
child SA, per the SPD

When an application running on B creates a TCP |listener "socket" on
port 4000, B will create a LI STENER connection latch for the 3-tuple
{TCP, B, 4000}. Wwen B receives A's TCP SYN packet, it will then
create a connection latch for {TCP, B, 4000, A, 32800}. Since, by
this point, child SAs have been created whose traffic selectors
enconpass this 5-tuple and there are no other conflicting SAs in the
SAD, this connection latch will be created in the ESTABLI SHED st ate.

If Cattenpts to nount a man-in-the-mddle attack on A (i.e.

pretends to have B's address(es)) any tine after A created its
connection latch, then Cs SAs with Awill cause the connection |atch
to break, and the TCP connection to be reset (since we assune no APls
by which TCP could notify the application of the connection |atch
break). |If C attenpts to inpersonate Ato B, then the sane thing
wi | I happen on B.

If A does not support connection latching, then Cwill be able to

i npersonate Bto A at any tine. Wthout having seen the cleartext of
traffic between A and B, Cwill be Iimted by the TCP sequence
nunmbers to attacks such as RST attacks. Sinmilarly, if B does not
support connection latching, then Cwll be able to inpersonate Ato
B

2.4. Informative Model: Local Packet Taggi ng
In this section, we describe connection latching in ternms of

i nterfaces between ULPs and | Psec based on taggi ng packets as they go
up and down the I P stack
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This section is | NFORVATI VE

In this nodel, the ULPs nmaintain connection |atch objects and state,
rather than the | Psec key manager, as well as effectively caching a
subset of the decorrelated SPD in ULP TCBs. Taggi ng packets, as they
nove up and down the stack, with SAidentifiers then allows the ULPs
to enforce connection | atching semantics. These tags, of course,
don’t appear on the wire.

The interface between the ULPs and | Psec interface is as foll ows:

o0 The IPsec layer tags all inbound protected packets addressed to
the host with the index of the SAD entry corresponding to the SA
that protected the packet.

o The IPsec |ayer understands two types of tags on out bound packets:

* a tag specifying a set of latched paraneters (peer ID, quality
of protection, etc.) that the IPsec layer will use to find or
acquire an appropriate SA for protecting the outbound packet
(else IPsec will informthe ULP and drop the packet);

* a tag requesting feedback about the SA used to protect the
out goi ng packet, if any.

ULPs create | atched connections by interfacing with | Psec as foll ows:

0 When the ULP passes a connection’s initiating packet to IP, the
ULP requests feedback about the SA used to protect the outgoing
packet, if any, and may specify |l atching paraneters requested by
the application. |f the packet is protected by |IPsec, then the
ULP records certain paraneters of the SA used to protect it in the
connection’s TCB

0 When a ULP receives a connection’s initiating packet, it processes
the I Psec tag of the packet, and it records in the connection’s
TCB the paraneters of the SA that shoul d be | atched.

Once SA paraneters are recorded in a connection’s TCB, the ULP
enforces the connection’s latch, or binding, to these paraneters as
fol | ows:

0 The ULP processes the IPsec tag of all inbound packets for a given
connection and checks that the SAs used to protect input packets
mat ch the connection |latches recorded in the TCBs. Packets that
are not so protected are dropped (this corresponds to
transitioning the connection latch to the BROKEN state until the
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next acceptabl e packet arrives, but in this nodel, this transition
is imaginary) or cause the ULP to break the connection latch and
i nformthe application

o The ULP always requests that outgoing packets be protected by SAs
that match the | atched connection by appropriately tagging
out bound packets.

By effectively caching a subset of the decorrelated SPD in ULP TCBs
and through its packet tagging nature, this method of connection

| at ching can al so optim ze processing of the SPD by obviating the
need to search it, both, on input and output, for packets intended
for the host or originated by the host. This nakes inplenmentation of
the OPTIONAL "I ogi cal SPD' updates described in Sections 2.3 and 3.1
an incidental side effect of this approach.

Thi s nodel of connection |atching may not be workable with ESP/ AH
of fl oad hardware that does not support the packet taggi ng schene
descri bed above.

Note that this nodel has no explicit BROKEN connection latch state.

Extendi ng the ULP/I Psec packet-tagging interface to the application
for use with connection-less datagramtransports should enable
applications to use such transports and i npl enent connection | atching
at the application |ayer.

2. 5. Non- Nati ve Mode | Psec
This section is | NFORVATI VE

Non-native | Psec inplenentations, primarily BITS and SG can

i mpl ement connection |l atching, too. One najor distinction between

native | Psec and BITS, bunp-in-the-wire (BITW, or SGIPsec is the

| ack of APIs for applications at the end-points in the case of the

latter. As a result, there can be no uses of the |atch managenent

interfaces as described in Section 2.3: not at the ULP end-points.

Therefore, BITS/ Bl TWSG i npl enentati ons nust di scern ULP connecti on
state from packet inspection (which many firewalls can do) and

enul ate calls to the key nmanager accordingly.

When a connection latch is broken, a BITS/ BITW SG i npl enentati on nay
have to fake a connection reset by sending appropriate packets (e.g.
TCP RST packets), for the affected connections.

As with all stateful m ddl eboxes, this schene suffers fromthe

inability of the mddlebox to interact with the applications. For
exanpl e, connection death may be difficult to ascertain. Nor can
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channel binding applications work with channel s nai ntai ned by proxy
wi t hout being able to comruni cate (securely) about it with the
nm ddl ebox.

2.6. Inplenmentation Note Regardi ng Peer |Ds

One of the recomendations for connection latching inplenentors is to
make peer CERT payl oads (certificates) available to the applications.

Additionally, raw public keys are likely to be used in the
construction of channel bindings for |IPsec channels (see [|IPSEC- CB]),
and they nust be available, in any case, in order to inplenent |eap-
of-faith at the application |ayer (see [RFC5386] and [ RFC5387]).

Certificates and raw public keys are large bit strings, too large to
be reasonably kept in kernel-node inplenentations of connection

| atching (which will likely be the typical case). Such
i npl enentations should intern peer IDs in a user-node database and
use snall integers to refer to themfromthe kernel -node SAD and LD

Corruption of such a database is akin to corruption of the SAD/LD; in
the event of corruption, the inplenmentation MJST act as though al
ESTABLI SHED and BROKEN connection | atches are admi nistratively
transitioned to the CLOSED state. Inplenentations wthout |Psec APIs
MAY hash peer IDs and use the hash to refer to them preferably using
a strong hash al gorithm

3. Optional Features

At its bare mninum connection latching is a passive |layer atop

| Psec that warns ULPs of SPD and SAD changes that are inconpatible
with the SPD/ SAD state that was applicable to a connection when it
was establ i shed.

There are some optional features, such as (abstract) APIs. Some of
these features nmake connection |latching a somewhat nore active
feature. Specifically, the optional |ogical SPD updates described in
Section 2.3 and the optional protection/bypass feature described in
the follow ng sub-section

3.1. Optional Protection

G ven | Psec APls, an application could request that a connection’s
packets be protected where they woul d ot herwi se be bypassed; that is,
applications could override BYPASS policy. Locally privileged
applications could request that their connections’ packets be
bypassed rather than protected; that is, privileged applications
could override PROTECT policy. W call this "optional protection”.
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Both native | Psec nbdels of connection |atching can be extended to
support optional protection. Wth the nodel described in

Section 2.4, optional protection cones naturally: the | Psec |ayer
need only check that the protection requested for outbound packets
meets or exceeds (as determ ned by local or system policy) the
quality of protection, if any, required by the SPD. In the case of

t he nodel described in Section 2.3, enforcenment of nininum protection
requi renents woul d be done by the | Psec key manager via the
connection latch state machine.

When an application requests, and local policy permts, either

addi tional protection or bypassing protection, then the SPD MJST be

| ogically updated such that there exists a suitable SPD entry
protecting or bypassing the exact 5-tuple recorded by the
correspondi ng connection latch. Such |ogical SPD updates MJST be
made at connection latch creation tine, and MJST be nmade atomically
(see the note about race conditions in Section 2.3). Such updates of
the SPD MUST NOT survive system crashes or reboots.

4. Sinultaneous Latch Establishnent

Some connection-oriented ULPs, specifically TCP, support sinultaneous
connections (where two clients connect to each other, using the sane
5-tuple, at the sane tine). Connection |atching supports

si mul taneous latching as well, provided that the key exchange
protocol does not make it inpossible.

Consi der two applications doing a simnultaneous TCP connect to each

other and requesting an |IPsec channel. |If they request the same
connection |latching paraneters, then the connection and channe
shoul d be established as usual. Even if the key exchange protocol in

use doesn’t support simultaneous | KE SA and/or child SA

est abl i shnent, provided one peer’s attenpt to create the necessary
child SAs succeeds, then the other peer should be able to notice the
new SAs i medi ately upon failure of its attenpts to create the sane.

If, however, the two peer applications were to request different
connection latching paraneters, then the connection latch nust fai
on one end or on both ends.

5. Connection Latching to I Psec for Various ULPs

The foll owi ng sub-sections describe connection |latching for each of
three transport protocols. Note that for TCP and UDP, there is
nothing in the follow ng sections that should not already be obvious
fromthe remai nder of this docunent. The section on SCTP, however,
specifies details related to SCTP nulti-homi ng, that may not be as
obvi ous.
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5.1. Connection Latching to | Psec for TCP

| Psec connection latch creation/release for TCP [ RFCO793] connecti ons
is triggered when:

0 a TCP listener end-point is created (e.g., when the BSD Sockets
listen() function is called on a socket). This should cause the
creation of a LISTENER connection |atch.

0 a TCP SYN packet is received on an | P address and port numnber for
which there is a listener. This should cause the creation of an
ESTABLI SHED or BROKEN connection | atch.

0 a TCP SYN packet is sent (e.g., as the result of a call to the BSD
Sockets connect() function). This should cause the creation of an
ESTABLI SHED or BROKEN connection | atch.

0 any state transition of a TCP connection to the CLOSED state will
cause a corresponding transition for any associ ated connection
latch to the CLOSED state as well

See Section 5.5 for howto handle latch transitions to the BROKEN
state.

5.2. Connection Latching to | Psec for UDP with Simulated Connections

UDP [ RFCO768] is a connection-less transport protocol. However, sone
networ king APls (e.g., the BSD Sockets APlI) allow for emul ation of
UDP connections. In this case, connection |atching can be supported

usi ng either nodel given above. W ignore, in this section, the fact
that the connection |atching nodel described in Section 2.4 can
support per-datagram |l atching by extending its packet tagging
interfaces to the application

| Psec connection |atch creation/rel ease for UDP connections is
triggered when:

o an application creates a UDP "connection". This should cause the
creation of an ESTABLI SHED or BROKEN connection | atch.

o an application destroys a UDP "connection"”. This should cause the
creation of an ESTABLI SHED or BROKEN connection | atch.

When a connection latch transitions to the BROKEN state and the

application requested (or systempolicy dictates it) that the
connection be broken, then UDP should informthe application, if
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there is a way to do so, or else it should wait, allow ng the
application-layer keepalive/tineout strategy, if any, to tinme out the
connecti on.

What constitutes an appropriate action in the face of adm nistrative
transitions of connection |latches to the CLOSED state depends on
whet her the inplementation’s "connected" UDP sockets APl provides a
way for the socket to return an error indicating that it has been

cl osed.

5.3. Connection Latching to | Psec for UDP wi th Datagram Taggi ng APl s

| mpl enent ati ons based on either nodel of connection |atching can
provi de applications with datagramtaggi ng APl s based on those
described in Section 2.4. Inplenmentations UDP with of the normative
nodel of |Psec connection | atching have to confirm on output, that
the application provided 5-tuple agrees with the application-provided
connection latch; on input, UDP can derive the tag by searching for a
connection latch natching inconing datagram s 5-tuple.

5.4. Connection Latching to | Psec for SCTP

SCTP [ RFC4960], a connection-oriented protocol is simlar, in sone
ways, to TCP. The salient difference, with respect to connection

| at chi ng, between SCTP and TCP is that SCTP all ows each end-point to
be identified by a set of |IP addresses, though, like TCP, each end-
poi nt of an SCTP connection (or, rather, SCTP association) can only
have one port number.

We can represent the nultiplicity of SCTP associ ati on end- poi nt
addresses as a multiplicity of 5-tuples, each of which with its own
connection latch. Alternatively, we can extend the connection |atch
object to support a nultiplicity of addresses for each end-point.
The first approach is used throughout this docunent; therefore, we
wi || assunme that representation.

O course, this approach results in N x Mconnection |atches for any
SCTP associ ations (where one end-point has N addresses and the other
has M; whereas the alternative requires one connection latch per
SCTP association (with N + M addresses). |nplenmentors may choose
ei t her approach.
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| Psec connection |latch creation/rel ease for SCTP connections is
triggered when:

(0]

an SCTP listener end-point is created (e.g., when the SCTP sockets
listen() function is called on a socket). This should cause the
creation of a LISTENER connection latch for each address of the

l'i stener.

an SCTP INIT chunk is received on an | P address and port nunber
for which there is a listener. This should cause the creation of
one or nore ESTABLI SHED or BROKEN connection | atches, one for each
distinct 5-tuple given the client and server’s addresses.

an SCTP INIT chunk is sent (e.g., as the result of a call to the
SCTP sockets connect() function). This should cause the creation
of one or nore ESTABLI SHED or BROKEN connection | atches.

an SCTP Address Configurati on Change Chunk (ASCONF) [ RFC5061]
addi ng an end-point |IP address is sent or received. This should
cause the creation of one or nore ESTABLI SHED or BROKEN connection
| at ches

any state transition of an SCTP association to the CLOSED state
wi |l cause a corresponding transition for any associ ated
connection latches to the CLOSED state as wel |

an SCTP ASCONF chunk [ RFC5061] deleting an end-point |P address is
sent or received. This should cause one or nore associ ated
connection | atches to be CLOSED

See Section 5.5 for howto handle latch transitions to the BROKEN
st at e.

5. 5.

Handl i ng of BROKEN State for TCP and SCTP

There are several ways to handle connection latch transitions to the
BROKEN state in the case of connection-oriented ULPs |ike TCP or
SCTP:

a.

Wait for a possible future transition back to the ESTABLI SHED
state, until which time the ULP will not nove data between the
two end-points of the connection. ULP and application tinmeout
mechani sms will, of course, be triggered in the event of too
lengthy a stay in the BROKEN state. SCTP can detect these
timeouts and initiate failover, in the case of nulti-honed
associ ati ons.
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b. Act as though the connection has been reset (RST nessage
received, in TCP, or ABORT nessage received, in SCTP)

c. Act as though an | CWP destination unreachabl e nessage had been
received (in SCTP such nessages can trigger path failover in the
case of multi-honmed associations).

| mpl enent ati ons SHOULD provide APlIs that allow applications either 1)
to be inforned (asynchronously or otherw se) of latch breaks so that
they may choose a disposition, and/or 2) to select a specific

di sposition a priori (before a |l atch break happens). The options for
di sposition are wait, close, or proceed with path fail over

| npl enent ati ons MJST provide a default disposition in the event of a
connection latch break. Though (a) is clearly the purist default, we
RECOMVEND (b) for TCP and SCTP associ ati ons where only a single path
remains (one 5-tuple), and (c) for multi-homed SCTP associ ati ons.

The rationale for this recommendation is as follows: a conflicting SA
nost likely indicates that the original peer is gone and has been
replaced by another, and it’'s not likely that the original peer wll
return; thus, failing faster seens reasonabl e.

Not e that our recomended default behavior does not create off-path
reset denial-of-service (DoS) attacks. To break a connection latch
an attacker would first have to successfully establish an SA, with
one of the connection's end-points, that conflicts with the
connection latch and that requires nultiple nessages to be exchanged
bet ween that end-point and the attacker. Unless the attacker’s
chosen victimend-point allows the attacker to claimI|P address
ranges for its SAs, then the attacker would have to actually take
over the other end-point’s addresses, which rules out off-path

att acks.

6. Security Considerations
6.1. Inpact on | Psec

Connection latching effectively adds a nechanismfor dealing with the
exi stence, in the SAD, of nultiple non-equivalent child SAs with
overlapping traffic selectors. This mechani smconsists of, at

m nimum a local notification of transport protocols (and, through
them applications) of the existence of such a conflict that affects
a transport layer’s connections. Affected transports are al so
notified when the conflict is cleared. The transports must drop

i nbound packets, and nmust not send out bound packets for connections
that are affected by a conflict. In this mniml form connection
latching is a passive, local feature |ayered atop |Psec.
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We achieve this by adding a new type of |Psec database, the Latch

Dat abase (LD), containing objects that represent a transport
protocol’s interest in protecting a given packet flow from such
conflicts. The LD is nanaged in conjunction with updates to the SAD
and the SPD, so that updates to either that conflict with established
connection | atches can be detected. For sone |Psec inplenentations,
this may inply significant changes to their internals. However, two
di fferent nodel s of connection latching are given, and we hope that
nost native I Psec inplenentors will find at | east one nodel to be
simpl e enough to inplenent in their stack

This notion of conflicting SAs and how to deal with the situation
does not nodify the basic | Psec architecture -- the feature of |Psec
that allows such conflicts to arise remains, and it is up to the
transport protocols and applications to sel ect whether and how to
respond to them

There are, however, interesting corner cases in the normative nodel
of connection latching that inplenentors nust be aware of. The notes
in Section 2.3.1 are particularly relevant.

6.2. Inpact on | Psec of Optional Features

Section 3 describes optional features of connection |atching where
the key manager takes on a sonewhat nore active, though still |ocal,
role. There are two such features: optional protect/bypass and
preservation of "logical" SPD entries to allow | atched connections to
remain in the ESTABLI SHED state in the face of adverse adnministrative
SPD (but not SAD) changes. These two features interact with

admi nistrative interfaces to | Psec; administrators nust be nade aware
of these features, and they SHOULD be given a way to break

ESTABLI SHED connection | atches. Also, given recent trends toward
centralizing parts of IPsec policy, these two features can be said to
have non-1ocal effects where they prevent distributed policy changes
fromtaking effect conpletely.

6.3. Security Considerations for Applications

Connection latching is not negotiated. It is therefore possible for
one end of a connection to be using connection |latching while the

ot her does not; in which case, it’s possible for policy changes |oca
to the non-latched end to cause packets to be sent unprotected. The
end doi ng connection latching will reject unprotected packets, but if
they bear sensitive data, then the danage nay al ready be done.

Theref ore, applications SHOULD check that both ends of a connection
are latched (such a check is inplicit for applications that use
channel binding to |IPsec).
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Connection latching protects individual connections from weak peer

| D<- >address bi nding, |Psec configuration changes, and from
configurations that allow nmultiple peers to assert the same
addresses. But connection | atching does not ensure that any two
connections with the same end-point addresses will have the same

| atched peer IDs. |In other words, applications that use nultiple
concurrent connections between two gi ven nodes may not be protected
any nore or less by use of |IPsec connection |latching than by use of
| Psec al one without connection latching. Such nulti-connection
applications can, however, exanine the |atched SA paraneters of each
connection to ensure that all concurrent connections with the sane
end- poi nt addresses al so have the sanme end-point |Psec |Ds.

Connection latching protects against TCP RST attacks. |t does not
hel p, however, if the original peer of a TCP connection is no |onger
available (e.g., if an attacker has been able to interrupt the

net wor k connection between the two peers).

6.4. Channel Binding and | Psec APls

| Psec channels are a prerequisite for channel binding [ RFC5056] to
| Psec. Connection |atching provides such channels, but the channe
bi ndi ngs for | Psec channels (I atched connections) are not specified
herein -- that is a work in progress [I|PSEC CB]

Wthout |Psec APIs, connection |atching provides narginal security
benefits over traditional |Psec. Such APls are not described herein;
see [ ABSTRACT- API | .

6.5. Denial -of-Service Attacks

Connection latch state transitions to the BROKEN state can be
triggered by on-path attackers and any off-path attackers that can
attack routers or cause an end-point to accept an | CMP Redirect
message. Connection | atching protects applications agai nst on- and
of f-path attackers in general, but not against on-path denial of
service specifically.

Attackers can break latches if they can trigger DPD on one or both
end-points and if they cause packets to not nove between two end-
points. Such attacks generally require that the attacker be on-path;
therefore, we consider it acceptable to break |atches when DPD

concl udes that a peer is dead or rebooted.

Attackers can also break latches if IPsec policy on a node allows the
attacker to use the |IP address of a peer of that node. Such
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8.

8.

8.

configurations are expected to be used in conjunction with BTNS in
general . Such attacks generally require that the attacker be on-
pat h.
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