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Abstract

Thi s docunent describes the process of binding/associating |Pv4/lPv6
addresses with MPEG 2 Transport Streanms (TS). This procedure is
known as Address Resolution (AR) or Nei ghbor Discovery (ND). Such
address resolution conplenments the higher-layer resource discovery
tools that are used to advertise |IP sessions.

In MPEG 2 Networks, an | P address nust be associated with a Packet |D
(PID) value and a specific Transmi ssion Miltiplex. This docunent
reviews current nethods appropriate to a range of technol ogi es (such
as DVB (Digital Video Broadcasting), ATSC (Advanced Tel evi sion
Systenms Committee), DOCSIS (Data-Over-Cable Service Interface
Specifications), and variants). It also describes the interaction
with wel |l -known protocols for address nmanagenent including DHCP, ARP,
and the ND protocol

Fai rhurst & Montpetit I nf or mat i onal [ Page 1]



RFC 4947 AR Mechani sns for | P over MPEG 2 Networks July 2007

Tabl e of Contents

1.

BHoO®N

Introducti On ... ... 3
1.1. Bridging and Routing .......... ... 4
Conventions Used in This Document ................ . ..., 7
Address Resolution Requirements ............ ... .. 10
3.1, Unicast SUPPOrt ... 12
3.2, Multicast SUPPOrt .. ... 12
MPEG 2 Address Resolution ........... . . .. . . . .. .. 14
4.1. Static Configuration ....... ... ... 15
4.1.1. MPEG 2 Cable Networks ........ ... ... . .. i, 15
4.2. MPEG 2 Tabl e-Based Address Resolution ..................... 16
4.2.1. IPIMAC Notification Table (INT) and Its Usage ...... 17
4.2.2. Milticast Mapping Table (MMI) and Its Usage ........ 18
4.2.3. Application Information Table (AIT) and Its Usage ..18
4.2.4. Address Resolution in ATSC .......... ... ... 19
4.2.5. Conparison of SI/PSI Table Approaches .............. 19
4.3. | P-Based Address Resolution for TS Logical Channels ....... 19
Mappi ng | P Addresses to MAC/ NPA Addresses ................c...... 21
5.1. Unidirectional Links Supporting Unidirectional
CoNNECT T Vi LY . 22
5.2. Unidirectional Links with Bidirectional Connectivity ...... 23
5.3. Bidirectional Links ....... ... . .. . . 25
4. AR SBI VeI 26
5.5, DHCP TUNI NG .ot e e e e e e 27
5.6. TP Milticast AR ... ... 27
5.6.1. Milticast/Broadcast Addressing for UDLR ............ 28
Li nk Layer SUpPOrt .. ... 29
6.1. ULE without a Destination MAC/ NPA Address (D=1) ........... 30
6.2. ULE with a Destination MAC NPA Address (D=0) .............. 31
6.3. MPE without LLC/ SNAP Encapsulation ........................ 31
6.4. MPE with LLC/ SNAP Encapsulation ............ ... . ... . ....... 31
6.5. ULE with Bridging Header Extension (D=1) .................. 32
6.6. ULE with Bridgi ng Header Extension and NPA Address (D=0) ..32
6.7. MPE with LLC/SNAP & Bridging ..........uiiiiiinnnnnnnn. 33
CONCI USI ONS o . 33
Security Considerati ONS . ... ... i 34
Acknow edgment S . ... 35
Ref erences .. ... . 35
10.1. Normative References ........... ... 35
10. 2. Informative References ....... ... .. . . . . .. . . 36

Fai rhurst & Montpetit I nf or mat i onal [ Page 2]



RFC 4947 AR Mechani sns for | P over MPEG 2 Networks July 2007

1

I ntroduction

Thi s docunent describes the process of binding/associating |Pv4/lPv6
addresses with MPEG 2 Transport Streans (TS). This procedure is
known as Address Resolution (AR), or Neighbor Discovery (ND). Such
address resol ution conpl enents the higher |ayer resource discovery
tools that are used to advertise |IP sessions. The docunent reviews
current nmethods appropriate to a range of technol ogi es (DVB, ATSC
DOCSI S, and variants). It also describes the interaction with well -
known protocols for address nanagenent including DHCP, ARP, and the
ND pr ot ocol

The MPEG 2 TS provides a tine-division nultiplexed (TDM streamthat
may contain audio, video, and data information, including

encapsul ated | P Datagrams [ RFC4259], defined in specification |ISQOIEC
138181 [I SO MPER?] . Each Layer 2 (L2) frame, known as a TS Packet,
contains a 4 byte header and a 184 byte payload. Each TS Packet is
associated with a single TS Logical Channel, identified by a 13-bit
Packet ID (PID) value that is carried in the MPEG 2 TS Packet header

The MPEG 2 standard al so defines a control plane that may be used to
transmit control information to Receivers in the formof System
Information (SI) Tables [ETSI-SI], [ETSI-SI1], or Program Specific
Information (PSI) Tabl es.

To utilize the MPEG 2 TS as a L2 link supporting |IP, a sender nust
associate an | P address with a particular Transmi ssion Miltiplex, and
within the nmultiplex, identify the specific PIDto be used. This
docunent calls this mapping an AR function. |In some AR schenes, the
MPEG 2 TS address space is subdivided into | ogical contexts known as
Platforms [ ETSI-DAT]. Each Platform associates an | P service
provider with a separate context that shares a common MPEG 2 TS
(i.e., uses the sanme PID val ue).

MPEG 2 Receivers may use a Network Point of Attachment (NPA)

[ RFC4259] to uniquely identify a L2 node within an MPEG 2

transm ssion network. An exanple of an NPA is the | EEE Medi um Access
Control (MAC) address. \Where such addresses are used, these nust

al so be signalled by the AR procedure. Finally, address resolution
could signal the format of the data being transmitted, for exanple,
the encapsul ation, with any L2 encryption nmethod and any conpression
schene [ RFC4259].

The nunbers of Receivers connected via a single MPEG 2 |ink may be
much | arger than found in other comon LAN technol ogies (e.g.

Et hernet). This has inplications on design/configuration of the
address resol ution nechanisns. Current routing protocols and sone
nmul ticast application protocols also do not scale to arbitrarily
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| arge nunbers of participants. Such networks do not by thensel ves

i ntroduce an appreci able subnetwork round trip delay, however nany
practical MPEG 2 transm ssion networks are built using |inks that may
introduce a significant path delay (satellite |links, use of dial-up
modem return, cellular return, etc.). This higher delay may need to
be accommmodat ed by address resol ution protocols that use this

servi ce.

.1. Bridging and Routing

The following two figures illustrate the use of AR for a routed and a
bri dged subnetwork. Various other conbinations of L2 and L3
forwardi ng may al so be used over MPEG 2 |inks (including Receivers
that are IP end hosts and end hosts directly connected to bridged LAN
segnent s).

Br oadcast Link AR

\/
la 2b 2a

Fommmmm + Fommmmm +
—-- -t R1 S S +- - -+ R2 +omm -

oo - + MPEG- 2 | oo - +
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Figure 1: A routed MPEG 2 |ink

Figure 1 shows a routed MPEG 2 link feeding three downstreamrouters
(R2-R4). AR takes place at the Encapsulator (Rl) to identify each
Receiver at Layer 2 within the I P subnetwork (R2, etc.).

L2

When consi dering unicast conmunication fromRL to R2, severa

addr esses
la is the
2b is the

2a is the

are invol ved:

L2 (sending)
L2 (receiving)
L2 (sending)
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interface address of Rl on the MPEG 2 |ink

interface address of R2 on the MPEG 2 |ink

interface address of R2 on the next hop |ink
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AR for the MPEG 2 link allows Rl to deternine the L2 address (2b)
corresponding to the next hop Receiver, router R2.

Figure 2 shows a bridged MPEG 2 |ink feeding three downstream bri dges
(B2-B4). AR takes place at the Encapsulator (Bl) to identify each
Receiver at L2 (B2-B4). AR also takes place across the | P subnetwork
all owing the Feed router (Rl) to identify the downstream Routers at
Layer 2 (R2, etc.). The Encapsul ator associ ates a destination

MAC/ NPA address with each bridged PDU sent on an MPEG 2 link. Two
met hods are defined by ULE (Unidirectional Lightweight Encapsul ation)
[ RFC4326] :

The sinplest nethod uses the L2 address of the transmitted frane.
This is the MAC address corresponding to the destination within the
L2 subnetwork (the next hop router, 2b of R2). This requires each
Recei ver (B2-B4) to associate the receiving MPEG 2 interface with the
set of MAC addresses that exist on the L2 subnetworks that it feeds.
Sim | ar considerations apply when | P-based tunnels support L2
services (including the use of UDLR (Unidirectional Links)

[ RFC3077]).

It is also possible for a bridging Encapsulator (Bl) to encapsul ate a
PDU with a |ink-specific header that al so contains the MAC/ NPA
address associated with a Receiver L2 interface on the MPEG 2 |ink
(Figure 2). In this case, the destination MAC/ NPA address of the
encapsul ated frame is set to the Receiver MAC/ NPA address (y), rather
than the address of the final L2 destination. At a different |evel,
an AR binding is also required for RL to associate the destination L2
address 2b with R2. In a subnetwork using bridging, the systens Rl
and R2 will normally use standard | ETF-defined AR nechanisns (e.g.,

| Pv4 Address Resol ution Protocol (ARP) [ RFC826] and the | Pv6 Nei ghbor
Di scovery Protocol (ND) [RFC2461]) edge-to-edge across the IP
subnet wor k.
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Figure 2: A bridged MPEG 2 |ink

Met hods al so exist to assign |IP addresses to Receivers within a
network (e.g., stateless autoconfiguration [ RFC2461], DHCP [ RFC2131],
DHCPv6 [ RFC3315], and statel ess DHCPv6 [ RFC3736]). Receivers may

al so participate in the renote configuration of the L3 | P addresses
used in connected equi pnent (e.g., using DHCP-Rel ay [ RFC3046]).

The remai nder of this docunent describes current nechanisns and their
use to associate an |IP address with the corresponding TS Milti pl ex,
PI D val ue, the MAC/ NPA address and/or PlatformID. A range of
approaches is described, including Layer 2 nechani sns (using MPEG 2
SI tables), and protocols at the IP level (including ARP [RFC826] and
ND [ RFC2461]). Interactions and dependenci es between these
mechani snms and t he encapsul ati on nethods are descri bed. The docunent
does not propose or define a new protocol, but does provi de guidance
on issues that would need to be considered to supply |P-based address
resol ution.
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2.

Conventions Used in This Docunment

Al T: Application Information Table specified by the Miultinedia Hone
Platform (MHP) specifications [ETSI-MHP]. This table may carry
| Pv4/1Pv6 to MPEG 2 TS address resol ution information.

ATSC. Advanced Tel evi sion Systens Committee [ATSC]. A franework and
a set of associated standards for the transnission of video, audio,
and data using the 1 SO MPEG 2 standard [l SO MPER?] .

b: bit. For exanmple, one byte consists of 8-bits.

B: Byte. Goups of bytes are represented in Internet byte order.
DSM CC. Digital Storage Media Conmand and Control [ISO DSMCC]. A
format for the transm ssion of data and control information carried
in an MPEG 2 Private Section, defined by the |1 SO MPEG 2 st andard.
DvVB: Digital Video Broadcasting [DVB]. A franmework and set of
associ at ed standards published by the European Tel ecomuni cati ons

Standards Institute (ETSI) for the transm ssion of video, audio, and
data, using the | SO MPEG 2 St andard.

DVB-RCS: Digital Video Broadcast Return Channel via Satellite. A
bidirectional |Pv4/l1Pv6 service enploying | ow cost Receivers

[ ETSI - RCS] .

DVB-S: Digital Video Broadcast for Satellite [ETSI-DVBS].

Encapsul ator: A network device that receives PDUs and formats these
into Payl oad Units (known here as SNDUs) for output as a streamof TS
Packet s.

Feed Router: The router delivering the IP service over a
Uni di rectional Link.

INT: Internet/MAC Notification Table. A unidirectional address
resol uti on nmechani smusing SI and/or PSI Tabl es.

L2: Layer 2, the link |ayer.
L3: Layer 3, the IP network |ayer.

MAC. Medi um Access Control [IEEE-802.3]. A link layer protocol
defined by the | EEE 802.3 standard (or by Ethernet v2).

MAC Address: A 6-byte link |ayer address of the format described by
the Ethernet | EEE 802 standard (see al so NPA).
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MAC Header: The link | ayer header of the | EEE 802.3 standard

[ EEE-802. 3] or Ethernet v2. It consists of a 6-byte destination
address, 6-byte source address, and 2 byte type field (see al so NPA
LLC (Logical Link Control)).

WMHP: Multinedia Hone Platform An integrated MPEG 2 nultinmedi a
Receiver, that may (in sone cases) support |Pv4/1Pv6 services
[ ETSI - MHP] .

MMI: Ml ticast Mapping Table (proprietary extension to DVB-RCS
[ETSI-RCS] defining an AR table that maps | Pv4 nmulticast addresses to
PI D val ues).

MPE: Ml ti protocol Encapsul ation [ETSI-DAT], [ATSC-A90]. A nethod
that encapsul ates PDUs, forning a DSM CC Tabl e Section. Each Section
is sent in a series of TS Packets using a single Stream (TS Logi cal
Channel ).

MPEG 2: A set of standards specified by the Mdtion Picture Experts
Goup (MPEG, and standardi zed by the International Standards
Organi zation (1SO I EC 113818-1) [I SO MPER], and ITU-T (in H 220).

NPA: Network Point of Attachnment. A 6-byte destination address
(resenbling an | EEE MAC address) within the MPEG 2 transmi ssion
network that is used to identify individual Receivers or groups of
Recei vers [ RFC4259].

PAT: Program Associ ation Table. An MPEG 2 PSI control table. It
associ ates each programwith the PID value that is used to send the
associ ated PMI (Program Map Table). The table is sent using the
wel | - known PID val ue of 0x000, and is required for an MPEG 2
conpliant Transport Stream

PDU. Protocol Data Unit. Exanples of a PDU include Ethernet franes,
| Pv4 or | Pv6 Datagrans, and other network packets.

PI D: Packet ldentifier [ISOMER]. A 13 bit field carried in the
header of each TS Packet. This identifies the TS Logical Channel to
which a TS Packet belongs [I SO MPEGR]. The TS Packets that formthe
parts of a Table Section, or other Payload Unit rnust all carry the
same PID value. A PID value of all ones indicates a Null TS Packet
introduced to maintain a constant bit rate of a TS Multiplex. There
is no required relationship between the PID val ues used for TS

Logi cal Channels transnmitted using different TS Mil tipl exes.
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PMI: Program Map Table. An MPEG 2 PSI control table that associates
the PID val ues used by the set of TS Logical Channels/ Streans that

conprise a program|[| SO MPEQR]. The PID value used to send the PMI
for a specific programis defined by an entry in the PAT.

Private Section: A syntactic structure constructed according to Table
2-30 of [ISOMPER2]. The structure nmay be used to identify private
information (i.e., not defined by [I SO MPER]) relating to one or
nore el enmentary streans, or a specific MPEG 2 program or the entire
Transport Stream O her Standards bodies, e.g., ETSI and ATSC, have
defined sets of table structures using the private_section structure.
A Private Section is transmtted as a sequence of TS Packets using a
TS Logical Channel. A TS Logical Channel may carry sections from
nore than one set of tables.

PSI: Program Specific Information [1 SO MPER]. PSI is used to convey
i nformati on about services carried in a TS Multiplex. It is carried
in one of four specifically identified Table Section constructs

[1SO MPER], see also SI Table.

Recei ver: Equi pment that processes the signal froma TS Miltiplex and
perfornms filtering and forwardi ng of encapsul ated PDUs to the

net wor k-1 ayer service (or bridgi ng nodul e when operating at the |ink
| ayer).

SI Table: Service Information Table [I SO MPER]. In this docunent,
this termdescribes a table that is been defined by another standards
body to convey information about the services carried in a TS
Multiplex. A Table may consist of one or nore Table Sections,
however, all sections of a particular SI Table nust be carried over a
single TS Logi cal Channel [ISO MPER].

SNDU: Subnetwork Data Unit. An encapsul ated PDU sent as an MPEG 2
Payl oad Unit.

Tabl e Section: A Payload Unit carrying all or a part of an Sl or PSI
Tabl e [ SO MPER?] .

TS: Transport Stream [l SO MPER], a nmethod of transnission at the
MPEG 2 | evel using TS Packets; it represents Layer 2 of the |1SQO CS
reference nodel. See also TS Logical Channel and TS Mil ti pl ex.

TS Logi cal Channel: Transport Stream Logical Channel. |In this
document, this termidentifies a channel at the MPEG 2 | eve
[1SOMPER2]. This exists at level 2 of the 1SO CSlI reference nodel
Al'l packets sent over a TS Logical Channel carry the sane PID val ue
(this value is unique within a specific TS Miultiplex). The term
"Streant' is defined in MPEG 2 [I SO MPER]. This describes the
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content carried by a specific TS Logical Channel (see ULE Stream.
Sone PID values are reserved (by MPEG 2) for specific signaling.
O her standards (e.g., ATSC and DVB) al so reserve specific PID
val ues.

TS Multiplex: In this docunent, this termdefines a set of MPEG 2 TS
Logi cal Channel s sent over a single |lower |ayer connection. This nmay
be a common physical link (i.e., a transmi ssion at a specified synbol
rate, FEC setting, and transnission frequency) or an encapsul ation
provi ded by another protocol layer (e.g., Ethernet, or RTP over IP).
The sane TS Logi cal Channel nay be repeated over nore than one TS

Mul tiplex (possibly associated with a different PID val ue) [RFC4259],
for exanple, to redistribute the sane nulticast content to two
terrestrial TV transm ssion cells.

TS Packet: A fixed-length 188B unit of data sent over a TS Milti pl ex
[1SO MPER]. Each TS Packet carries a 4B header.

UDL: Unidirectional link: A one-way transm ssion link. For exanple,
and | P over DVB link using a broadcast satellite |ink.

ULE: Unidirectional Lightweight Encapsul ation. A schene that
encapsul ates PDUs, into SNDUs that are sent in a series of TS Packets
using a single TS Logical Channel [RFC4326].

ULE Stream An MPEG 2 TS Logi cal Channel that carries only ULE
encapsul ated PDUs. ULE Streans may be identified by definition of a
streamtype in SlI/PSlI [RFC4326, |SO MPER].

3. Address Resol ution Requirenents
The MPEG | P address resolution process is independent of the choice
of encapsul ati on and needs to support a set of |IP over MPEG 2
encapsul ati on formats, including Miulti-Protocol Encapsul ation (MPE)
([ ETSI - DAT], [ATSC A90]) and the | ETF-defined Unidirectional
Li ght wei ght Encapsul ati on (ULE) [ RFC4326].
The general |P over MPEG 2 AR requirenents are sunmari zed bel ow

- A scalable architecture that may support |arge nunbers of
systems within the MPEG 2 Network [RFC4259].

- A protocol version, to indicate the specific AR protocol in use
and which may include the supported encapsul ati on net hod.

- Anethod (e.g., well-known L2/L3 address/addresses) to identify
the AR Server sourcing the AR information.
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- Anethod to represent |Pv4/IPv6 AR information (including
security nechanisns to authenticate the AR information to
protect agai nst address masqueradi ng [ RFC3756]) .

- Anethod to install AR information associated with clients at
the AR Server (registration).

- A method for transmission of AR information froman AR Server to
clients that mininmize the transnission cost (link-Iloca
multicast is preferable to subnet broadcast).

- Increnental update of the AR information held by clients.
- Procedures for purging clients of stale AR infornmation.

An MPEG 2 transmi ssion network rmay support nultiple I P networks. |If
this is the case, it is inmportant to recogni ze the scope within which
an address is resolved to prevent packets from one addressed scope

| eaki ng i nto other scopes [ RFC4259]. Exanples of overlapping IP
address assi gnnents include:

(i) Private uni cast addresses (e.g., in IPv4, 10/8 prefix;
172.16/ 12 prefix; and 192.168/16 prefix). Packets with
t hese addresses should be confined to one addressed area.
I Pv6 al so defines |link-1ocal addresses that nust not be
f orwar ded beyond the link on which they were first sent.

(ii) Local scope nulticast addresses. These are only valid
within the | ocal area (exanples for IPv4 include
224.0.0/24; 224.0.1/24). Simlar cases exist for sone | Pv6
mul ti cast addresses [ RFC2375].

(iii) Scoped multicast addresses [ RFC2365] and [ RFC2375].
Forwar di ng of these addresses is controlled by the scope
associated with the address. The addresses are only valid
within an addressed area (e.g., the 239/8 [ RFC2365]).

Over |l appi ng address assignnents may al so occur at L2, where the sane
MAC/ NPA address is used to identify nultiple Receivers [ RFC4259]:

(i) An MAC/ NPA uni cast address nust be unique within the
addressed area. The | EEE-assi gned MAC addresses used in
Et hernet LANs are globally unique. |f the addresses are not
gl obal Il y uni que, an address nust only be re-used by
Receivers in different addressed (scoped) areas.

Fai rhurst & Montpetit I nf or mat i onal [ Page 11]



RFC 4947 AR Mechani sns for | P over MPEG 2 Networks July 2007

(ii) The MAC/ NPA address broadcast address (a L2 address of al
ones). Traffic with this address should be confined to one
addressed area.

(iii) 1P and other protocols may view sets of L3 nulticast
addresses as link-local. This may produce unexpected
results if frames with the corresponding nulticast L2
addresses are distributed to systens in a different L3
network or rmulticast scope (Sections 3.2 and 5.6).

Recepti on of unicast packets destined for another addressed area will
lead to an increase in the rate of received packets by systens
connected via the network. Reception of the additional network
traffic may contribute to processing |oad, but should not lead to
unexpect ed protocol behaviour, providing that systenms can be uni quely
addressed at L2. It does however introduce a potential Denial of
Service (DoS) opportunity. Wen the Receiver operates as an IP
router, the receipt of such a packet can | ead to unexpected protoco
behavi our.

3.1. Unicast Support
Uni cast address resolution is required at two |evels.

At the lower level, the IP (or MAC) address needs to be associ ated
with a specific TS Logical Channel (PID value) and the correspondi ng
TS Multiplex (Section 4). Each Encapsulator within an MPEG 2 Network
is associated with a set of unique TS Logical Channels (PID val ues)
that it sources [ETSI-DAT, RFC4259]. Wthin a specific scope, the
sanme unicast | P address may therefore be associated with nore than
one Stream and each Streamcontributes different content (e.g., when
several different | P Encapsul ators contribute IP flows destined to
the sane Receiver). MPEG 2 Networks may al so replicate | P packets to
send the same content (Sinulcast) to different Receivers or via
different TS Miultiplexes. The configuration of the MPEG 2 Network
nmust prevent a Receiver accepting duplicated copies of the sane IP
packet .

At the upper level, the AR procedure needs to associate an | P address
with a specific MAC/ NPA address (Section 5).

3.2. Milticast Support

Multicast is an inportant application for MPEG 2 transm ssion
networks, since it exploits the advantages of native support for link
broadcast. Milticast address resolution occurs at the network-Ieve
in associating a specific L2 address with an I P Group Destination
Address (Section 5.6). In IPv4 and | Pv6 over Ethernet, this
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association is normally a direct napping, and this is the default
nmet hod al so specified in both ULE [ RFC4326] and MPE [ ETSI - DAT] .

Address resolution nust also occur at the MPEG 2 |evel (Section 4).
The goal of this multicast address resolution is to allow a Receiver
to associate an IPv4 or IPv6 nulticast address with a specific TS
Logi cal Channel and the corresponding TS Miultiplex [RFC4259]. This
association needs to permit a |arge nunber of active nulticast
groups, and should minimze the processing |oad at the Receiver when
filtering and forwarding I P nmulticast packets (e.g., by distributing
the multicast traffic over a nunmber of TS Logical Channels). Schenes
that allow hardware filtering can be beneficial, since these may
relieve the drivers and operating systens from di scardi ng unwant ed
nmul ticast traffic.

There are two specific functions required for address resolution in
I P multicast over MPEG 2 Networks

(i) Mapping IP nulticast groups to the underlying MPEG 2 TS Logi ca
Channel (PID) and the MPEG 2 TS Multiplex at the Encapsul ator

(ii) Provide signalling information to allow a Receiver to |ocate an
IP nmulticast flowwithin an MPEG 2 TS Mil ti pl ex.

Met hods are required to identify the scope of an address when an
MPEG 2 Network supports several logical |IP networks and carries
groups within different nulticast scopes [ RFC4259].

Appropriate procedures need to specify the correct action when the
same nulticast group is available on separate TS Logi cal Channels.
This could arise when different Encapsulators contribute |P packets
with the sane I P Group Destination Address in the ASM (Any- Source

Miul ticast) address range. Another case arises when a Receiver could
recei ve nore than one copy of the sane packet (e.g., when packets are
replicated across different TS Logi cal Channels or even different TS
Mul ti pl exes, a nmethod known as Sinmulcasting [ETSI-DAT]). At the IP

| evel, the host/router nay be unaware of this duplication and this
needs to be detected by other neans.

When the MPEG 2 Network is peered to the multicast-enabled Internet,
an arbitrarily large nunber of IP nulticast group destination
addresses may be in use, and the set forwarded on the transm ssion
network may be expected to vary significantly with tine. Sone uses
of IP nulticast enploy a range of addresses to support a single
application (e.g., ND [RFC2461], Layered Codi ng Transport (LCT)

[ RFC3451], and Wave and Equati on Based Rate Control (WEBRC)

[ RFC3738]). The current set of active addresses may be determ ned
dynanmically via a nulticast group nenbership protocol (e.g., Internet
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Group Managenent Protocol (IGW) [RFC3376] and Multicast Listener

Di scovery (M.D) [RFC3810]), via multicast routing (e.g., Protocol

I ndependent Multicast (PIM [RFC4601]) and/or other neans (e.g.,

[ RFC3819] and [ RFC4605]), however each active address requires a

bi nding by the AR nethod. Therefore, there are advantages in using a
met hod that does not need to explicitly advertise an AR binding for
each IP traffic flow, but is able to distribute traffic across a
nunber of L2 TS Logical Channels (e.g., using a hash/ mappi ng that
resenbl es the mapping fromI| P addresses to MAC addresses [ RFC1112,
RFC2464]). Such net hods can reduce the volunme of AR information that
needs to be distributed, and reduce the AR processing.

Section 5.6 describes the binding of IP nulticast addresses to
MAC/ NPA addr esses.

4, MPEG 2 Address Resol ution

The first part of this section describes the role of MPEG 2
signalling to identify streans (TS Logical Channels [RFC4259]) within
the L2 infrastructure.

At L2, the MPEG 2 Transport Stream [l SO MPER] identifies the

exi stence and format of a Stream using a conbination of two PSI

tabl es: the Program Associ ati on Table (PAT) and entries in the
program el enent | oop of a Program Map Table (PMI). PMI Tables are
sent infrequently and are typically small in size. The PAT is sent
using the well-known PID val ue of 0X000. This table provides the
correspondence between a program nunber and a PID value. (The
program nunber is the nuneric | abel associated with a progranm). Each
programin the Table is associated with a specific PID value, used to
identify a TS Logical Channel (i.e., a TS). The identified TS is
used to send the PMI, which associates a set of PID values with the

i ndi vi dual conponents of the program This approach de-references
the PI D val ues when the MPEG 2 Network includes nultiplexors or re-
mul ti pl exors that renunmber the PID values of the TS Logi cal Channels
that they process.

In addition to signalling the Receiver with the PID value assigned to
a Stream PMI entries indicate the presence of Streans using ULE and
MPE to the variety of devices that may operate in the MPEG 2

transm ssion network (multiplexors, remultiplexors, rate shapers,
adverti senent insertion equipnment, etc.).

A mul tiplexor or renultiplexor may change the PID val ues associ ated
with a Streamduring the multiplexing process, the new val ue being
reflected in an updated PMI. TS Packets that carry a PID val ue that
is not associated with a PMI entry (an orphan PID), may, and usually
wi |l be dropped by |1SO 13818-1 conpliant L2 equipnent, resulting in
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the Stream not being forwarded across the transm ssion network. |In
networ ks that do not enploy any internedi ate devices (e.g., scenarios
C E F of [RFC4259]), or where devices have other neans to deternine
the set of PID values in use, the PMI table may still be sent (but is
not required for this purpose).

Al t hough the basic PMI infornmation nay be used to identify the

exi stence of IP traffic, it does not associate a Streamwith an IP
prefix/address. The renainder of the section describes |IP addresses
resol uti on nmechani sns relating to MPEG 2

4.1. Static Configuration

The static nmapping option, where | P addresses or flows are statically
mapped to specific PIDs is the equivalent to signalling "out-of-
band". The application programer, installing engi neer, or user

recei ves the mapping via sone outside nmeans, not in the MPEG 2 TS
This is useful for testing, experinental networks, small subnetworks
and cl osed donmmi ns.

A pre-defined set of |IP addresses may be used within an MPEG 2

transm ssion network. Prior know edge of the active set of addresses
all ows appropriate AR records to be constructed for each address, and
to pre-assign the corresponding PID value (e.g., selected to optin ze
Recei ver processing; to group related addresses to the sane PID

val ue; and/or to reflect a policy for usage of specific ranges of PID
values). This presunmes that the PID nmappings are not nodified during
transm ssion (Section 4).

A single "well-known" PIDis a specialization of this. This schene
is used by current DOCSIS cabl e nodens [DOCSIS], where all IP traffic
is placed into the specified TS stream MAC filtering (and/or
Section filtering in MPE) nmay be used to differentiate subnetworks.

4.1.1. MPEG- 2 Cabl e Net wor ks

Cabl e networks use a different transm ssion schene for downstream
(head-end to cabl e noden) and upstream (cabl e nodem to head- end)
t ransmni ssi ons.

| P/ Et her net packets are sent (on the downstream to the cable
noden(s) encapsulated in MPEG 2 TS Packets sent on a single well-
known TS Logi cal Channel (PID). There is no use of in-band
signalling tables. On the upstream the conmon approach is to use

Et hernet framing, rather than | P/ Ethernet over MPEG 2, although other
proprietary schemes al so continue to be used.
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Until the deploynent of DOCSIS and EuroDOCSI S, nobst address

resol ution schenes for IP traffic in cable networks were proprietary,
and did not usually enploy a tabl e-based address resol ution nethod.
Proprietary methods continue to be used in sone cases where cable
nmodens require interaction. In this case, equipnment at the head-end
may act as gat eways between the cable nodem and the Internet. These
gat eways receive L2 infornmation and allocate an | P address.

DOCSI S uses DHCP for IP client configuration. The Cable Mdem

Term nal System (CMIS) provides a DHCP Server that allocates IP
addresses to DOCSI S cabl e nodens. The MPEG 2 transm ssi on network
provides a L2 bridged network to the cable nodem (Section 1). This
usually acts as a DHCP Relay for |P devices [ RFC2131], [RFC3046], and
[ RFC3256]. Issues in deploynent of |IPv6 are described in [RFC4779].

4. 2. MPEG- 2 Tabl e- Based Address Resol uti on

The informati on about the set of MPEG 2 Transport Streans carried
over a TS Multiplex can be distributed via SI/PSI Tables. These
tables are usually sent periodically (Section 4). This design
requires access to and processing of the SI Table information by each
Receiver [ETSI-SI], [ETSI-SI1]. This schene reflects the conplexity
of delivering and coordinating the various Transport Streans
associated with multinedia TV. A TS Miultiplex nmay provide AR
information for I P services by integrating additional information
into the existing control tables or by transmitting additional Sl

Tabl es that are specific to the I P service.

Exanpl es of MPEG 2 Tabl e usage that allows an MPEG 2 Receiver to
identify the appropriate PID and the nultiplex associated with a
specific | P address include:

(i) | PFMAC Notification Table (INT) in the DVB Data standard
[ ETSI - DAT]. This provides unidirectional address resolution of
| Pv4/1Pv6 nulticast addresses to an MPEG 2 TS.

(ii) Application Infornation Table (AIT) in the Miltinedia Hone
Platform (MHP) specifications [ETSI-MHP].

(iii) Milticast Mapping Table (MMI) is an MPEG 2 Tabl e enpl oyed by
some DVB- RCS systens to provide unidirectional address
resolution of IPv4 nmulticast addresses to an MPEG 2 TS.

The MMT and AIT are used for specific applications, whereas the INT
[ETSI-DAT] is a nore general DVB nethod that supports MAC, |Pv4, and
| Pv6 AR when used in conbination with the other MPEG 2 tabl es
(Section 4).
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4.2.1. |P/MAC Notification Table (INT) and Its Usage

The I NT provides a set of descriptors to specify addressing in a DVB
network. The use of this nmethod is specified for Miltiprotoco
Encapsul ation (MPE) [ETSI-DAT]. It provides a nethod for carrying

i nformation about the location of IP/L2 flows within a DVB network.
A PlatformID identifies the addressing scope for a set of IP/L2
streams and/or Receivers. A Platformmay span several Transport
Streans carried by one or multiple TS Multipl exes and represents a
single IP network with a harnoni zed address space (scope). This
allows for the coexistence of several independent |P/ MAC address
scopes within an MPEG 2 Network

The INT allows both fully-specified | P addresses and prefix matching
to reduce the size of the table (and hence enhance signalling
efficiency). An IPv4/IPv6 "subnet mask" may be specified in ful
formor by using a slash notation (e.g., /127). 1P multicast
addresses can be specified with or without a source (address or
range), although if a source address is specified, then only the

sl ash notation may be used for prefixes.

In addition, for identification and security descriptors, the
foll owi ng descriptors are defined for address binding in INT tables:

(i) target MAC address_descriptor: A descriptor to describe a
single or set of MAC addresses (and their mask).

(ii) target_ MAC address_range_descriptor: A descriptor that may be
used to set filters

(iii) target | P _address_descriptor: A descriptor describing a single
or set of IPv4 unicast or nulticast addresses (and their mask).

(iv) target_I|IP_slash _descriptor: Allows definition and announcenent
of an IPv4 prefix.

(v) target | P_source_slash _descriptor: Uses source and destination
addresses to target a single or set of systens.

(vi) |IP/MAC stream | ocation_descriptor: A descriptor that |ocates an
| P/ MAC streamin a DVB network.

The follow ng descriptors provide correspondi ng functions for |Pv6
addr esses:

target | Pv6_address_descri ptor

target | Pv6_sl ash_descri ptor
and target |Pv6_source_sl ash_descri ptor
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The | SP_access_node_descriptor allows specification of a second
address descriptor to access an ISP via an alternative non-DVB
(possibly non-1P) network.

One key benefit is that the approach enpl oys MPEG 2 signalling
(Section 4) and is integrated with other signalling information.

This allows the INT to operate in the presence of (re)mnultiplexors

[ RFC4259] and to refer to PID values that are carried in different TS
Miul tiplexes. This makes it well-suited to a Broadcast TV Scenario

[ RFC4259] .

The principal drawback is a need for an Encapsul ator to introduce
associated PSI/SI MPEG 2 control information. This contro

i nformati on needs to be processed at a Receiver. This requires
access to information below the IP layer. The position of this
processing within the protocol stack nmakes it hard to associate the
results with IP Policy, managenent, and security functions. The use
of centralized managenent prevents the inplenentation of a nore
dynani ¢ schene.

4.2.2. Milticast Mpping Table (MVI) and Its Usage

In DVB-RCS, unicast AR is seen as a part of a w der configuration and
control function and does not enploy a specific protocol

A Mil ticast Mapping Table (MMI) may be carried in an MPEG 2 contro
tabl e that associates a set of mnulticast addresses with the
corresponding PID values [MMI]. This table allows a DVB-RCS Forward
Li nk Subsystem (FLSS) to specify the mapping of |1Pv4 and | Pv6

nmul ticast addresses to PID values within a specific TS Ml ti pl ex.
Recei vers (DVB-RCS Return Channel Satellite Terminals (RCSTs)) nmay
use this table to determi ne the PID val ues associated with an IP
multicast flowthat it requires to receive. The MMI is specified by
the SatlLabs Forum [MMI] and is not currently a part of the DVB-RCS
speci fication.

4.2.3. Application Information Table (AIT) and Its Usage

The DVB Multinmedia Hone Platform (MHP) specification [ETSI-MP] does
not define a specific AR function. However, an Application
Information Table (AIT) is defined that allows MHP Receivers to
receive a variety of control information. The AIT uses an MPEG 2
signalling table, providing infornmation about data broadcasts, the
required activation state of applications carried by a broadcast
stream etc. This information allows a broadcaster to request that a
Recei ver change the activation state of an application, and to direct
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applications to receive specific nulticast packet flows (using | Pv4d
or | Pv6 descriptors). In MHP, AR is not seen as a specific function
but as a part of a wi der configuration and control function

4.2.4. Address Resolution in ATSC

ATSC [ ATSC- A54A] defines a systemthat allows transnission of |IP
packets within an MPEG 2 Network. An MPEG 2 Program (defined by the
PMI) may contain one or nore applications [ATSC A90] that include IP
mul ticast streans [ATSC-A92]. |IP multicast data are signalled in the
PMI using a streamtype indicator of value 0xOD. A MAC address |i st
descriptor [SCTE-1] nmay also be included in the PMI

The approach focuses on applications that serve the transm ssion
network. A nmethod is defined that uses MPEG- 2 SI Tables to bind the
I P nmulticast nedia streans and the correspondi ng Sessi on Description
Prot ocol (SDP) announcenent streams to particular MPEG 2 Program

El ements. Each application constitutes an i ndependent network. The
MPEG 2 Network boundaries establish the | P addressi ng scope

4.2.5. Conparison of SI/PSI Tabl e Approaches

The MPEG 2 net hods based on SI/PSI neet the specified requirenments of
the groups that created them and each has their strength: the INT in
terns of flexibility and extensibility, the MMI in its sinplicity,
and the AIT in its extensibility. However, they exhibit scalability
constraints, represent technol ogy specific solutions, and do not
fully adopt |IP-centric approaches that woul d enabl e easier use of the
MPEG 2 bearer as a link technology within the wi der Internet.

4.3. |1 P-Based Address Resolution for TS Logi cal Channels

As MPEG 2 Networks evolve to becone nulti-service networks, the use
of I P protocols is becom ng nore prevalent. Mst MPEG 2 Networ ks now
use sonme | P protocols for operations and control and data delivery.
Address resolution information could also be sent using |IP transport.
At the time of witing there is no standards-based |IP-1evel AR
protocol that supports the MPEG 2 TS

There is an opportunity to define an I P-level nmethod that could use
an | P nulticast protocol over a well-known IP nulticast address to
resolve an | P address to a TS Logi cal Channel (i.e., a Transport
Stream). The advantages of using an | P-based address resol ution

i ncl ude:
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(i) Sinmplicity:
The AR nmechani sm does not require interpretation of L2 tables;
this is an advantage especially in the growi ng market share for
honme network and audi o/ vi deo networked entities.

(ii) Uniformty:
An | P-based protocol can provide a conmon nethod across
di fferent network scenarios for both |P to MAC address mappi ngs
and mapping to TS Logi cal Channels (PID val ue associated with a
Stream.

(iii) Extensibility:
| P-based AR nechani snms al | ow an i ndependent evol ution of the AR
protocol. This includes dynami c nethods to request address
resolution and the ability to include other L2 infornmation
(e.g., encryption keys).

(iv) Integration:
The informati on exchanged by | P-based AR protocols can easily
be integrated as a part of the IP network |ayer, sinplifying
support for AAA policy, Operations and Managenent (QAM,
mobi lity, configuration control, etc., that conbine AR with
security.

The drawbacks of an | P-based nethod i ncl ude:

(i) It can not operate over an MPEG 2 Network that uses MPEG 2
remul tipl exors [ RFC4259] that nodify the PID val ues associ at ed
with the TS Logi cal Channels during the multiplexing operation
(Section 4). This nakes the nmethod unsuitable for use in
depl oyed broadcast TV networks [RFC4259].

(ii) [IP-based nethods can introduce concerns about the integrity of
the informati on and aut hentication of the sender [RFC4259].
(These concerns are also applicable to MPEG 2 Tabl e net hods
but in this case the information is confined to the L2 network,
or parts of the network where gateway devices isolate the
MPEG 2 devices fromthe |larger Internet creating virtual MPEG 2
private networks.) |P-based solutions should therefore
i npl ement security mechani snms that may be used to authenticate
the sender and verify the integrity of the AR information as a
part of a larger security framework

An | P-level method could use an IP nulticast protocol running an AR
Server (see also Section 5.4) over a well-known (or discovered) IP
mul ticast address. To satisfy the requirenment for scalability to
networks with a | arge nunber of systenms (Section 1), a single packet
needs to transport nmultiple AR records and define the intended scope
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for each address. Methods that enploy prefix matching are desirable
(e.g., where a range of source/destination addresses are nmatched to a
single entry). It can also be beneficial to use nmethods that permt
a range of | P addresses to be napped to a set of TS Logical Channels
(e.g., a hashing technique simlar to the mapping of IP G oup
Destination Addresses to Ethernet MAC addresses [RFC1112] [ RFC2464]).

5. Mapping | P Addresses to MAC/ NPA Addresses

This section reviews | ETF protocols that may be used to assign and
manage the mapping of |P addresses to/from MAC/ NPA addresses over
MPEG- 2 Net wor ks.

An | P Encapsul ator requires AR information to select an appropriate
MAC/ NPA address in the SNDU header [RFC4259] (Section 6). The
information to conplete this header may be taken directly froma

nei ghbor/ ARP cache, or may require the Encapsul ator to retrieve the

i nformati on using an AR protocol. The way in which this infornation
is collected will depend upon whether the Encapsul ator functions as a
Router (at L3) or a Bridge (at L2) (Section 1.1).

Two | ETF-defi ned protocols for mapping | P addresses to MAC/ NPA
addresses are the Address Resol ution Protocol, ARP [ RFC826], and the
Nei ghbor Di scovery protocol, ND [ RFC2461], respectively for |Pv4 and
| Pv6. Both protocols are nornally used in a bidirectional node,

al t hough both also pernmit unsolicited transn ssion of nmappings. The
| Pv6 mapping defined in [ RFC2464] can result in a | arge nunber of
active MAC multicast addresses (e.g., one for each end host).

ARP requires support for L2 broadcast packets. A |arge nunber of
Receivers can lead to a proportional increase in ARP traffic, a
concern for bandwidth-limted networks. Transnission delay can al so
i mpact protocol performance.

ARP al so has a number of security vulnerabilities. ARP spoofing is
where a system can be fooled by a rogue device that sends a
fictitious ARP RESPONSE that includes the |IP address of a legitinmate
network system and the MAC of a rogue system This causes legitinmate
systens on the network to update their ARP tables with the fal se
mappi ng and then send future packets to the rogue systeminstead of
the legitimte system Using this nethod, a rogue system can see
(and nodi fy) packets sent through the network.

Secure ARP (SARP) uses a secure tunnel (e.g., between each client and
a server at a wireless access point or router) [RFC4346]. The router
i gnores any ARP RESPONSEs not associated with clients using the
secure tunnels. Therefore, only legitimte ARP RESPONSEs are used
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for updating ARP tables. SARP requires the installation of software
at each client. It suffers fromthe same scalability issues as the
standard ARP.

The ND protocol uses a set of IP nulticast addresses. |In |arge
networ ks, nany nulticast addresses are used, but each client
typically only listens to a restricted set of group destination
addresses and little traffic is usually sent in each group
Therefore, Layer 2 AR for MPEG 2 Networks nust support this in a
scal abl e nmanner.

A large nunber of ND nessages may cause a | arge denand for performng
asymetric operations. The base ND protocol linmits the rate at which
mul ticast responses to solicitations can be sent. Configurations may
need to be tuned when operating with | arge nunbers of Receivers.

The default paraneters specified in the ND protocol [RFC2461] can

i ntroduce interoperability problens (e.g., a failure to resolve when
the link RTT (round-trip tinme) exceed 3 seconds) and perfornmance
degradation (duplicate ND nessages with a link RTT > 1 second) when
used in networks where the link RTT is significantly larger than
experi enced by Ethernet LANs. Tuning of the protocol paraneters
(e.g., RTR_SOLICI TATI ON_I NTERVAL) is therefore recomended when using
network |inks with appreciable delay (Section 6.3.2 of [RFC2461]).

ND has sinmilar security vulnerabilities to ARP. The Secure Nei ghbor
Di scovery (SEND) [ RFC3971] was devel oped to address known security
vul nerabilities in ND [RFC3756]. It can also reduce the AR traffic
conpared to ND. In addition, SEND does not require the configuration
of per-host keys and can coexist with the use of both SEND and

i nsecure ND on the same |ink

The ND Protocol is also used by I Pv6 systens to perform other
functions beyond address resolution, including Router Solicitation /
Advertisenment, Duplicate Address Detection (DAD), Nei ghbor
Unreachability Detection (NUD), and Redirect. These functions are
useful for hosts, even when address resolution is not required.

5.1. Unidirectional Links Supporting Unidirectional Connectivity
MPEG 2 Networ ks may provide a Unidirectional Broadcast Link (UDL),
with no return path. Such links may be used for unicast applications

that do not require a return path (e.g., based on UDP), but commonly
are used for |IP nmulticast content distribution.
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Figure 3: Unidirectional connectivity

The ARP and ND protocols require bidirectional L2/L3 connectivity.
They do not provide an appropriate nethod to resolve the renote
(destination) address in a unidirectional environnent.

Unidirectional links therefore require a separate out-of -band
configuration nethod to establish the appropriate AR information at
t he Encapsul ator and Receivers. ULE [ RFC4326] defines a node in
whi ch the MAC/ NPA address is omitted fromthe SNDU. In some
scenarios, this may relieve an Encapsul ator of the need for L2 AR

5.2. Unidirectional Links with Bidirectional Connectivity

Bi di rectional connectivity may be realized using a unidirectiona

link in conmbination with another network path. Common conbi nati ons
are a Feed link using MPEG 2 satellite transnmission and a return |ink
using terrestrial network infrastructure. This topology is often
known as a Hybrid network and has asynmmetric network routing.
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Figure 4: Bidirectional connectivity
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The Unidirectional Link Routing (UDLR) [ RFC3077] protocol nay be used
to overcone issues associated with asymmetric routing. The Dynanic
Tunnel Configuration Protocol (DTCP) enables automatic configuration
of the return path. UDLR hides the unidirectional routing fromthe

| P and upper |ayer protocols by providing a L2 tunnelling mechani sm
that enul ates a bidirectional broadcast link at L2. A network using
UDLR has a topol ogy where a Feed Router and all Receivers forma

| ogi cal Local Area Network. Encapsulating L2 franes allows themto
be sent through an Internet Path (i.e., bridging).

Since many unidirectional |inks enploy wreless technology for the
forward (Feed) link, there nmay be an appreci able cost associated with
forwarding traffic on the Feed link. Therefore, it is often
desirable to prevent forwardi ng unnecessary traffic (e.g., for

mul ticast this inplies control of which groups are forwarded). The

i nplications of forwarding in the return direction nust also be
considered (e.g., asymmetric capacity and | oss [RFC3449]). This
suggests a need to mininze the volune and frequency of contro
nessages.

Three different AR cases may be identified (each considers sending an
| P packet to a next-hop IP address that is not currently cached by
the sender):

(i) A Feed Router needs a Receiver MAC/ NPA address

This occurs when a Feed Router sends an | P packet using the
Feed UDL to a Recei ver whose MAC/ NPA address is unknown. In

| Pv4, the Feed Router sends an ARP REQUEST with the | P address
of the Receiver. The Receiver that recognizes its |IP address
replies with an ARP RESPONSE to the MAC/ NPA address of the Feed
Router (e.g., using a UDLR tunnel). The Feed Router may then
address | P packets to the unicast MAC/ NPA address associ at ed
with the Receiver. The ULE encapsul ation format also permts
packets to be sent w thout specifying a MAC/ NPA address, where
this is desirable (Section 6.1 and 6.5).

(ii) A Receiver needs the Feed Router MAC/ NPA address

This occurs when a Receiver sends an | P packet to a Feed Router
whose MAC/ NPA address is unknown. In |IPv4, the Receiver sends
an ARP REQUEST with the | P address of the Feed Router (e.g.
using a UDLR tunnel). The Feed Router replies with an ARP
RESPONSE using the Feed UDL. The Receiver may then address IP
packets to the MAC/ NPA address of the recipient.
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(iii) A Receiver needs another Receiver MAC/ NPA address

This occurs when a Receiver sends an | P packet to another

Recei ver whose MAC/ NPA address is unknown. In IPv4, the

Recei ver sends an ARP REQUEST with the I P address of the renote
Receiver (e.g., using a UDLR tunnel to the Feed Router). The
request is forwarded over the Feed UDL. The target Receiver
replies with an ARP RESPONSE (e.g., using a UDLR tunnel). The
Feed Router forwards the response on the UDL. The Receiver nay
then address | P packets to the MAC/ NPA address of the

recipi ent.

These 3 cases all ow any system connected to the UDL to obtain the
MAC/ NPA address of any other system Simlar exchanges nmay be
performed using the ND protocol for |Pv6.

Along round trip delay (via the UDL and UDLR tunnel) inpacts the
perfornmance of the reactive address resol ution procedures provided by
ARP, ND, and SEND. In contrast to Ethernet, during the interval when
resolution is taking place, nany |IP packets nmay be received that are
addressed to the AR Target address. The ARP specification allows an
interface to discard these packets while awaiting the response to the
resol ution request. An appropriately sized buffer would however
prevent this |oss.

In case (iii), the time to conplete address resolution may be reduced
by the use of an AR Server at the Feed (Section 5.4).

Usi ng DHCP requires prior establishment of the L2 connectivity to a
DHCP Server. The delay in establishing return connectivity in UDLR
networ ks that use DHCP, nmay nake it beneficial to increase the
frequency of the DTCP HELLO nmessage. Further information about
tuning DHCP is provided in Section 5.5.

5. 3. Bi di rectional Links

Bi directional |IP networks can be and are constructed by a conbination
of two MPEG 2 transmission links. One link is usually a broadcast
link that feeds a set of renpte Receivers. Links are also provided
from Receivers so that the conbined link functions as a full duplex
interface. Exanples of this use include two-way DVB-S satellite

I inks and the DVB-RCS system
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5.4. AR Server

An AR Server can be used to distribute AR infornmation to Receivers in
an MPEG- 2 Network. In sone topologies, this may significantly reduce
the tine taken for Receivers to discover AR infornation

The AR Server can operate as a proxy respondi ng on behal f of
Receivers to received AR requests. When an |Pv4 AR request is
received (e.g., Receiver ARP REQUEST), an AR Server responds by
(proxy) sending an AR response, providing the appropriate IP to
MAC/ NPA bi ndi ng (rmapping the I P address to the L2 address).

Information nmay al so be sent unsolicited by the AR Server using

mul ticast/broadcast to update the ARP/ nei ghbor cache at the Receivers
wi thout the need for explicit requests. The unsolicited nethod can

i nprove scaling in large networks. Scaling could be further inproved
by distributing a single broadcast/multicast AR nessage that binds
multiple P and MAC/ NPA addresses. This reduces the network capacity
consuned and sinplifies client/server processing in networks with

| arge nunbers of clients.

An AR Server can be inplenmented using | ETF-defined Protocols by
configuring the subnetwork so that AR Requests from Receivers are
intercepted rather than forwarded to the Feed/broadcast link. The

i ntercepted nessages are sent to an AR Server. The AR Server

mai ntai ns a set of MAC/ NPA address bindings. These nay be configured
or may | earned by nonitoring ARP nessages sent by Receivers

Currently defined | ETF protocols only allow one bindi ng per nessage
(i.e., there is no optim zation to conserve L2 bandwi dth).

Equi val ent net hods coul d provide | Pv6 AR Procedures for

i ntercepting ND nessages are defined in [RFC4389]. To performan AR
Server function, the AR information nust al so be cached. A caching
AR proxy stores the systemstate within a m ddl e-box device. This
resenbles a classic man-in-the-niddle security attack; interactions
with SEND are described in [ SP-ND.

Met hods are needed to purge stale AR data fromthe cache. The

consi stency of the cache nust al so be consi dered when the Receiver

bi ndi ngs can change (e.g., IP nobility, network topol ogy changes, or
intermttent Receiver connectivity). |In these cases, the use of old
(stale) information can result in |IP packets being directed to an

i nappropriate L2 address, with consequent packet | oss.

Current | ETF-defined nmethods provide bindings of I P addresses to

MAC/ NPA, but do not allow the bindings to other L2 information
pertinent to MPEG 2 Networks, requiring the use of other nethods for
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this function (Section 4). AR Servers can al so be inpl enented using
non- |1 ETF AR protocols to provide the AR information required by
Recei vers

5.5. DHCP Tuni ng

DHCP [ RFC2131] and DHCPv6 [ RFC3315] may be used over MPEG 2 Networks
with bidirectional connectivity. DHCP consists of two conponents: a
protocol for delivering systemspecific configuration paranmeters from
a DHCP Server to a DHCP Cient (e.g., default router, DNS server) and
a mechani smfor the allocation of network addresses to systens.

The configuration of DHCP Servers and DHCP Clients should take into
account the local link round trip delay (possibly including the
additional delay frombridging, e.g., using UDLR). A [arge nunber of
clients can nake it desirable to tune the DHCP | ease duration and the
size of the address pool. Appropriate tinmer values should al so be
sel ected: the DHCP nessages retransm ssion tineout, and the maxi num
del ay that a DHCP Server waits before deciding that the absence of an
| CMP echo response indicates that the relevant address is free.

DHCP Cdients may retransnit DHCP nessages if they do not receive a
response. Sonme client inplenentations specify a tinmeout for the
DHCPDI SCOVER nessage that is snmall (e.g., suited to Ethernet delay,
rat her than appropriate to an MPEG 2 Network) providing insufficient
time for a DHCP Server to respond to a DHCPDI SCOVER retransm ssion
before expiry of the check on the | ease availability (by an I CMP Echo
Request), resulting in potential address conflict. This value my
need to be tuned for MPEG 2 Networks

5.6. |IP Milticast AR

Section 3.2 describes the nulticast address resolution requirenents.
This section describes L3 address bindi ngs when the destination
net wor k-1 ayer address is an IP nulticast G oup Destination Address.

In MPE [ ETSI-DAT], a napping is specified for the MAC Address based
on the IP nulticast address for |Pv4 [RFC1112] and | Pv6 [ RFC2464].
(A variant of DVB (DVB-H) uses a nodified MAC header [ETSI-DAT]).

In ULE [ RFC4326], the L2 NPA address is optional, and is not
necessarily required when the Receiver is able to performefficient
L3 nulticast address filtering. Wien present, a mapping is defined
based on the I P nulticast address for |Pv4d [RFC1112] and | Pv6

[ RFC2464] .
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The L2 group addressing nethod specified in [RFC1112] and [ RFC2464]
can result in nore than one | P destination address bei ng mapped to
the sane L2 address. In Source-Specific Milticast, SSM[RFC3569],

mul ticast groups are identified by the conbination of the I P source
and | P destination addresses. Therefore, senders may independently
sel ect an | P group destination address that could map to the sane L2
address if forwarded onto the sane L2 Iink. The resulting addressing
overlap at L2 can increase the volume of traffic forwarded to L3,
where it then needs to be filtered.

These considerations are the sane as for Ethernet LANs, and may not
be of concern to Receivers that can performefficient L3 filtering
Section 3 noted that an MPEG 2 Network nmay need to support nultiple
addressi ng scopes at the network and link |ayers. Separation of the
different groups into different Transport Streans is one renedy (wth
signalling of IP to PID value nmappings). Another approach is to
enpl oy al ternate MAC/ NPA mappings to those defined in [RFC1112] and

[ RFC2464], but such mappi ngs need to be consistently bound at the
Encapsul ator and Receiver, using AR procedures in a scal abl e manner.

5.6.1. Milticast/Broadcast Addressing for UDLR

UDLR is a Layer 2 solution, in which a Receiver may send

mul ti cast/ broadcast franes that are subsequently forwarded natively
by a Feed Router (using the topology in Figure 2), and are finally
received at the Feed interface of the originating Receiver. This

mul ticast forwardi ng does not include the normal L3 Reverse Path
Forwar di ng (RPF) check or L2 spanning tree checks, the processing of
the IP Time To Live (TTL) field or the filtering of adm nistratively
scoped nulticast addresses. This raises a need to carefully consider
mul ticast support. To avoid forwarding | oops, RFC 3077 notes that a
Recei ver needs to be configured with appropriate filter rules to
ensure that it discards packets that originate froman attached
network and are later received over the Feed |ink

When t he encapsul ation includes an MAC/ NPA source address, re-
broadcast packets nay be filtered at the link layer using a filter
that discards L2 addresses that are local to the Receiver. |n sone
ci rcunmst ances, systens can send packets with an unknown (all-zero)
MAC source address (e.g., |GW Proxy Queriers [RFC4605]), where the
source at L2 can not be determined at the Receiver. These packets
need to be silently discarded, which may prevent running the

associ ated services on the Receiver.

Some encapsul ation formats al so do not include an MAC/ NPA source
address (Table 1). Milticast packets nmay therefore alternatively be
di scarded at the IP layer if their IP source address matches a | oca
| P address (or address range). Systens can send packets with an
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all-zero I P source address (e.g., BOOTP (bootstrap protocol)

[ RFC951], DHCP [ RFC2131] and ND [ RFC2461]), where the source at L3
can not be determned at the Receiver these packets need to be
silently discarded. This may prevent running the associ ated services
at a Receiver, e.g., participation in |IPv6 Duplicate Address

Det ection or running a DHCP server

6. Link Layer Support

This section considers link layer (L2) support for address resolution
in MPEG 2 Networks. It considers two issues: The code-point used at
L2 and the efficiency of encapsulation for transnission required to
support the AR nethod. The table bel ow sumari zes the options for
both MPE ([ ETSI - DAT], [ATSC A90]) and ULE [ RFC4326] encapsul ati ons.

[ RFCA840] describes issues and concerns that rmay arise when a link
can support nultiple encapsulations. In particular, it identifies
probl ens that arise when end hosts that belong to the sane | P network
enpl oy different inconpatible encapsul ation nmethods. An Encapsul at or
nmust therefore use only one nmethod (e.g., ULE or MPE) to support a
single IP network (i.e., set of |IPv4 systens sharing the same subnet
broadcast address or sane IPv6 prefix). Al Receivers in an IP
networ k must receive all |IP packets that use a broadcast (directed to
all systens in the P network) or a | ocal-scope nulticast address
(Section 3). Packets with these addresses are used by many | P-based
protocol s including service discovery, IP AR and routing protocols.
Systens that fail to receive these packets can suffer connectivity
failure or incorrect behaviour (e.g., they may be unable to
participate in | P-based discovery, configuration, routing, and
announcenent protocols). Consistent delivery can be ensured by
transmitting link-local nulticast or broadcast packets using the same
Streamthat is used for unicast packets directed to this network. A
Recei ver could sinmultaneously use nore than one L2 AR nmechani sm

This presents a potential conflict when the Receiver receives two
different bindings for the sanme identifier. Wen nultiple systens
advertise AR bindings for the sane identifiers (e.g., Encapsul ators),
they nmust ensure that the advertised information is consistent.
Conflicts may al so arise when L2 protocols duplicate the functions of
| P- based AR nechani sns.

In ULE, the bridging format may be used in conbination with the
nornmal node to address packets to a Receiver (all ULE Receivers are
required to inplenent both nmethods). Franes carrying | P packets
using the ULE Bridgi ng node, that have a destination address
corresponding to the MAC address of the Receiver and have an I P
address corresponding to a Receiver interface, will be delivered to
the I P stack of the Receiver. Al bridged IP multicast and broadcast
frames will also be copied to the IP stack of the Receiver
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Receivers nust filter (discard) franes that are received with a
source address that nmatches an address of the Receiver itself
[802.1D]. It rnust also prevent forwarding franes already sent on a
connect ed net wor k. For each network interface, it nust therefore
filter received frames where the frame source address nmatches a

uni cast destination address associated with a different network
interface [802.1D].

o m e e e e e e e e a o a oo E R Fmm e e e a oo +
| | PDU | L2 Frame Header Fields

| L2 Encapsul ation | overhead+---------------------- +
| | [bytes] |src mac|dst mac| type

o m e e e e e eae oo E R Fom e e Fom e e R +
[ 6.1 ULE wi t hout dst MAC address| 8 | - | - | X

[ 6.2 ULE with dst MAC address | 14 | - | X | x

| 6.3 MPE without LLC/ SNAP | 16 | - | X | -

| 6.4 MPE with LLC/ SNAP | 24 | - | X | x

| 6.5 ULE with Bridging extension| 22 | X | X | X

| 6.6 ULE with Bridgi ng & NPA | 28 | X | X | x

| 6.7 MPE with LLC/ SNAP&Bri dging | 38 | X | X | X

o m e e e e e e e e a o a oo E R Fom oo e Fom oo e R +
Table 1: L2 Support and Overhead (x =supported, - =not supported)

The renai nder of the section describes | ETF-specified AR nethods for
use with these encapsul ation formats. Mst of these nmethods rely on
bi di recti onal communi cations (see Sections 5.1, 5.2, and 5.3 for a
di scussion of this).

6.1. ULE without a Destination MAC/ NPA Address (D=1)

The ULE encapsul ation supports a node (D=1) where the MAC/ NPA address
is not present in the encapsulated frane. This node nmay be used with
both 1 Pv4 and | Pv6. Wen used, the Receiver is expected to perform
L3 filtering of packets based on their IP destination address

[ RFC4326]. This requires careful consideration of the network

t opol ogy when a Receiver is an |P router, or delivers data to an |IP
router (a sinple case where this is pernitted arises in the
connection of stub networks at a Receiver that have no connectivity
to other networks). Since there is no MAC/ NPA address in the SNDU
ARP and the ND protocol are not required for AR

| Pv6 systens can autonatically configure their | Pv6 network address
based upon a | ocal MAC address [ RFC2462]. To use auto-configuration
the IP driver at the Receiver may need to access the MAC/ NPA address
of the receiving interface, even though this value is not being used
to filter received SNDUs.
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Even when not used for AR the ND protocol nmay still be required to
support DAD, and other |Pv6 network-layer functions. This protoco
uses a bl ock of I Pv6 multicast addresses, which need to be carried by
the L2 network. However, since this encapsulation format does not
provi de a MAC source address, there are topologies (e.g., Section
5.6.1) where a systemcan not differentiate DAD packets that were
originally sent by itself and were re-broadcast, fromthose that nay
have been sent by another systemw th the same L3 address.

Therefore, DAD can not be used with this encapsulation format in
topol ogi es where this L2 forwarding nmay occur.

6.2. ULE with a Destination MAC/ NPA Address (D=0)

The |1 Pv4 Address Resol ution Protocol (ARP) [RFC826] is identified by
an | EEE Et her Type and nay be used over ULE [ RFC4326]. Although no
MAC source address is present in the ULE SNDU, the ARP protocol stil
communi cates the source MAC (hardware) address in the ARP record
payl oad of any query nmessages that it generates.

The 1 Pv6 ND protocol is supported. The protocol uses a block of |Pv6
mul ti cast addresses, which need to be carried by the L2 network. The
protocol uses a block of IPv6 nulticast addresses, which need to be
carried by the L2 network. However, since this encapsul ation fornat
does not provide a MAC source address, there are topol ogies (e.g.
Section 5.6.1) where a systemcan not differentiate DAD packets that
were originally sent by itself and were re-broadcast, fromthose that
may have been sent by another systemw th the same L3 address.
Therefore, DAD can not be used with this encapsulation format in
topol ogi es where this L2 forwarding may occur

6.3. MPE without LLC/ SNAP Encapsul ation

This is the default (and sonetinmes only) node specified by nost MPE
Encapsul ators. MPE does not provide an EtherType field and therefore
can not support the Address Resol ution Protocol (ARP) [RFC826].

I Pv6 is not supported in this encapsulation format, and therefore it
is not appropriate to consider the ND protocol

6.4. MPE with LLC SNAP Encapsul ation

The LLC SNAP ( Sub- Network Access Protocol) format of MPE provides an
Et her Type field and therefore nmay support ARP [RFC826]. There is no
specification to define howthis is performed. No MAC source address
is present in the SNDU, although the protocol comunicates the source
MAC address in the ARP record payl oad of any query nessages that it
gener at es.
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The 1 Pv6 ND protocol is supported using The LLC/ SNAP fornat of MPE.
This requires specific nmulticast addresses to be carried by the L2
network. The | Pv6 ND protocol is supported. The protocol uses a

bl ock of IPv6 multicast addresses, which need to be carried by the L2
networ k. However, since this encapsul ation format does not provide a
MAC source address, there are topologies (e.g., Section 5.6.1) where
a systemcan not differentiate DAD packets that were originally sent
by itself and were re-broadcast, fromthose that may have been sent
by another systemw th the same L3 address. Therefore, DAD can not
be used with this encapsulation format in topol ogies where this L2
forwardi ng may occur.

6.5. ULE with Bridgi ng Header Extension (D=1)

The ULE encapsul ation supports a bridgi ng extensi on header that
supplies both a source and destination MAC address. This can be used
wi t hout an NPA address (D=1). Wen no ot her Extension Headers
precede this Extension, the MAC destination address has the sane
position in the ULE SNDU as that used for an NPA destination address.
The Receiver may optionally be configured so that the MAC destination
address value is identical to a Receiver NPA address.

At the Encapsul ator, the ULE MAC/ NPA destination address is

determ ned by a L2 forwardi ng decision. Received franes nmay be
forwarded or may be addressed to the Receiver itself. As in other L2
LANs, the Receiver may choose to filter received franes based on a
configured MAC destination address filter. ARP and ND nessages nay
be carried within a PDU that is bridged by this encapsul ati on fornmat.
Where the topology may result in subsequent reception of re-
broadcast copies of nulticast franes that were originally sent by a
Receiver (e.g., Section 5.6.1), the systemnust discard franes that
are received with a source address that it used in franes sent from
the same interface [802.1D]. This prevents duplication on the

bri dged network (e.g., this would otherw se invoke DAD).

6.6. ULE with Bridgi ng Header Extension and NPA Address (D=0)

The conbi nati on of an NPA address (D=0) and a bridgi ng extension
header are allowed in ULE. This SNDU fornmat supplies both a source
and destination MAC address and a NPA destination address (i.e.,
Recei ver MAC/ NPA addr ess).

At the Encapsul ator, the value of the ULE MAC/ NPA destination address
is deternmined by a L2 forwardi ng decision. At the Receiver, franes
may be forwarded or nmay be addressed to the Receiver itself. As in
other L2 LANs, the Receiver may choose to filter received franes
based on a configured MAC destination address filter. ARP and ND
nmessages may be carried within a PDU that is bridged by this
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encapsul ation fornat. Were the topology may result in the
subsequent reception of re-broadcast copies of multicast franes, that
were originally sent by a Receiver (e.g., Section 5.6.1), the system
must discard frames that are received with a source address that it
used in frames sent fromthe sane interface [802.1D]. This prevents
duplication on the bridged network (e.g., this would otherw se invoke
DAD) .

6.7. MPE with LLC/ SNAP & Bri dgi ng

The LLC/ SNAP format MPE franes nmay optionally support an | EEE
bridgi ng header [LLC]. This header supplies both a source and
destination MAC address, at the expense of |arger encapsul ation
overhead. The format defines two MAC destination addresses, one
associated with the MPE SNDU (i.e., Receiver MAC address) and one
with the bridged MAC frame (i.e., the MAC address of the intended
recipient in the renote LAN)

At the Encapsul ator, the MPE MAC destination address is determ ned by
a L2 forwarding decision. There is currently no fornmal description
of the Receiver processing for this encapsulation format. A Receiver
may forward franes or they may be addressed to the Receiver itself.
As in other L2 LANs, the Receiver may choose to filter received
frames based on a configured MAC destination address filter. ARP and
ND nessages may be carried within a PDU that is bridged by this
encapsul ation format. The MPE MAC destination address is determ ned
by a L2 forwarding decision. Were the topology may result in a
subsequent reception of re-broadcast copies of multicast franmes, that
were originally sent by a Receiver (e.g., Section 5.6.1), the system
nmust discard franes that are received with a source address that it
used in franes sent fromthe sane interface [802.1D]. This prevents
duplication on the bridged network (e.g., this would otherw se invoke
DAD) .

7. Concl usi ons

Thi s docunent describes addressing and address resol ution issues for
| P protocols over MPEG 2 transm ssion networks using both wired and
Wi rel ess technol ogi es. A nunber of specific |IETF protocols are

di scussed along with their expected behavi our over MPEG 2
transm ssi on networks. Recommendations for their usage are provided.

There is no single commobn approach used in all MPEG 2 Networks. A
static binding may be configured for | P addresses and PIDs (as in
sonme cable networks). In broadcast networks, this information is
normal Iy provided by the Encapsul ator/Miltiplexor and carried in
signalling tables (e.g., AIT in MHP, the IP Notification Table, INT
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of DVB and the DVB-RCS Multicast Mapping Table, and MMI). This
docunent has reviewed the status of these current address resolution
nmechani sms in MPEG 2 transni ssion networks and defined their usage

The docunent also considers a unified |IP-based nmethod for AR that
coul d be independent of the physical |ayer, but does not define a new
protocol. It examines the design criteria for a nethod, with
reconmendations to ensure scalability and inprove support for the IP
prot ocol stack.

8. Security Considerations

The nornmal security issues relating to the use of wireless links for
transm ssion of Internet traffic should be considered.

L2 signalling in MPEG 2 transni ssion networks is currently provided
by (periodic) broadcasting of information in the control plane using
PSI/SI tables (Section 4). A loss or nodification of the Sl
information may result in an inability to identify the TS Logica
Channel (PID) that is used for a service. This will prevent
reception of the intended |IP packet stream

There are known security issues relating to the use of unsecured
address resolution [ RFC3756]. Readers are also referred to the known
security issues when mapping | P addresses to MAC/ NPA addresses using
ARP [ RFC826] and ND [ RFC2461]. It is recommended that AR protocols
support authentication of the source of AR nessages and the integrity
of the AR information, this avoids known security vulnerabilities
resulting frominsertion of unauthorized AR nessages within a L2
infrastructure. For |IPv6, the SEND protocol [RFC3971] may be used in
place of ND. This defines security nechanisns that can protect AR

AR protocols can al so be protected by the use of L2 security nethods
(e.g., Encryption of the ULE SNDU [I| PDVB-SEC]). \When these nethods
are used, the security of ARP and ND can be conparable to that of a
private LAN: A Receiver will only accept ARP or ND transm ssions from
the set of peer senders that share a comobn group encryption and
conmon group aut hentication key provided by the L2 key nmanagenent.

AR Servers (Section 5.4) are susceptible to the sane kind of security
i ssues as end hosts using unsecured AR. These issues include
hijacking traffic and denial -of-service within the subnet. Malicious
nodes wi thin the subnet can take advantage of this property, and
hijack traffic. |In addition, an AR Server is essentially a
legitimate man-in-the-middle, which inplies that there is a need to
di stingui sh such proxies fromunwanted man-in-the-mddl e attackers.
Thi s docunent does not introduce any new nmechani sns for the
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10.

10.

protection of these AR functions (e.g., authenticating servers, or
defining AR Servers that interoperate with the SEND protocol
[ SP-ND]) .
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