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Abst ract

In this docunent, design goals for a network-based |ocalized mobility
managenent (NETLMV) protocol are discussed.
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I ntroduction

In [1], the basic problens that occur when a gl obal nobility protoco
is used for managing | ocal nobility are described, and two currently
used approaches to localized nobility managenent -- the host-based
approach that is used by nost | ETF protocols, and the proprietary
Wreless LAN (WLAN) switch approach used between W.LAN swi tches in

di fferent subnets -- are exam ned. The conclusion fromthe problem
statement docunent is that none of the approaches has a conplete
solution to the problem Wile the W.AN switch approach is nost
conveni ent for network operators and users because it requires no
software on the nobile node other than the standard drivers for WFi,
the proprietary nature limts interoperability, and the restriction
to a single last-hop link type and wired backhaul link type restricts
scalability. The | ETF host-based protocols require host software
stack changes that may not be conpatible with all global mobility
protocols. They also require specialized and conpl ex security
transactions with the network that may linmt deployability. The
conclusion is that a localized nobility nmanagenent protocol that is
networ k based and requires no software on the host for |ocalized
nmobi | ity managenent is desirable.

Thi s docunent devel ops a brief functional architecture and detail ed
goal s for a network-based |ocalized nobility managenent protoco
(NETLMV). Section 2 describes the functional architecture of NETLMM
In Section 3, a list of goals that is desirable in the NETLMV
protocol is presented. Section 4 briefly outlines Security

Consi derations. Mre discussion of security can be found in the
threat anal ysis docunent [2].

1. Term nol ogy

Mobility terminology in this docunent follows that in RFC 3753 [10]
and in [1]. In addition, the following terns are related to the
functional architecture described in Section 2:

Localized Mobility Managenent Donain

An Access Network in the sense defined in [1] in which nmobility is
handl ed by the NETLMM pr ot ocol

Mobi | e Access Gat eway

A Mobil e Access Gateway (MAG is a functional network el ement that
term nates a specific edge link and tracks nobile node |P-1eve
mobility between edge links, through NETLMM signaling with the
Localized Mobility Anchor. The MAG al so term nates host routed
data traffic fromthe Localized Mbility Anchor for nobile nodes

Kenpf I nf or mat i onal [ Page 2]



RFC 4831 NETLMM Coal s April 2007

2.

currently |l ocated within the edge link under the MAG s control
and forwards data traffic from nobile nodes on the edge |ink under
its control to the Localized Mbility Anchor

Local Mobility Anchor

A Local Mbility Anchor (LMA) is a router that maintains a

col l ection of host routes and associated forwardi ng i nformation
for nmobile nodes within a localized nmobility nanagenent domain
under its control. Together with the MAGs associated with it, the
LMA uses the NETLMM protocol to manage | P node nobility within the
| ocal i zed nobility nmanagenent donmin. Routing of nobile node data
traffic is anchored at the LMA as the nobile node noves around
within the localized nobility managenent domain

NETLMM Functi onal Architecture

The NETLMM architecture consists of the followi ng conponents.
Localized Mobility Anchors (LMAs) within the backbone network

mai ntain a collection of routes for individual nobile nodes within
the localized nobility managenent domain. The routes point to the
Mobi | e Access Gateways (MAGs) managi ng the links on which the nobile
nodes currently are |ocated. Packets for a nobile node are routed to
and fromthe nobile node through tunnels between the LMA and MAG
Wien a nobil e node noves fromone link to another, the MAG sends a
route update to the LMA. Wil e sone nobile node involvenent is
necessary and expected for generic nobility functions such as
nmovenent detection and to informthe MAG about nobile node novenent,
no specific nobil e-node-to-network protocol will be required for

| ocalized nobility nmanagenent itself. Host stack involvenent in
nmobi l ity managenent is thereby Iimted to generic nobility functions
at the IP layer, and no specialized |ocalized nobility managenent
software is required.

Goal s for the NETLMM Prot ocol

Section 2 of [1] describes three problens with using a globa
nmobi | ity managenent protocol for |ocalized nobility management. Any
| ocalized nobility managenent protocol must naturally address these
three problenms. 1In addition, the side effects of introducing such a
solution into the network need to be limted. In this section, we
address goals for NETLMM including both solving the basic problens
(Goals 1, 2, and 3) and limting the side effects (Goals 4+).
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Sonme basic goals of all |ETF protocols are not discussed in detai
here, but any solution is expected to satisfy them These goals are
fault tol erance, robustness, interoperability, scalability, and

m ni mal specialized network equi pnent. A good di scussion of their
applicability to | ETF protocols can be found in [4].

Qut of scope for the initial goals discussion are Quality of Service
(QS) and dormant node/ paging. Wile these are inportant functions
for mobile nodes, they are not part of the base localized nobility
managenent problem In addition, mobility between |ocalized nobility
managenent domains is not covered here. It is assuned that this is
covered by the global nobility managenent protocols.

3.1. Goal 1: Handover Performance | nprovenent

Handover packet |oss occurs because there is usually | atency between
when the |ink handover starts and when the | P subnet configuration
and gl obal nobility nmanagenent signaling conpletes. During this
tinme, the nobile node is unreachable at its forner topol ogica
location on the old Iink where correspondents are sendi ng packets.
Such mi srouted packets are dropped. This aspect of handover
performance optimn zati on has been the subject of nuch work, both in
ot her Standards Devel opment Organi zations (SDOs) and in the IETF, in
order to reduce the latency in | P handover. Many solutions to this
probl em have been proposed at the Iink layer and at the IP | ayer

One aspect of this goal for localized nobility nmanagement is that the
processing delay for changing the forwarding after handover nust
approach as closely as possible the sumof the delay associated wth
i nk-1ayer handover and the delay required for active |IP-Ilayer
novenent detection, in order to avoid excessive packet |oss.

Ideally, if network-side link-layer support is available for handling
novenent detection prior to Iink handover or as part of the link
handover process, the routing update should conplete within the tinme
required for Iink handover. This delay is difficult to quantify, but
for voice traffic, the entire handover delay, including Layer 2
handover tine and | P handover time should be between 40-70 ns to
avoi d any degradation in call quality. O course, if the link-1layer
handover latency is too high, sufficient |IP-layer handover
performance for good real -tinme service cannot be matched.

A goal of the NETLMM protocol -- in networks where the |ink-Iayer
handover latency allows it -- is to reduce the amount of latency in
| P handover, so that the conbined I P-layer and |ink-|ayer handover

| atency is less than 70 ns.
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3.2. Goal 2: Reduction in Handover-Rel ated Signaling Vol urme

Considering Mobile IPv6 [9] as the global nobility protocol (other
mobi lity protocols require about the sanme or somewhat less), if a
nmobi | e node usi ng address autoconfiguration is required to
reconfigure on every nove between links, the follow ng signaling nust
be perforned:

1) Link-layer signaling required for handover and reauthentication
For exanple, in 802.11 [7], this is the Reassoci ate nessage
together with 802.1x [8] reauthentication using EAP

2) Active IP-level novenent detection, including router reachability.
The Detecting Network Attachnment (DNA) protocol [5] uses Router
Solicitation/Router Advertisement for this purpose. In addition
i f SEcure Nei ghbor Discovery (SEND) [3] is used and the nobile
node does not have a certificate cached for the router, the nobile
node nust use Certification Path Solicitation/Certification Path
Advertisenent to obtain a certification path.

3) Two Multicast Listener Discovery (MD) [14] REPORT nessages, one
for each of the solicited node multicast addresses corresponding
to the link | ocal address and the gl obal address.

4) Two Nei ghbor Solicitation (NS) nessages for duplicate address
detection, one for the Iink |l ocal address and one for the globa
address. |If the addresses are unique, no response will be
forthcom ng

5) Two NS nessages fromthe router for address resolution of the link
| ocal and gl obal addresses, and two Nei ghbor Adverti senent
nmessages i n response fromthe nobil e node.

6) Bi ndi ng Updat e/ Bi ndi ng Acknow edgenent between the nobile node and
hone agent to update the care of address binding.

7) Return routability signaling between the correspondent node and
nmobi | e node to establish the binding key, consisting of one Hone
Test Init/Home Test and Care of Test Init/Care of Test.

8) Bi ndi ng Updat e/ Bi ndi ng Acknow edgenent between the correspondent
node and nobil e node for route optim zation

Note that Steps 1-2 may be necessary, even for intra-link nobility,

if the last-hop |link protocol doesn’t provide nuch help for IP
handover. Steps 3-5 will be different if stateful address
configuration is used, since additional nessages are required to
obtain the address. Steps 6-8 are only necessary when Mbile IPv6 is
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used. The result is approxinately 18 nessages at the IP | evel, where
t he exact nunber depends on various specific factors, such as whether
or not the nobile node has a router certificate cached before a
nmobi | e node can be ensured that it is established on a |ink and has
full 1P connectivity. |In addition to handover related signaling, if
the nobil e node perforns Mobile I Pv6 route optim zation, it may be
required to renew its return routability key periodically (on the
order of every 7 minutes), even if it is not noving, resulting in
addi ti onal signaling.

The signaling required has a | arge inpact on the perfornmance of
handover, inpacting Goal 1. Perhaps nore inportantly, the aggregate
i mpact from many nobil e nodes of such signaling on expensive shared
links (such as wireless where the capacity of the link cannot easily
be expanded) can result in reduced last-hop Iink capacity for data
traffic. Additionally, in |inks where the end user is charged for IP
traffic, 1P signaling is not w thout cost.

To address the issue of signaling inpact described above, the goal is
t hat handover signaling volume fromthe nobile node to the network
shoul d be no nore than what is needed for the nobile node to perform
secure | P-1evel novenent detection, in cases where no |ink-Iayer
support exists. Furthernmore, NETLMM shoul d not introduce any

addi tional signaling during handover beyond what is required for |P-

| evel novenent detection. |f link-layer support exists for |IP-leve
novenent detection, the nobile node may not need to perform any
additional |P-level signaling after |ink-layer handover.

3.3. Goal 3: Location Privacy

In any |P network, there is a threat that an attacker can detern ne
t he physical |ocation of a network node fromthe node’s topol ogica
| ocati on. Dependi ng on how an operator deploys their network, an
operator may choose to assign subnet coverage in a way that is
tightly bound to geography at sone tinescale, or it may choose to
assign it in ways in which the threat of soneone finding a node
physically based on its IP address is snaller. A lowing the L2
attachnent and L3 address to be less tightly bound is one tool for
reducing this threat to location privacy.

Mobility introduces an additional threat. An attacker can track a
nobi | e node’ s geographical location in real-tine, if the victim
nmobi | e node nust change its I P address as it noves from one subnet to
anot her through the covered geographical area. |If the granularity of
t he mappi ng between the I P subnets and geographical area is snall for
the particular link type in use, the attacker can potentially
assenbl e enough information to find the victimin real tine.
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In order to reduce the risk fromlocation privacy conpronises as a
result of |IP address changes, the goal for NETLMMis to renpve the
need to change | P address as a nobile node noves across links in an
access network. Keeping the |P address fixed over a | arge

geogr aphi cal region fuzzes out the resolution of the nmappi ng between
the I P subnets and geographical area, regardl ess of how small the

nat ural deploynment granularity nmay be. This reduces the chance that
the attacker can deduce the precise geographic location of the nobile
node.

3.4. CGoal 4: Limt Overhead in the Network

Access networks, including both the wired and wireless parts, tend to
have sonewhat stronger bandw dth and router processing constraints
than the backbone. In the wired part of the network, these
constraints are a function of the cost of laying fiber or wiring to
the wirel ess access points in a widely dispersed geographic area. In
the wireless part of the network, these constraints are due to the
limtation on the nunber of bits per Hertz inposed by the physica

| ayer protocol. Therefore, any solutions for |ocalized nmobility
managenent shoul d ninim ze overhead within the access network.

3.5. Goal 5: Sinplify Mbile Node Mbility Managenent Security by
Deriving fromI|P Network Access and/or | P Myvenent Detection
Security

Localized nobility managenent protocols that have host invol venent
may require an additional security association between the nobile
node and the nmobility anchor, and establishing this security
association nay require additional signaling between the nobile node
and the nobility anchor (see [13] for an exanple). The additiona
security association requires extra signaling and therefore extra
time to negotiate. Reducing the conplexity of nobile-node-to-network
security for localized nmobility managenent can therefore reduce
barriers to deploynent and inprove responsiveness. Naturally, such
sinmplification nust not cone at the expense of nmintaining strong
security guarantees for both the network and nobil e node.

In NETLMM the network (specifically, the MAG derives the occurrence
of a nmobility event, requiring a routing update for a nobil e node
fromlink-1layer handover signaling, or |IP-layer novenent detection
signaling fromthe nobile node. This information is used to update
routing for the nobile node at the LMA. The handover, or novenent
detection signaling, nmust provide the network w th proper

aut henti cation and authorization so that the network can definitively
identify the nobile node and determne its authorization. The

aut hori zation may be at the IP level -- for exanple, using sonething
like SEND [3] to secure | P novenent detection signaling -- or it at
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the Iink Ievel. Proper authentication and authorization nust be

i mpl emented on |ink-1ayer handover signaling and/or |P-level novenent
detection signaling in order for the MAGto securely deduce nobile
node novenment events. Security threats to the NETLMM protocol are

di scussed in [2].

The goal is that security for NETLMM nobil e node nobility nanagenent
shoul d derive fromI|P network access and/or | P novenent detection
security, such as SEND or network access authentication, and not
require any additional security associations or additional signaling
bet ween the nobil e node and t he networKk.

3.6. Goal 6: Link Technol ogy Agnostic

The nunber of wireless link technol ogies available is grow ng, and
the gromh seens unlikely to sl ow down. Since the standardization of
a wireless link physical and nmedium access control layers is a tine-
consumni ng process, reducing the anount of work necessary to interface
a particular wireless link technology to an I P network i s necessary.
Wien the last-hop link is a wireless link, a localized nobility
managenment sol ution should ideally require mninmal work to interface
with a new wireless |ink technol ogy.

In addition, an edge nobility solution should provide support for
multiple wireless Iink technologies. It is not required that the
| ocalized nmobility nmanagenent sol ution support handover from one
wireless link technol ogy to another without a change in the IP
address, but this possibility should not be precluded.

The goal is that the localized nobility nanagenent protocol should
not use any wireless link specific information for basic routing
managenent, though it may be used for other purposes, such as
securely identifying a nobil e node.

3.7. Goal 7: Support for Unnodified Mbile Nodes

In the WLAN switching nmarket, no nodification of the software on the
nobil e node is required to achieve localized nobility managenent.

Being abl e to accommodat e unnodi fi ed nobil e nodes enables a service
provider to offer service to as many custonmers as possible, the only
constraint being that the customer is authorized for network access.

Anot her advantage of m nim zing nobile node software for |ocalized
nmobi l ity managenent is that nultiple global nobility nmanagenent
protocol s can be supported. There are a variety of global nobility
managenent protocols that mght al so need support, including
proprietary or |link technol ogy-specific protocols needing support for
backward conpatibility reasons. Wthin the Internet, both Host
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Identity Protocol (HI P) [11] and | KEv2 Mbility and Ml tihoni ng
(MBIKE) [6] are likely to need support in addition to Mbile |Pv6
[9], and Mobile I Pv4 [12] support may al so be necessary.

Note that this goal does NOT nean that the nobile node has no
software at all associated with nmobility. The nobile node nust have
some kind of global nobility protocol if it is to nove fromone
domai n of edge mobility support to another and nmintain session
continuity, although no global nobility protocol is required if the
nmobi | e node only nmoves within the coverage area of the localized
nmobi | ity managenent protocol or no session continuity is required
during gl obal novenent. Also, if the last-hop link is a wireless
link, every wireless link protocol requires handover support on the
nmobi | e node in the physical and nmedi um access control |ayers,
typically in the wireless interface driver. Information passed from
t he medi um access control layer to the IP layer on the nobile node
may be necessary to trigger IP signaling for I P handover. Such
novenent detection support at the IP level may be required in order
to determ ne whether the nobile node’s default router is stil
reachabl e after the nove to a new access point has occurred at the
medi um access control |ayer. \Whether or not such support is required
depends on whet her the medi um access control |ayer can conpletely
hide Iink novenent fromthe IP layer. For cellular type wreless
link protocols, the nobile node and network undergo an extensive
negoti ati on at the nmedi um access control |ayer prior to handover, so
it may be possible to trigger a routing update w thout any IP
protocol involvenent. However, for a wireless |link protocol such as
| EEE 802.11 [7] in which the decision for handover is entirely in the
hands of the nobile node, |IP-l1ayer novenent detection signaling from
the nobile node may be required to trigger a routing update.

The goal is that the localized nobility nanagenment sol ution should be
abl e to support any nobile node that joins the link and that has an
interface that can communicate with the network, w thout requiring

| ocalized nobility managenent software on the nobil e node.

3.8. (Goal 8: Support for IPv4d and | Pv6

Whil e nost of this docunent is witten with IPv6 in mind, |ocalized
mobi l ity managenent is a problemin IPv4d networks as well. A
solution for localized mobility that works for both versions of IPis
desirabl e, though the actual protocol nmay be slightly different due
to the technical details of how each I P version works. From Goal 7
(Section 3.7), mnimnmzing nobile node support for l|ocalized nmobility
nmeans that ideally no | P version-specific changes should be required
on the nobile node for localized nmobility, and that global nmobility
protocols for both IPv4 and | Pv6 should be supported. Any IP

versi on-specific features should be confined to the network protocol
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3.9. Goal 9: Reuse of Existing Protocols Where Sensible

Many existing protocols are available as Internet Standards upon

whi ch the NETLMM protocol can be built. The design of the protocol
shoul d have a goal to reuse existing protocols where it nakes
architectural and engi neering sense to do so. However, the design
shoul d not attenpt to reuse existing protocols where there is no rea
architectural or engineering reason. For exanple, the suite of

I nternet Standards contains several good candi date protocols for the
transport layer, so there is no real need to devel op a new transport
protocol specifically for NETLMM Reuse is clearly a good

engi neering decision in this case, since backward conpatibility with
exi sting protocol stacks is inmportant. On the other hand, the

net wor k- based, |ocalized nobility managenent functionality being

i ntroduced by NETLMMis a new piece of functionality, and therefore
any deci sion about whether to reuse an existing global nobility
managenent protocol should carefully consider whether reusing such a
protocol really neets the needs of the functional architecture for
net wor k- based | ocalized nobility nmanagenent. The case for reuse is
not so clear in this case, since there is no conpelling backward
conpati bility argunent.

3.10. Goal 10: Localized Mbility Managenment |ndependent of d oba
Mobi ity Managenent

Local i zed nobility managenent shoul d be inpl enmentabl e and depl oyabl e
i ndependently of any global nobility managenent protocol. This
enabl es the choice of |local and global nobility nanagenment to be nade
i ndependently of particular protocols that are inplenented and

depl oyed to solve the two different sorts of nobility nanagenent
probl ens. The operator can choose a particular localized nobility
managenent protocol according to the specific features of their
access network. It can subsequently upgrade the localized nmobility
managenent protocol on its own, wthout even informng the nobile
nodes. Sinmilarly, the nobile nodes can use a global nobility
managenent protocol that best suits their requirenents, or not use
one at all. Also, a nobile node can nove into a new access network
wi t hout having to check that it understands the |ocalized nmobility
managenent protocol being used there.

The goal is that the inplenmentation and depl oyment of the |ocalized

nobi | i ty managenent protocol should not restrict, or be restricted
by, the choice of global nobility managenent protocol
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3.11. Goal 11: Configurable Data Pl ane Forwardi ng between Loca
Mobility Anchor and Mbile Access Gateway

Different network operators may require different types of forwarding
options between the LMA and the MAGs for npobile node data pl ane
traffic. An obvious forwarding option that has been used in past

| ETF |l ocalized nobility nmanagenent protocols is |IP-1P encapsul ation
for bidirectional tunneling. The tunnel endpoints are the LMA and
the MAGs. But other options are possible. Sonme network depl oynents
may prefer routing-based solutions. Ohers nmay require security
tunnel s using | Psec Encapsul ating Security Payl oad ( ESP)

encapsul ation if part of the localized nobility managenent donain
runs over a public access network and the network operator wants to
protect the traffic.

A goal of the NETLMM protocol is to allow the forwarding between the
LMA and MAGs to be configurable depending on the particulars of the
networ k depl oynment. Configurability is not expected to be dynanic

as in controlled by the arrival of a nobile node; but rather,
configuration is expected to be simlar in tinescale to configuration
for routing. The NETLMM protocol may designate a default forwarding
mechanism It is also possible that additional work rmay be required
to specify the interaction between a particul ar forwardi ng nmechani sm
and the NETLMM protocol, but this work is not in scope of the NETLMM
base protocol

4. Security Considerations

There are two kinds of security issues involved in network-based

| ocal i zed nobility nmanagenent: security between the nobile node and
the network, and security between network el enents that participate
in the NETLMM protocol. The security-related goals in this docunent,
described in Section 3.3 and 3.5, focus on the forner, because those
are uni que to network-based nobility managenent. The threat analysis
docunent [2] contains a nore detailed discussion of both kinds of
threats, which the protocol design nust address.
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