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Abst ract

Thi s docunent provides a detailed description of |IPv6 depl oynment and
i ntegration nethods and scenarios in today' s Service Provider (SP)
Br oadband (BB) networks in coexistence with deployed |IPv4 services.
Cabl e/ HFC, BB Et hernet, xDSL, and WLAN are the nmain BB technol ogi es
that are currently depl oyed, and discussed in this docunent. The
emer gi ng Broadband Power Line Conmmuni cations (PLC/BPL) access
technol ogy is also discussed for conpleteness. 1In this docunment we
wi || discuss main conponents of |IPv6 BB networks, their differences
fromlPv4d BB networks, and how | Pv6 is deployed and integrated in
each of these networks using tunneling nmechani sns and native | Pv6.
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1. Introduction
Thi s docunent presents the options available in deploying | Pv6
services in the access portion of a BB Service Provider (SP) network
- nanely Cabl e/HFC, BB Ethernet, xDSL, W.AN, and PLC/ BPL
This docunent briefly discusses the other elenents of a provider
network as well. It provides different viable |IPv6 depl oynent and
i ntegration techni ques, and nodels for each of the above-nentioned BB
technol ogies individually. The exanple list is not exhaustive, but
it tries to be representative.
Thi s docunent anal yzes how all the inportant conponents of current
| Pv4- based Cabl e/ HFC, BB Ethernet, xDSL, W.AN, and PLC/ BPL networks
wi || behave when I Pv6 is integrated and depl oyed.
The follow ng inportant pieces are di scussed:

Avai |l abl e tunneling options

Devi ces that would have to be upgraded to support |Pv6

Avai |l abl e 1 Pv6 address assignnent techni ques and their use

Possi bl e 1 Pv6 Routing options and their use

m o O W »

I Pv6 uni cast and mul ticast packet transm ssion

T

Required I Pv6 Quality of Service (QS) paraneters
G Required I Pv6 Security paraneters
H Required | Pv6 Network Managenent paraneters

It is inmportant to note that the addressing rules provided throughout
this docunent represent an exanple that follows the current

assi gnnent policies and recommendati ons of the registries. However,
they can be adapted to the network and busi ness nodel needs of the

| SPs.

The scope of the docunent is to advise on the ways of upgradi ng an
existing infrastructure to support |IPv6 services. The recommendation
to upgrade a device to dual stack does not stop an SP from adding a
new device to its network to performthe necessary | Pv6 functions

di scussed. The costs involved with such an approach coul d be of fset
by | ower inpact on the existing | Pv4d services.
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2.  Common Ter m nol ogy
BB: Broadband
CPE: Customer Prem se Equi pnent
GAR: Gat eway Router
| SP: Internet Service Provider
NAP: Network Access Provider
NSP: Network Service Provider
QS: Qality of Service
SP: Service Provider
3. Corel/ Backbone Networ k
This section intends to briefly discuss sone inportant el enents of a
provi der network tied to the deploynent of IPv6. A nore detail ed
description of the core network is provided in other docunments

[ RFC4029] .

There are two types of networks identified in the Broadband
depl oynent s:

A.  Access Provider Network: This network provides the broadband
access and aggregates the subscribers. The subscriber traffic is
handed over to the Service Provider at Layer 2 or 3.

B. Service Provider Network: This network provides Intranet and
Internet | P connectivity for the subscribers.

The Service Provider network structure beyond the Edge Routers that
interface with the Access provider is beyond the scope of this
docunent .

3.1. Layer 2 Access Provider Network

The Access Provider can deploy a Layer 2 network and perform no
routing of the subscriber traffic to the SP. The devices that
support each specific access technol ogy are aggregated into a highly
redundant, resilient, and scal able Layer 2 core. The network core
can invol ve various technol ogi es such as Ethernet, Asynchronous
Transfer Mdde (ATM, etc. The Service Provider Edge Router connects
to the Access Provider core
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This type of network may be transparent to the Layer 3 protocol

Sone possi bl e changes may come with the intent of supporting |Pv6
provi sioning mechani snms, as well as filtering and nonitoring |Pv6
traffic based on Layer 2 information such as | Pv6 Ether Type Protoco
I D (0x86DD) or IPv6 multicast specific Media Access Control (MAC
addresses (33: 33: XX: XX: XX: XX) .

3.2. Layer 3 Access Provider Network

The Access Provider can choose to term nate the Layer 2 donain and
route the IP traffic to the Service Provider network. Access Routers
are used to aggregate the subscriber traffic and route it over a
Layer 3 core to the SP Edge Routers. |In this case, the inpact of the
| Pv6 deployment is significant.

The case studies in this docunent discuss only the rel evant network
el ements of such a network: Custoner Prem se Equi pnent, Access

Rout er, and Edge Router. In real networks, the |ink between the
Access Router and the Edge Router involves other routers that are
part of the aggregation and the core |layer of the Access Provider
net wor k.

The Access Provider can forward the IPv6 traffic through its Layer 3
core in three possible ways:

A. | Pv6 Tunneling: As a tenporary solution, the Access Provider can
choose to use a tunneling nmechanismto forward the subscri ber
IPv6 traffic to the Service Provider Edge Router. This approach
has the | east inpact on the Access Provider network; however, as
t he nunber of users increase and the amount of |Pv6 traffic
grows, the ISP will have to evolve to one of the scenarios |isted
bel ow

B. Native IPv6 Deploynment: The Access Provider routers are upgraded
to support I Pv6 and can becone dual stack. |In a dual-stack
network, an IPv6 Interior Gateway Protocol (1GP), such as OSPFv3
[ RFC2740] or IS IS [ISISv6], is enabled. RFC 4029 [ RFC4029]

di scusses the | GP selection options with their benefits and
dr awbacks.

C. MPLS 6PE Depl oynent [6PE]: If the Access Provider is running MPLS
inits IPv4 core, it could use 6PE to forward | Pv6 traffic over
it. In this case, only a subset of routers close to the edge of
the network need to be IPv6 aware. Wth this approach, BGP
becones inportant in order to support 6PE.

The 6PE approach has the advantage of having mninmal inmpact on the
Access Provider network. Fewer devices need to be upgraded and
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configured while the MPLS core continues to switch the traffic,
unaware that it transports both IPv4 and | Pv6. 6PE should be

| everaged only if MPLS is already deployed in the network. At the
time of witing this docunent, a mmjor disadvantage of the 6PE
solution is that it does not support nulticast IPv6 traffic.

The native approach has the advantage of supporting |Pv6 nulticast
traffic, but it may inply a significant inpact on the | Pv4
operational network in terns of software configuration and possibly
har dwar e upgr ade

More detail ed Core Network depl oyment reconmendations are di scussed
in other docunents [RFC4029]. The handling of IPv6 traffic in the
Core of the Access Provider Network will not be discussed for the
remai nder of this docunent.

4. Tunneling Overview

If SPs are not able to deploy native IPv6, they m ght use tunneling-
based transition nechanisns to start an | Pv6 service offering, and
nmove to native | Pv6 deploynent at a later tine.

Several tunneling mechani snms were devel oped specifically to transport
| Pv6 over existing IPv4 infrastructures. Several of them have been
standardi zed and their use depends on the existing SP | Pv4 network
and the structure of the IPv6 service. The requirenents for the nost
appropriate nechani sns are described in [v6tc] with nore updates to
follow Deploying | Pv6 using tunneling techniques can inply as
little changes to the network as upgrading software on tunnel end
points. A Service Provider could use tunneling to deploy IPv6 in the
foll owi ng scenari os:

4.1. Access over Tunnels - Custoners with Public | Pv4 Addresses

If the custonmer is a residential user, it can initiate the tunne
directly fromthe I Pv6 capable host to a tunnel termination router

|l ocated in the NAP or | SP network. The tunnel type used should be
decided by the SP, but it should take into consideration its
availability on commonly used software running on the host machine.
O the many tunneling nechani sns devel oped, such as |Pv6 Tunnel

Br oker [ RFC3053], Connection of |1Pv6 Domains via | Pv4 C ouds

[ RFC3056], Generic Packet Tunneling in IPv6 [ RFC2473], | SATAP

[ RFC4214], Basic Transition Mechanisns for |Pv6 Hosts and Routers

[ RFC4213], and Transnission of |Pv6 over |Pv4 Domai ns without
Explicit Tunnels [ RFC2529], sone are nore popul ar than the others.
At the time of witing this docunent, the | ETF Softwire Wbrking G oup
was tasked with standardizing a single tunneling protocol [Softwre]
for this application.
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If the end custoner has a GAR installed, then it could be used to
originate the tunnel, thus offering native | Pv6 access to multiple
hosts on the custoner network. |In this case, the GAR woul d need to
be upgraded to dual stack in order to support |IPv6. The GAR can be
owned by the customer or by the SP

4.2. Access over Tunnels - Custoners with Private | Pv4 Addresses

If the end custoner receives a private | Pv4 address and needs to
initiate a tunnel through Network Address Translation (NAT),

techni ques |i ke 6to4 may not work since they rely on public IPv4
address. In this case, unless the existing GARs support protocol-41-
forwardi ng [ Protocol 41], the end user night have to use tunnels that
can operate through NATs (such as Teredo [ RFC4380]). Mst GARs
support protocol -41-forwardi ng, which neans that hosts can initiate
the tunnels - in which case the GAR is not affected by the |IPv6
service.

The custoner has the option to initiate the tunnel fromthe device
(GAR) that performs the NAT functionality, sinmlar to the GAR
scenari o discussed in Section 4.1. This will inply hardware

repl acenent or software upgrade and a native |Pv6 environnent behind
the GAR

It is also worth observing that initiating an | Pv6 tunnel over |Pv4
t hrough al ready established | Pv4 | Psec sessions woul d provide a
certain level of security to the IPv6 traffic.

4.3. Transition a Portion of the | Pv4 Infrastructure

Tunnel s can be used to transport the IPv6 traffic across a defined
segrment of the network. As an exanple, the custoner m ght connect
natively to the Network Access Provider, where a tunnel is used to
transit the traffic over 1Pv4 to the ISP. 1In this case, the tunne
choi ce depends on its capabilities (for exanple, whether or not it
supports nulticast), routing protocols used (there are several types
that can transport Layer 2 nessages, such as GRE [ RFC2784], L2TPv3

[ RFC3931], or pseudowi re), manageability, and scalability (dynanic
versus static tunnels).

This scenario inplies that the access portion of the network has been
upgraded to support dual stack, so the savings provided by tunneling
in this scenario are very small conpared with the previous two
scenarios. Depending on the nunber of sites requiring the service,
and considering the expenses required to manage the tunnels (sone
tunnels are static while others are dynanmic [Dynami cTunnel]) in this
case, the SPs might find the native approach worth the additiona

i nvest ment s.
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In all the scenarios |isted above, the tunnel selection process
shoul d consider the IPv6 multicast forwarding capabilities if such
service is planned. As an exanple, 6to4 tunnels do not support |Pv6
mul ticast traffic.

The operation, capabilities, and depl oynent of various tunnel types
have been di scussed extensively in the docunents referenced earlier
as well as in [RFC4213] and [ RFC3904]. Details of a tunnel-based
depl oynent are offered in the next section of this docunent, which

di scusses the case of Cable Access, where the current Data Over Cable
Service Interface Specification (DOCSIS 2.0) [RF-Interface] and prior
specifications do not provide support for native |IPv6 access.

Al t hough Sections 6, 7, 8, and 9 focus on a native |Pv6 depl oynents
over DSL, Fiber to the Home (FTTH), wireless, and PLC/BPL and because
this approach is fully supported today, tunnel-based solutions are

al so possible in these cases based on the guidelines of this section
and sone of the recommendati ons provided in Section 5.

5. Broadband Cabl e Net wor ks

This section describes the infrastructure that exists today in cable
net wor ks providing BB services to the home. It also describes |Pv6
depl oynent options in these cabl e networks.

DOCSI S st andardi zes and docunents the operation of data over cable
networks. DOCSIS 2.0 and prior specifications have limitations that
do not allow for a snmooth inplenentation of native |IPv6 transport.
Some of these limtations are discussed in this section. For this
reason, the I Pv6 depl oynent scenarios discussed in this section for
the existing cable networks are tunnel based. The tunneling exanples
presented here could al so be applied to the other BB technol ogi es
described in Sections 6, 7, 8, and 9.

5.1. Broadband Cabl e Network El enents
Br oadband cabl e networks are capable of transporting IP traffic to/
fromusers to provide high speed Internet access and Voice over |IP
(Vol P) services. The mechanismfor transporting IP traffic over
cable networks is outlined in the DOCSI S specification
[RF-Interface].
Here are sone of the key el enents of a cable network:

Cable (HFC) Plant: Hybrid Fi ber Coaxial plant, used as the underlying
transport

CMIS: Cabl e Mbdem Termi nation System (can be a Layer 2 bridging or
Layer 3 routing CMIS)
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GAR Residential Gateway Router (provides Layer 3 services to hosts)
Host: PC, notebook, etc., which is connected to the CMor GAR

CM Cabl e Mbdem

ER. Edge Router

M5O Ml tiple Service Operator

Data Over Cable Service Interface Specification (DOCSIS): Standards
defining how data should be carried over cabl e networks

Figure 5.1 illustrates the key el enents of a Cabl e Network.
|--- ACCESS ---||------ HFC ------ []----- Aggregation / Core -----
S + Ao +
| Host |--] OGAR
E +  H--t---+
e
oo + |
| oM |---| |
oo o |
| HFC | e + Fommmam e +
| | | | Edge |
+-- - L + | Network |---| CMIS |---] | =>1 SP
| Host |--] CM |---]| | | | | Router | Network
S e +  A--t---+ | | S e + Fommemm e +
- _ _ |
R e + |
#o---ok | GIR |
| Host |--] CM  |--------- +
bt |
Fomam - +
Figure 5.1

.2. Deploying IPv6 in Cabl e Networks

One of the notivators for an MBSO to deploy I Pv6 over its cable
network is to ease nmanagenent burdens. |Pv6 can be enabled on the
CM CMIS, and ER for managenent purposes. Currently portions of the
cable infrastructure use |IPv4 address space [RFC1918]; however, there
is a finite nunber of those. Thus, IPv6 could have utility in the
cabl e space inplenented on the nmanagenent plane initially and focused
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on the data plane for end-user services later. For nore details on
using | Pv6 for nmanagenment in cable networks, please refer to Section
5.6.1.

There are two different deploynment nodes in current cable networks: a
bri dged CMIS environnent and a routed CMIS environnent. |Pv6 can be
depl oyed in both of these environnents.

1. Bridged CMIS Network

In this scenario, both the CM and CMIS bridge all data traffic
Traffic to/fromhost devices is forwarded through the cable network
to the ER. The ER then routes traffic through the ISP network to the
Internet. The CM and CMIS support a certain degree of Layer 3
functionality for managenent purposes.

2. Rout ed CMI'S Net wor k

In a routed network, the CMIS forwards IP traffic to/from hosts based
on Layer 3 information using the |P source/destination address. The

CM acts as a Layer 2 bridge for forwarding data traffic and supports

sonme Layer 3 functionality for managenment purposes.

Sonme of the factors that hinder deploynent of native IPv6 in current
routed and bridged cabl e networks include:

A.  Changes need to be nade to the DOCSI S specification
[RF-Interface] to include support for IPv6 on the CM and CMIS
This is inperative for deploying native | Pv6 over cable networks.

B. Problens with I Pv6 Nei ghbor Discovery (ND) on CMand CMIS. In
| Pv4, these devices rely on Internet G oup Milticast Protoco
(1GW) join nessages to track nmenbership of hosts that are part
of a particular IP nulticast group. |In order to support ND, a
mul ti cast - based process, the CMand CMIS will need to support
| GWv3/ Mul ticast Listener Discovery Version 2 (M.Dv2) or vl
shoopi ng.

C. dassification of IPv6 traffic in the upstream and downstream
direction. The CMand CMIS will need to support classification
of 1 Pv6 packets in order to give themthe appropriate priority
and Q©S. Service providers that wish to depl oy QS nechani sns
al so have to support classification of IPv6 traffic.

Due to the above nentioned linitations in deployed cable networks, at
the tine of witing this docunent, the only option available for
cabl e operators is to use tunneling techniques in order to transport
I Pv6 traffic over their current IPv4 infrastructure. The follow ng
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sections will cover tunneling and native |Pv6 depl oynent scenarios in
nore detail.

.2.1. Deploying IPv6 in a Bridged CMIS Networ k

In IPv4, the CM and CMIS act as Layer 2 bridges and forward all data
traffic to/fromthe hosts and the ER  The hosts use the ER as their
Layer 3 next hop. |If there is a GAR behind the CMit can act as a
next hop for all hosts and forward data traffic to/fromthe ER

When deploying IPv6 in this environment, the CM and CMIS wil |
continue to act as bridging devices in order to keep the transition
snoot h and reduce operational conplexity. The CMand CMIS will need
to bridge | Pv6 unicast and nulticast packets to/fromthe ER and the
hosts. If there is a GAR connected to the CM it will need to
forward | Pv6 unicast and nulticast traffic to/fromthe ER

| Pv6 can be deployed in a bridged CMIS network either natively or via
tunneling. This section discusses the native deploynment nodel. The
tunneling nodel is simlar to ones described in Sections 5.2.2.1 and
5.2.2.2.

Figure 5.2.1 illustrates the |1 Pv6 depl oyment scenari o.
+omm - + 4o +
| Host |--|] GWR
+-- - - - + - --+
e
|4 + | |
-] oM |- |
oo o |
| HFC | e I +
| | | | Edge |
+-- - L + | Network |---| CMIS |--| | =>1 SP
| Host |--] CM |---]| | | | | Router | Network
S e +  4------ + | | S e + eemeaa-- +
- _ _ _ |
|- R R R, oo eee |
L3 Rout ed L2 Bridged L3 Rout ed

Figure 5.2.1
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5.2.1.1. 1Pv6 Related Infrastructure Changes

In this scenario, the CMand the CMIS bridge all data traffic so they
will need to support bridging of native IPv6 unicast and nulticast
traffic. The foll owi ng devices have to be upgraded to dual stack
Host, GAR, and ER

5.2.1.2. Addressing

The proposed architecture for |1 Pv6 depl oynent includes two conponents
that rmust be provisioned: the CMand the host. Additionally if there
is a GAR connected to the CM it will also need to be provisioned

The host or the GAR use the ER as their Layer 3 next hop

5.2.1.2.1. 1P Addressing for CM

The CMw Il be provisioned in the sanme way as in currently depl oyed
cabl e networks, using an | Pv4 address on the cable interface
connected to the M5O network for nanagenent functions. During the
initialization phase, it will obtain its IPv4 address using Dynamc
Host Configuration Protocol (DHCPv4), and downl oad a DOCSI S
configuration file identified by the DHCPv4 server.

5.2.1.2.2. 1P Addressing for Hosts

If there is no GAR connected to the CM the host behind the CMwil |
get a /64 prefix via statel ess auto-configurati on or DHCPv6.

If using statel ess auto-configuration, the host listens for routing
advertisenents (RAs) fromthe ER The RAs contain the /64 prefix
assigned to the segnent. Upon receipt of an RA, the host constructs
its |Pv6 address by conmbining the prefix in the RA (/64) and a uni que
identifier (e.g., its nodified EU -64 (64-bit Extended Uni que
Identifier) format interface 1D).

If DHCPv6 is used to obtain an I Pv6 address, it will work in much the
same way as DHCPv4 works today. The DHCPv6 nessages exchanged

bet ween the host and the DHCPv6 server are bridged by the CM and the
CMTS.

5.2.1.2.3. 1P Addressing for GAR

The GAR can use statel ess auto-configuration (RA) to obtain an
address for its upstreaminterface, the link between itself and the
ER. This step is followed by a request via DHCP-PD (Prefix

Del egation) for a prefix shorter than /64, typically /48 [ RFC3177],
which in turn is divided into /64s and assigned to its downstream

i nterfaces connecting to the hosts.
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5.2.1.3. Data Forwarding

The CM and CMIS nust be able to bridge native | Pv6 unicast and
multicast traffic. The CMIS nmust provide |IP connectivity between
hosts attached to CMs5, and nust do so in a way that neets the
expectation of Ethernet-attached custoner equipnent. In order to do
that, the CM and CMIS nust forward Nei ghbor Di scovery (ND) packets
bet ween ER and the hosts attached to the CM

Commruni cati on between hosts behind different CVs is al ways forwarded
through the CMIS. | Pv6 comuni cation between the different sites
relies on nulticast | Pv6 ND [ RFC2461] franes being forwarded
correctly by the CM and the CMIS

In order to support |Pv6 nulticast applications across DOCSI S cabl e
networ ks, the CM and bridgi ng CMIS need to support | GwWv3/M.Dv2 or vl
snooping. MDis alnost identical to IGW in IPv4, only the nanme and
nunbers are changed. MDv2 is identical to | GWwv3 and al so supports
ASM (Any- Source Milticast) and SSM (Source-Specific Milticast)
service nodels. Inplenentation work on CM CMIS shoul d be i ni nal
because the only significant difference between |Pv4 | GWv3 and | Pv6
M.Dv2 is the | onger addresses in the protocol

5.2.1.4. Routing

The hosts install a default route that points to the ER or the GAR
No routing protocols are needed on these devices, which generally
have limted resources. |If there is a GAR present, it will also use
static default route to the ER

The ER runs an | GP such as OSPFv3 or IS-1S. The connected prefixes
have to be redistributed. |f DHCP-PD is used, with every del egated
prefix a static route is installed by the ER  For this reason, the
static routes nust also be redistributed. Prefix sumrarization
shoul d be done at the ER

5.2.2. Deploying IPv6 in a Routed CMI'S Net wor k

In an I Pv4/1Pv6 routed CMIS network, the CMstill acts as a Layer 2
device and bridges all data traffic between its Ethernet interface
and cable interface connected to the cable operator network. The
CMTS acts as a Layer 3 router and nay al so include the ER
functionality. The hosts and the GAR use the CMIS as their Layer 3
next hop.

When depl oying | Pv6, the CMIS/ER will need to either tunnel |Pv6
traffic or natively support |Pv6
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There are five possible deploynment scenarios for IPv6 in a routed
CMTS net wor k:

1. 1Pv4 Cable (HFC) Network

In this scenario, the cable network, including the CMand CMIS
remain | Pv4 devices. The host and ER are upgraded to dual stack
This is the easiest way for a cable operator to provide |IPv6 service,
as no changes are nmade to the cabl e network.

2. 1Pv4 Cable (HFC) Network, GAR at Custoner Site

In this case, the cable network, including the CMand CMIS, renain
| Pv4 devices. The host, GAR, and ER are upgraded to dual stack.
This scenario is al so easy to depl oy since the cable operator just
needs to add GAR at the custoner site.

3. Dual -stacked Cable (HFC) Network, CM and CMIS Support |Pv6

In this scenario, the CMIS is upgraded to dual stack to support |Pv4
and | Pv6. Since the CMIS supports IPv6, it can act as an ER as well.
The CMwi Il act as a Layer 2 bridge, but will need to bridge |IPv6

uni cast and nulticast traffic. This scenario is not easy to depl oy
since it requires changes to the DOCSI S specification. The CM and
CMTS nmay require hardware and software upgrades to support |Pv6.

4. Dual -stacked Cabl e (HFC) Network, Standal one GAR, and CMIS
Support | Pv6

In this scenario there is a stand-al one GAR connected to the CM
Since the IPv6 functionality exists on the GAR, the CM does not need
to be dual stack. The CMIS is upgraded to dual stack and it can

i ncorporate the ER functionality. This scenario nay also require
har dware and software changes on the GAR and CMS.

5. Dual -stacked Cable (HFC) Network, Enbedded GAR' CM and CMIS
Support | Pv6

In this scenario, the CMand GAR functionality exists on a single
devi ce, which needs to be upgraded to dual stack. The CMIS will also
need to be upgraded to a dual -stack device. This scenario is also
difficult to deploy in existing cable network since it requires
changes on the Enmbedded GAR/ CM and t he CMIS

The DOCSI S specification will also need to be nodified to all ow
native | Pv6 support on the Enbedded GAR/ CM
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5.2.2.1. |1Pv4 Cable Network, Host, and ER Upgraded to Dual Stack

This is one of the nbpst cost-effective ways for a cable operator to
offer I Pv6 services to its custonmers. Since the cable network
remains I Pv4, there is relatively mnimal cost involved in turning up

| Pv6 service. Al IPv6 traffic is exchanged between the hosts and
the ER
Figure 5.2.2.1 illustrates this depl oynment scenario.
S + Hom - - + Fom e oo - +
e S SR + | Cabl e | | | | Edge
| Hst |--] CM  [----] (HFC [---] CMIS |---] | =>I SP
+o---- + - + | Network | | | | Router | Network
S + [ + Fomm e o - +

| Pv4/ v6 | Pv4 only | Pv4/ v6
Figure 5.2.2.1
5.2.2.1.1. 1Pv6 Related Infrastructure Changes

In this scenario, the CMand the CMIS will only need to support |Pv4,
so no changes need to be nade to them or the cable network. The
foll owi ng devi ces have to be upgraded to dual stack: Host and ER

5.2.2.1.2. Addressing

The only device that needs to be assigned an | Pv6 address at the
customer site is the host. Host address assignment can be done in
mul ti pl e ways. Depending on the tunneling nechanismused, it could
be automatic or might require manual configuration

The host still receives an | Pv4 address using DHCPv4, which works the
same way in currently deployed cable networks. In order to get |Pv6
connectivity, host devices will also need an | Pv6 address and a neans
to conmuni cate with the ER
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5.2.2.1.3. Data Forwarding

Al ITPve traffic will be sent to/fromthe ER and the host device. In
order to transport |Pv6 packets over the cable operator |Pv4 network
the host and the ER will need to use one of the available IPv6 in

| Pv4 tunneling nechanisns.

The host will use its |IPv4 address to source the tunnel to the ER
Al 1Pv6 traffic will be forwarded to the ER encapsulated in | Pv4
packets. The intermnmediate |Pv4 nodes will forward this traffic as
regul ar 1 Pv4 packets. The ERwill need to termnate the tunnel
and/ or provide other |Pv6 services.

5.2.2.1.4. Routing

Routing configuration on the host will vary depending on the
tunneling technique used. In sone cases, a default or static route
m ght be needed to forward traffic to the next hop.

The ER runs an | GP such as OSPFv3 or ISIS
5.2.2.2. 1Pv4 Cable Network, Host, GAR and ER Upgraded to Dual Stack

The cabl e operator can provide | Pv6 services to its custoners, in
this scenario, by adding a GAR behind the CM Since the GAR will

facilitate all IPv6 traffic between the host and the ER, the cable
networ k, including the CMand CMIS, does not need to support |Pv6,
and can remain as | Pv4 devices.

Figure 5.2.2.2 illustrates this depl oynent scenario.
+-- o - +
| Host
Fo- - -+

| [ S + [ + [ S +
R e T SRR + | Cabl e | | | | Edge
| GAR [--] CM |----| (HFO [---] CMIS |---] | =>I SP
Fom - S + | Network | | | | Router | Network

R + R + E R +
(O o __________20

I
| Pv4/ v6 | Pv4 only | Pv4/ v6

Figure 5.2.2.2
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5.2.2.2.1. 1Pv6 Related Infrastructure Changes

In this scenario, the CMand the CMIS will only need to support |Pv4,
so no changes need to be nade to them or the cable network. The

foll owi ng devices have to be upgraded to dual stack: Host, GAR and
ER

5.2.2.2.2. Addressing

The only devices that need to be assigned an | Pv6 address at custoner
site are the host and GAR | Pv6 address assignnent can be done
statically at the GAR downstreaminterface. The GAR will send out RA
messages on its downstreaminterface, which will be used by the hosts
to auto-configure thenselves with an | Pv6 address. The GAR can al so
configure its upstreaminterface using RA nessages fromthe ER and
use DHCP-PD for requesting a /48 [ RFC3177] prefix fromthe ER This
/48 prefix will be used to configure /64s on hosts connected to the
GAR downstreaminterfaces. The uplink to the ISP network is
configured with a /64 prefix as well.

The GMAR still receives a global |Pv4 address on its upstream
i nterface using DHCPv4, which works the same way in currently
depl oyed cable networks. In order to get |IPv6 connectivity to the

Internet, the GAR will need to communicate with the ER
5.2.2.2.3. Data Forwarding

Al 1Pv6 traffic will be sent to/fromthe ER and the GAR, which wll
forward IPv6 traffic to/fromthe host. 1In order to transport |Pv6
packets over the cable operator |IPv4d network, the GAR and the ER wil |
need to use one of the available IPv6 in | Pv4 tunneling nechanisns.
Al IPve traffic will need to go through the tunnel, once it comes

up.

The GAR will use its IPv4 address to source the tunnel to the ER

The tunnel endpoint will be the IPv4 address of the ER Al |Pv6
traffic will be forwarded to the ER, encapsulated in |IPv4 packets.
The internediate | Pv4 nodes will forward this traffic as regular |Pv4
packets. In case of 6to4 tunneling, the ER will need to support 6to4
relay functionality in order to provide |Pv6 Internet connectivity to
the GAR, and hence, the hosts connected to the GAR

5.2.2.2.4. Routing
Dependi ng on the tunneling techni que used, additional configuration
m ght be needed on the GAR and the ER If the ERis also providing a

6to4 relay service then a default route will need to be added to the
GAR pointing to the ER, for all non-6to4 traffic.
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I f using manual tunneling, the GAR and ER can use static routing or
an | GP such as Rl Png [ RFC2080]. The RIPng updates can be transported
over a manual tunnel, which does not work when using 6to4 tunneling
since it does not support rmulticast.

Custoner routes can be carried to the ER using RI Png updates. The ER
can advertise these routes inits IG. Prefix summarization shoul d
be done at the ER

If DHCP-PD is used for address assignnent, a static route is
automatically installed on the ER for each del egated /48 prefix. The
static routes need to be redistributed into the |G at the ER, so
there is no need for a routing protocol between the ER and the GAR

The ER runs an | GP such as OSPFv3 or |SIS.
5.2.2.3. Dual-Stacked Cable (HFC) Network, CM and CMIS Support |Pv6

In this scenario the cable operator can offer native |IPv6 services to
its customers since the cable network, including the CMIS, supports

| Pv6. The ER functionality can be included in the CMIS or it can
exi st on a separate router connected to the CMIS upstreaminterface.
The CMw Il need to bridge IPv6 unicast and nmulticast traffic.

Figure 5.2.2.3 illustrates this depl oynent scenario.

S + Fom e e e e e o oo +

SRR SR SRR + | Cabl e | | CMIS / Edge

| Host |--] CM |----] (HFC [---] | =>1 SP

+-- - S + | Network | | Rout er | Network
R + S +

| -e---- R R AEEEEEEEE AR |

| Pv4/ v6 | Pv4/ v6 | Pv4/ v6

Figure 5.2.2.3
5.2.2.3.1. 1Pv6 Related Infrastructure Changes

Since the CMstill acts as a Layer 2 bridge, it does not need to be
dual stack. The CMwill need to support bridging of |IPv6 unicast and
mul ticast traffic and | GWv3/ M.Dv2 or v1 snooping, which requires
changes in the DOCSIS specification. 1In this scenario, the follow ng
devi ces have to be upgraded to dual stack: Host and CMIS/ ER
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5.2.2.3.2. Addressing

In cabl e networks today, the CMreceives a private | Pv4d address using
DHCPv4 for managenent purposes. |In an IPv6 environment, the CMw ||
continue to use an | Pv4 address for managenent purposes. The cable
operator can al so choose to assign an |IPv6 address to the CM for
managenent, but the CMwi |l have to be upgraded to support this
functionality.

| Pv6 address assignment for the CM and host can be done via DHCP or

statel ess auto-configuration. |If the CMuses an |Pv4 address for
managenent, it will use DHCPv4 for its address assignnent and the
CMIS will need to act as a DHCPv4 relay agent. |If the CMuses an

| Pv6 address for managenment, it can use DHCPv6, with the CMIS acting
as a DHCPv6 rel ay agent, or the CMIS can be statically configured
with a /64 prefix and it can send out RA nmessages out the cable
interface. The CMs connected to the cable interface can use the RA
messages to auto-configure thenselves with an | Pv6 address. Al Cvs
connected to the cable interface will be in the sane subnet.

The hosts can receive their |Pv6 address via DHCPv6 or statel ess

aut o-configuration. Wth DHCPv6, the CMIS nay need to act as a
DHCPv6 rel ay agent and forward DHCP nessages between the hosts and
the DHCP server. Wth stateless auto-configuration, the CMIS will be
configured with multiple /64 prefixes and send out RA nessages to the
hosts. If the CMIS is not also acting as an ER, the RA nessages w ||
come fromthe ER connected to the CMIS upstreaminterface. The CMIS
will need to forward the RA nessages downstream or act as an ND

pr oxy.
5.2.2.3.3. Data Forwarding

All IPv6 traffic will be sent to/fromthe CMIS and hosts. Data
forwarding will work the sane way it works in currently depl oyed
cable networks. The CMIS will forward I Pv6 traffic to/from hosts
based on the | P source/destinati on address.

5.2.2.3.4. Routing

No routing protocols are needed between the CMIS and the host since
the CM and host are directly connected to the CMIS cable interface
Since the CMIS supports | Pv6, hosts will use the CMIS as their Layer
3 next hop.

the CMIS is also acting as an ER, it runs an | GP such as OSPFv3 or
| S.

| f
I S
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5.2.2.4. Dual -Stacked Cable (HFC) Network, Stand-Al one GAR, and CMIS
Support | Pv6

In this case, the cable operator can offer |Pv6 services to its
custonmers by adding a GAR between the CM and the host. The GAR will
facilitate | Pv6 conmuni cati on between the host and the CMIS/ER.  The
CMIS will be upgraded to dual stack to support |Pv6 and can act as an
ER as well. The CMwill act as a bridge for forwarding data traffic
and does not need to support | Pv6.

This scenario is simlar to the case described in Section 5.2.2.2.
The only difference in this case is that the ER functionality exists
on the CMIS instead of on a separate router in the cabl e operator

net wor k.
Figure 5.2.2.4 illustrates this depl oynent scenario.

. + Heeeeneanan +
e + - + - + | Cabl e | | CMTS / Edge
| Host |--] GAR  |--] CM |---| (HFQ [---] | =>1 SP
R + - + - + | Network | | Rout er | Net wor k

S + S +

O_ _ _ __ __________°0
| Pv6-in-1Pv4 tunnel
----------------- R R el | EECEEEPEEEEEEN
| Pv4/ v6 | Pv4 | Pv4/ v6

Figure 5.2.2. 4

5.2.2.4.1. 1Pv6 Related Infrastructure Changes
Since the CMstill acts as a Layer 2 bridge, it does not need to be
dual stack, nor does it need to support IPv6. In this scenario, the
foll owi ng devices have to be upgraded to dual stack: Host, GAR and
CMrs/ ER

5.2.2.4.2. Addressing
The CMw Il still receive a private | Pv4 address using DHCPv4, which
works the sane way in existing cable networks. The CMIS will act as
a DHCPv4 rel ay agent.

The address assignnment for the host and GAR happens in a simlar
manner as described in Section 5.2.2.2.2.
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5.2.2.4.3. Data Forwarding

Dat a forwardi ng between the host and CMIS/ER is facilitated by the
GAR and happens in a simlar manner as described in Section
5.2.2.2.3.

5.2.2.4.4. Routing

In this case, routing is very sinmlar to the case described in
Section 5.2.2.2.4. Since the CMIS now i ncorporates the ER
functionality, it will need to run an I GP such as OCSPFv3 or IS-IS

5.2.2.5. Dual-Stacked Cable (HFC) Network, Enbedded GAR/'CM and CMIS
Support | Pv6

In this scenario, the cable operator can offer native |Pv6 services
to its customers since the cable network, including the CM Enbedded
GAR and CMIS, supports IPv6. The ER functionality can be included in
the CMIS or it can exist on a separate router connected to the CMIS
upstreaminterface. The CM Enbedded GAR acts as a Layer 3 device.

Figure 5.2.2.5 illustrates this depl oynent scenario.
. + Hemeeeeaaaan +
Fo---- S L + Cabl e | | CMIS / Edge
| Host |---] CM/ GAR |---| (HFOQ [---] | =>1 SP
+----- + e + | Network | | Rout er | Net wor k
S + B S +
_________________________________________________________ |
| Pv4/ v6

Figure 5.2.2.5
5.2.2.5.1. 1Pv6 Related Infrastructure Changes

Since the CM GAR acts as a Layer 3 device, |Pv6 can be depl oyed end-
to-end. In this scenario, the follow ng devices have to be upgraded
to dual stack: Host, CM GAR, and CMIS/ ER

5.2.2.5.2. Addressing

Since the CM GAR is dual stack, it can receive an | Pv4 or |Pv6
address using DHCP for management purposes. As the GAR functionality
is enbedded in the CM it will need an I Pv6 address for forwarding
data traffic. |1Pv6 address assignnent for the CM GAR and host can be
done via DHCPv6 or DHCP-PD
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I f using DHCPv6, the CMIS will need to act as a DHCPv6 rel ay agent.
The host and CM GAR wil | receive | Pv6 addresses from pools of /64
prefixes configured on the DHCPv6 server. The CMIS will need to

gl ean pertinent information fromthe DHCP O fer nessages, sent from
the DHCP server to the DHCP clients (host and CM GAR), nuch like it
does today in DHCPv4. Al CM GAR connected to the sane cable
interface on the CMIS belong to the sane nanagenent /64 prefix. The
hosts connected to the sane cable interface on the CMIS may bel ong to
different /64 custoner prefixes, as the CMIS may have nultiple /64
prefixes configured under its cable interfaces.

It is also possible to use DHCP-PD for an | Pv6 address assi gnnent.

In this case, the CMGAR will use stateless auto-configuration to
assign an | Pv6 address to its upstreaminterface using the /64 prefix
sent by the CMIS/ER in an RA nessage. Once the CM GAR assigns an

| Pv6 address to its upstreaminterface, it will request a /48

[ RFC3177] prefix fromthe CMIS/ER and chop this /48 prefix into /64s
for assigning |IPv6 addresses to hosts. The uplink to the ISP network
is configured with a /64 prefix as well.

5.2.2.5.3. Data Forwarding

The host will use the CM GAR as the Layer 3 next hop. The CM GAR
will forward all IPv6 traffic to/fromthe CMIS/ ER and hosts. The
CMISTER will forward IPv6 traffic to/from hosts based on the IP
source/ desti nati on address.

5.2.2.5.4. Routing

The CM GAR can use a static default route pointing to the CMIS/ ER or
it can run a routing protocol such as RIPng or OSPFv3 between itself
and the CMIS. Custoner routes frombehind the CM GAR can be carried
to the CMIS using routing updates.

If DHCP-PD is used for address assignnent, a static route is
automatically installed on the CMIS/ ER for each del egated /48 prefix.
The static routes need to be redistributed into the IGP at the

CMIS/ ER so there is no need for a routing protocol between the

CMIS/ ER and the GAR

If the CMIS is also acting as an ER, it runs an | GP such as GSPFv3 or
I S-1S.

5.2.3. |1Pv6 Milticast
In order to support IPv6 nulticast applications across DOCSI S cabl e

networ ks, the CM and bridging CMIS will need to support |GwWv3/MDv2
or vl snooping. MD is alnost identical to IGW in IPv4, only the
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nane and nunbers are changed. MDv2 is alnopst identical to | GWv3
and al so supports ASM (Any-Source Milticast) and SSM ( Sour ce- Specific
Mul ticast) service nodels.

SSMis nore suited for deploynents where the SP intends to provide
paid content to the users (video or audio). These types of services
are expected to be of prinary interest. Moreover, the sinplicity of
the SSM nodel often overrides the scalability issues that would be
resolved in an ASM nodel. ASMis, however, an option that is

di scussed in Section 6.3.1. The Layer 3 CM GAR, and Layer 3 routed
CMIS/ER will need to be enabled with PIM SSM which requires the
definition and support for |GwWv3/M.Dvl or v2 snooping, in order to
track join/leave nmessages fromthe hosts. Another option would be
for the Layer 3 CMor GAR to support M.D proxy routing. The Layer 3
next hop for the hosts needs to support MD

Refer to Section 6.3 for nore | Pv6 nulticast details.
5.2.4. |1Pv6 QS

I Pv6 will not change or add any queui ng/scheduling functionality

al ready existing in DOCSIS specifications. But the QS nechani sns on
the CMIS and CM woul d need to be |1 Pv6 capable. This includes support
for IPv6 classifiers, so that data traffic to/from host devices can
be classified appropriately into different service flows and be
assigned appropriate priority. Appropriate classification criteria
woul d need to be inplenmented for unicast and nulticast traffic.

Traffic classification and marki ng should be done at the CM for
upstreamtraffic and the CMIS/ER for downstreamtraffic, in order to
support the various types of services: data, voice, and video. The
sane | Pv4 QoS concepts and net hodol ogi es should be applied for |Pv6
as wel .

It is inmportant to note that when traffic is encrypted end-to-end,
the traversed network devices will not have access to nmany of the
packet fields used for classification purposes. In these cases,
routers will nost likely place the packets in the default classes.
The QoS design should take into consideration this scenario and try
to use mainly I P header fields for classification purposes.

5.2.5. | Pv6 Security Considerations
Security in a DOCSIS cable network is provided using Baseline Privacy
Plus (BPI+). The only part that is dependent on |IP addresses is

encrypted multicast. Semantically, multicast encryption would work
the sane way in an I Pv6 environment as in the | Pv4 network. However,
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5.

2.

appropriate enhancenents will be needed in the DOCSIS specification
to support encrypted I Pv6 nulticast.

There are limted changes that have to be done for hosts in order to
enhance security. The privacy extensions [RFC3041] for auto-
configuration should be used by the hosts. [|Pv6 firewall functions
coul d be enabled, if available on the host or GAR

The | SP provides security against attacks that conme fromits own
subscribers, but it could also inplenment security services that
protect its subscribers fromattacks sourced fromthe outside of its
network. Such services do not apply at the access |evel of the

net work di scussed here.

The CMTIS/ ER should protect the | SP network and the other subscribers
agai nst attacks by one of its own custoners. For this reason Unicast
Reverse Path Forwardi ng (uRPF) [ RFC3704] and Access Control Lists
(ACLs) should be used on all interfaces facing subscribers.

Filtering should be inplenmented with regard for the operationa

requi renents of IPv6 [IPv6-Security].

The CMIS/ ER shoul d protect its processing resources against floods of
valid custoner control traffic such as: Router and Nei ghbor
Solicitations, and M.D Requests.

Al other security features used with the |IPv4 service should be
simlarly applied to | Pv6 as well.

6. |1 Pv6 Network Managemnent

| Pv6 can have many applications in cable networks. MSOs can
initially inplenent I Pv6 on the control plane and use it to nmanage

t he thousands of devices connected to the CMIS. This would be a good
way to introduce IPv6 in a cable network. Later, the MSO can extend
IPv6 to the data plane and use it to carry customer traffic as well
as managenent traffic.

5.2.6.1. Using |IPv6 for Management in Cable Networks

| Pv6 can be enabled in a cable network for managenment of devices |ike
CM CMIS, and ER  Wth the rollout of advanced services |like Vol P
and Vi deo-over-1P, MsGs are | ooking for ways to nanage the |arge
nunmber of devices connected to the CMIS. In | Pv4, an RFC1918 address
is assigned to these devices for managenent purposes. Since there is
a finite nunber of RFC1918 addresses available, it is beconing
difficult for MSGs to nanage these devi ces.

Asadul | ah, et al. I nf or mat i onal [ Page 25]



RFC 4779 | SP | Pv6 Depl oyment Scenarios in BB January 2007

By using | Pv6 for nanagenent purposes, MsSOs can scal e their network
managenent systens to neet their needs. The CMIS/ ER can be
configured with a /64 nanagenent prefix that is shared anpbng all CMs
connected to the CMIS cable interface. Addressing for the CMs can be
done via statel ess auto-configuration or DHCPv6. Once the CMs
receive a /64 prefix, they can configure thenselves with an |IPv6

addr ess.

If there are devices behind the CMthat need to be managed by the
M5O, anot her /64 prefix can be defined on the CMIS/ER  These devices
can al so use statel ess auto-configuration to assign thenselves an

| Pv6 address.

Traffic sourced fromor destined to the nanagenent prefix should not
cross the M5O s network boundari es.

In this scenario, IPv6 will only be used for managi ng devices on the
cable network. The CMw Il no longer require an | Pv4 address for
managenent as described in DOCSIS 3.0 [ DOCSI S3. 0- Reqgs] .

5.2.6.2. Updates to M B Mdul es/ Standards to Support |Pv6

The current DOCSIS, Packet Cable, and Cabl eHome M B nodul es are

al ready designed to support |IPv6 objects. In this case, IPv6 wll
nei ther add nor change any of the functionality of these M B nodul es.
The Textual Convention used to represent Structure of Managenent
Information Version 2 (SMv2) objects representing | P addresses was
updat ed [ RFC4001] and a new Textual Convention |net AddressType was
added to identify the type of the I P address used for |IP address
objects in M B nodul es.

There are sone exceptions; the MB nodul es that night need to add
| Pv6 support are defined in the DOCSIS 3.0 OSSI specification
[ DOCSI S3. 0- Cssl ] .

6. Broadband DSL Networ ks

This section describes the | Pv6 deploynment options in today’s high-
speed DSL networ ks.

6. 1. DSL Networ k El enents

Di gital Subscriber Line (DSL) broadband services provide users wth

| P connectivity over the existing tw sted-pair tel ephone lines called
the local -l1oop. A wi de range of bandwi dth offerings are avail able
depending on the quality of the line and the distance between the
Cust omer Preni se Equi pnent and the DSL Access Miltipl exer (DSLAM .
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The following network el ements are typical of a DSL network

DSL Modem It can be a stand-al one device, be incorporated in the
host, incorporate router functionalities, and al so have the
capability to act as a CPE router

Custoner Prenise Router (CPR): It is used to provide Layer 3 services

for custonmer prem se networks. It is usually used to provide
firewal ling functions and segnent broadcast domains for a smal
busi ness.

DSL Access Multiplexer (DSLAM: It terminates nultiple tw sted-pair
t el ephone lines and provi des aggregation to BRAS

Br oadband Renote Access Server (BRAS): It aggregates or termnates
multiple Permanent Virtual CGrcuits (PVCs) corresponding to the
subscriber DSL circuits.

Edge Router (ER): It provides the Layer 3 interface to the | SP
net wor k.

Figure 6.1 depicts all the network el ements nenti oned.

Customer Prenise | Network Access Provider | Network Service Provider

cP NAP NSP
+----- + - ---- + [ + [ +
| Host s| - -| Rout er | +--+ BRAS +---+ Edge | | SP
+----- + -+ | | | Router +==> Network
| | S e + Fommemm e +
+- - - - -+ |
| DSL  +-+ |
| Modem | | |
[ + +--- - - +
doed ]
t------ + | DSLAME- - +
S e + | DSL | +--+ |
| Host s| - - +Mbdem +-+  +----- +
+----- + - 4---+
Figure 6.1
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6. 2.

Deploying IPv6 in | Pv4 DSL Networks

There are three nain design approaches to providing | Pv4 connectivity
over a DSL infrastructure:

1

Poi nt-to-Poi nt Mddel: Each subscriber connects to the DSLAM over

a twisted pair and is provided with a unique PVC that links it to
the service provider. The PVCs can be terninated at the BRAS or

at the Edge Router. This type of design is not very scalable if

the PVCs are not termi nated as close as possible to the DSLAM (at
the BRAS). In this case, a large nunber of Layer 2 circuits has

to be naintai ned over a significant portion of the network. The

Layer 2 donmins can be terminated at the ER in three ways:

A. In a comon bridge group with a virtual interface that routes
traffic out.

B. By enabling a Routed Bridged Encapsul ation feature, all users
could be part of the same subnet. This is the nost conmon
depl oynent approach of |1Pv4 over DSL but it might not be the
best choice in I Pv6 where address availability is not an
i ssue.

C. By termnating the PVC at Layer 3, each PVC has its own
prefix. This is the approach that seens nore suitable for
IPv6 and is presented in Section 6.2.1.

None of these ways requires that the CPE (DSL noden) be
upgr aded.

PPP Term nat ed Aggregation (PTA) Mdel: PPP sessions are opened
bet ween each subscriber and the BRAS. The BRAS terninates the
PPP sessions and provides Layer 3 connectivity between the
subscriber and the ISP. This nodel is presented in Section
6.2. 2.

Layer 2 Tunneling Protocol (L2TP) Access Aggregation (LAA) Nbdel:
PPP sessions are opened between each subscriber and the | SP Edge
Router. The BRAS tunnels the subscriber PPP sessions to the ISP
by encapsul ating theminto L2TPv2 [ RFC2661] tunnels. This node
is presented in Section 6.2.3.

I n aggregation nodels, the BRAS terninates the subscriber PVCs and
aggregates their connections before providing access to the | SP

In order to maintain the depl oynent concepts and busi ness nodel s
proven and used with existing revenue generating |Pv4d services, the
| Pv6 deploynment will natch the IPv4 one. This approach is presented
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in Sections 6.2.1 - 6.2.3 that describe current |Pv4 over DSL

br oadband access depl oynents. Under certain circunstances where new
service types or service needs justify it, IPv4 and | Pv6 network

| ogi cal architectures could be different as described in Section

6.2. 4.

6.2.1. Point-to-Point Mdel

In this scenario, the Ethernet frames fromthe Host or the Custoner
Prenmi se Router are bridged over the PVC assigned to the subscriber.

Figure 6.2.1 describes the protocol architecture of this nodel.

Cust onmer Preni se NAP NSP
| R | e |
+--- - - + - ----- +  4----- + - ---- - + [ S +
| Host s| --+Router +--+ DSL +--+ DSLAM +-------- + Edge | | SP
+-- - S + | Modenm  +-------- + | Router +=>Network

+-- o - + [ T +
R S MICEEEEEEEEEEEEEE |
ATM

Figure 6.2.1
6.2.1.1. 1Pv6 Related Infrastructure Changes

In this scenario, the DSL nodem and the entire NAP is Layer 3
unaware, so no changes are needed to support |1Pv6. The follow ng
devi ces have to be upgraded to dual stack: Host, Custonmer Router (if
present), and Edge Router.

6.2.1.2. Addressing

The Hosts or the Custoner Routers have the Edge Router as their Layer
3 next hop.

If there is no Custoner Router, all the hosts on the subscriber site
bel ong to the same /64 subnet that is statically configured on the
Edge Router for that subscriber PVC. The hosts can use statel ess
aut o-configuration or stateful DHCPv6-based configuration to acquire
an address via the Edge Router

However, as nmanual configuration for each customer is a provisioning
chal  enge, inplementers are encouraged to devel op nmechani sn(s) that
automatically map the PVC (or some ot her custoner-specific
information) to an | Pv6 subnet prefix, and advertise the custoner-
specific prefix to all the custoners with mninal configuration
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If a Custoner Router is present:

A It is statically configured with an address on the /64 subnet
between itself and the Edge Router, and with /64 prefixes on the
i nterfaces connecting the hosts on the custoner site. This is
not a desired provisioning nethod being expensive and difficult
t o nanage.

B. It can use its link-local address to comunicate with the ER It
can al so dynamically acquire, through statel ess auto-
configuration, the prefix for the link between itself and the ER
The | ater option allows it to contact a renote DHCPv6 server, if
needed. This step is followed by a request via DHCP-PD for a
prefix shorter than /64 that, in turn, is divided in /64s and
assigned to its downstreaminterfaces

The Edge Router has a /64 prefix configured for each subscriber PVC
Each PVC shoul d be enabled to rel ay DHCPv6 requests fromthe
subscribers to DHCPv6 servers in the | SP network. The PVCs providing
access for subscribers that use DHCP-PD as well, have to be enabl ed
to support the feature. The uplink to the ISP network is configured
with a /64 prefix as well.

The prefixes used for subscriber links and the ones del egated via
DHCP- PD shoul d be planned in a manner that allows as nuch
sunmari zation as possible at the Edge Router

O her information of interest to the host, such as DNS, is provided
t hrough stateful DHCPv6 [ RFC3315] and statel ess DHCPv6 [ RFC3736] .

6.2.1.3. Routing

The CPE devices are configured with a default route that points to
the Edge Router. No routing protocols are needed on these devices,
whi ch generally have limted resources.

The Edge Router runs the I1Pv6 I GP used in the NSP: OSPFv3 or IS 1S
The connected prefixes have to be redistributed. |f DHCP-PD is used
with every del egated prefix a static route is installed by the Edge
Router. For this reason, the static routes nust al so be
redistributed. Prefix summarization should be done at the Edge
Rout er .

6.2.2. PPP Terninated Aggregation (PTA) Mde
The PTA architecture relies on PPP-based protocols (PPPoA [ RFC2364]

and PPPoE [ RFC2516]). The PPP sessions are initiated by Customer
Preni se Equi pnent and are terninated at the BRAS. The BRAS
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aut hori zes the session, authenticates the subscriber, and provides an
| P address on behalf of the ISP. The BRAS then does Layer 3 routing
of the subscriber traffic to the NSP Edge Router

When the NSP is also the NAP, the BRAS and NSP Edge Router could be
the sane piece of equipnent and provide the above nentioned
functionality.

There are two types of PPP encapsul ations that can be | everaged with
t hi s nodel

A. Connection using PPPoA

Cust onmer Premi se NAP NSP
R RERERELEEEE I R EEEEREEEEE | e
S +
| AAA
R + Radius
| | TACACS |
| e +
+oam - +  He------ + oo - I i +
| Hosts| --+Router +------ + DSLAM +-+ BRAS  +-+ Edge
+om - +  A------- + e I + Router +=>Core
[ - | S +
PPP

Figure 6.2.2.1

The PPP sessions are initiated by the Custonmer Prem se Equi prent.
The BRAS aut henticates the subscriber against a local or a renote
dat abase. Once the session is established, the BRAS provi des an
address and naybe a DNS server to the user; this information is
acquired fromthe subscriber profile or froma DHCP server.

This solution scal es better then the Point-to-Point, but since there

is only one PPP session per ATM PVC, the subscriber can choose a
single ISP service at a tine.
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B. Connection using PPPoE

Cust oner Prem se NAP NSP
R R EEEEE R | e I R R |
[ S +
| AAA
Fo------ + Radius
| | TACACS |
| - +
|
+--- - - + - ----- + [ S + +----- B T gy +
| Host s| --+Router +----------- + DSLAM +-+ BRAS  +-+ Edge | C
S e + -e--a-- + Fommemm e + emmmamaas + | Router +=>0
| | R
I | - +
PPP

Figure 6.2.2.2

The operation of PPPOE is similar to PPPOA with the exception that

wi th PPPoE multiple sessions can be supported over the sane PVC thus
all owi ng the subscriber to connect to nultiple services at the same
time. The hosts can initiate the PPPOE sessions as well. It is

i mportant to renenber that the PPPoE encapsul ati on reduces the P MU
avai l abl e for the customer traffic due to additional headers.

The network design and operation of the PTA nodel is the sane,
regardl ess of the PPP encapsul ation type used.

6.2.2.1. 1Pv6 Related Infrastructure Changes

In this scenario the BRAS is Layer 3 aware and it has to be upgraded
to support IPv6. Since the BRAS term nates the PPP sessions it has
to support the inplenmentation of these PPP protocols with IPv6. The
foll owi ng devi ces have to be upgraded to dual stack: Host, Customer
Router (if present), BRAS, and Edge Router

6.2.2.2. Addressing

The BRAS termi nates the PPP sessions and provides the subscriber with
an | Pv6 address fromthe defined pool for that profile. The

subscri ber profile for authorization and authentication can be

| ocated on the BRAS or on an Authentication, Authorization, and
Accounting (AAA) server. The Hosts or the Customer Routers have the
BRAS as their Layer 3 next hop
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The PPP session can be initiated by a host or by a Custonmer Router

In the latter case, once the session is established with the BRAS and
an address is negotiated for the uplink to the BRAS, DHCP-PD can be
used to acquire prefixes for the Custoner Router other interfaces.

The BRAS has to be enabled to support DHCP-PD and to relay the DHCPv6
requests of the hosts on the subscriber sites.

The BRAS has /64 prefixes configured on the link to the Edge router
The Edge Router links are also configured with /64 prefixes to
provi de connectivity to the rest of the ISP network.

The prefixes used for subscribers and the ones del egated via DHCP- PD
shoul d be planned in a manner that allows nmaxi nrum summari zati on at
t he BRAS

O her information of interest to the host, such as DNS, is provided
t hrough stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

6.2.2.3. Routing

The CPE devices are configured with a default route that points to
the BRAS router. No routing protocols are needed on these devices,
whi ch generally have |imted resources.

The BRAS runs an I GP to the Edge Router: OSPFv3 or IS-1S. Since the
addresses assigned to the PPP sessions are represented as connected
host routes, connected prefixes have to be redistributed. |[|f DHCP-PD
is used, with every delegated prefix a static route is installed by
the Edge Router. For this reason, the static routes nust also be
redistributed. Prefix sunmarization should be done at the BRAS

The Edge Router is running the | GP used in the | SP network: OSPFv3 or
| S-1S.

A separation between the routing donains of the ISP and the Access
Provider is recommended if they are nanaged i ndependently.
Controlled redistribution will be needed between the Access Provider
IGP and the ISP I GP

6.2.3. L2TPv2 Access Aggregation (LAA) Mde

In the LAA nodel, the BRAS forwards the CPE initiated session to the
| SP over an L2TPv2 tunnel established between the BRAS and the Edge
Router. In this case, the authentication, authorization, and
subscri ber configuration are perforned by the ISP itself. There are
two types of PPP encapsul ations that can be |l everaged with this
nodel
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A. Connection via PPPoA

Cust onmer Preni se NAP NSP
| I R | e
[ S +
| AAA
Fo------ + Radius
| | TACACS |
| +o---- +o---- +
| |
+--- - - + - ----- + [ S B S S + +----- +--- - - +
| Host s| - - +Router +------ + DSLAM +-+ BRAS +-+  Edge
+o-m - + He------ + SRR S + | Router +=>Cor e
e +
| o |
PPP
| ____________
L2TPv2

B. Connection via PPPoE

Cust omer Prem se NAP NSP
R EREEEEEEEEEEEE R R REEEEEEEEEE | e |
oo +
| A
R + Radi us |
| | TACACS |
| L L +
| |
S S U + oo + oo I S S +
| Host s| --+Router +----------- + DSLAM +-+ BRAS +- + Edge | C
+----- I + Fom e - I R + | Router +=>0
| | R
S + E
_______________________________________________ |
PPP
L2TPv2

Figure 6.2.3.2

The network design and operation of the PTA nodel is the sane,
regardl ess of the PPP encapsul ation type used.
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6.2.3.1. |1Pv6 Related Infrastructure Changes

In this scenario, the BRAS is forwarding the PPP sessions initiated
by the subscriber over the L2TPv2 tunnel established to the L2TP

Net wor k Server (LNS), the aggregation point in the ISP network. The
L2TPv2 tunnel between the L2TP Access Concentrator (LAC) and LNS can
run over |Pv6 or IPv4. These capabilities have to be supported on
the BRAS. The follow ng devices have to be upgraded to dual stack
Host, Customer Router, and Edge Router. |If the tunnel is set up over
| Pv6, then the BRAS nust be upgraded to dual stack

6.2.3.2. Addressing

The Edge Router termi nates the PPP sessions and provides the
subscriber with an I Pv6 address fromthe defined pool for that
profile. The subscriber profile for authorization and authentication
can be located on the Edge Router or on an AAA server. The Hosts or
the Custonmer Routers have the Edge Router as their Layer 3 next hop

The PPP session can be initiated by a host or by a Customer Router
In the latter case, once the session is established with the Edge
Rout er, DHCP-PD can be used to acquire prefixes for the Custoner
Router interfaces. The Edge Router has to be enabled to support
DHCP- PD and to relay the DHCPv6 requests generated by the hosts on
t he subscri ber sites.

The BRAS has a /64 prefix configured on the link to the Edge Router
The Edge Router links are also configured with /64 prefixes to
provi de connectivity to the rest of the ISP network. O her
information of interest to the host, such as DNS, is provided through
stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

It is important to note here a significant difference between this
depl oynent for |1Pv6 versus IPv4. |In the case of |Pv4, the custoner
router or CPE can end up on any Edge Router (acting as LNS), where
the assunption is that there are at |least two of them for redundancy
purposes. Once authenticated, the custoner will be given an address
fromthe I P pool of the ER (LNS) it connected to. This allows the
ERs (LNSs) to aggregate the addresses handed out to the custoners.
In the case of IPv6, an inportant constraint that likely will be
enforced is that the custonmer should keep its own address, regardless
of the ER (LNS) it connects to. This could significantly reduce the
prefix aggregation capabilities of the ER (LNS). This is different
than the current |Pv4 depl oyment where addressing is dynamic in
nature, and the same user can get different addresses depending on
the LNS it ends up connecting to.
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One possible solution is to ensure that a given BRAS will always
connect to the sane ER (LNS) unless that LNS is down. This neans
that custoners froma given prefix range will always be connected to
the sane ER (primary, if up, or secondary, if not). Each ER (LNS)
can carry sunmary statements in their routing protocol configuration
for the prefixes for which they are the primary ER (LNS), as well as
for the ones for which they are the secondary. This way the prefixes
will be summarized any tinme they becone "active" on the ER (LNS).

6.2.3.3. Routing

The CPE devices are configured with a default route that points to
the Edge Router that term nates the PPP sessions. No routing
protocol s are needed on these devices, which generally have linited
resour ces

The BRAS runs an IPv6 I1GP to the Edge Router: OSPFv3 or 1S-1S.

Di fferent processes should be used if the NAP and the NSP are managed
by different organizations. |In this case, controlled redistribution
shoul d be enabl ed between the two domai ns.

The Edge Router is running the IPv6 | GP used in the ISP network
OSPFv3 or IS 1S

6.2.4. Hybrid Mdel for IPv4 and | Pv6 Service

It was reconmended t hroughout this section that the | Pv6 service

i npl enment ati on should map the existing I Pv4 one. This approach
simplifies manageability and mninzes training needed for personne
operating the network. In certain circunstances such mapping is not
feasible. This typically beconmes the case when a Service Provider
plans to expand its service offering with the new | Pv6 depl oyed
infrastructure. |If this new service is not well supported in a

net wor k desi gn such as the one used for |IPv4, then a different design
m ght be used for |Pv6.

An exanpl e of such circunstances is that of a provider using an LAA
design for its IPv4 services. 1In this case all the PPP sessions are
bundl ed and tunnel ed across the entire NAP infrastructure which is
made of multiple BRAS routers, aggregation routers etc. The end
point of these tunnels is the ISP Edge Router. |If the provider
decides to offer nulticast services over such a design, it will face
the probl em of NAP resources being over utilized. The nulticast
traffic can be replicated only at the end of the tunnels by the Edge
Router and the copies for all the subscribers are carried over the
entire NAP.
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A Modified Point-to-Point (as described in Section 6.2.4.2) or PTA
nmodel is nore suitable to support multicast services because the
packet replication can be done closer to the destination at the BRAS
Such topol ogy saves NAP resources.

In this sense, |Pv6 depl oynent can be viewed as an opportunity to
build an infrastructure that mi ght better support the expansi on of

services. In this case, an SP using the LAA design for its |Pv4
servi ces mght choose a nodified Point-to-Point or PTA design for
| Pv6.

6.2.4.1. |Pv4 in LAA Model and |IPv6 in PTA Model

The coexi stence of the two PPP-based nodel s, PTA and LAA is
relatively straightforward. The PPP sessions are termi nated on

di fferent network devices for the IPv4 and | Pv6 services. The PPP
sessions for the existing | Pv4d service deployed in an LAA nodel are
term nated on the Edge Router. The PPP sessions for the new | Pv6
service deployed in a PTA nodel are terninated on the BRAS

The | ogical design for IPv6 and IPv4 in this hybrid nodel is
presented in Figure 6.2.4.1

| Pv6 [----mmm e |
PPP to--mme - +
| AAA |
Fom - + Radi us
| | TACACS |
| +--- - - +--- - - +
| |
+----- + ------- + Fommmme - Ik S + +----- +----- +
| Host s| --+Router +------ + DSLAM +-+ BRAS +-+ Edge
Feom - +  A------- + Fommm e m - SR I + | Rout er +=>Cor e
. +
| Pv4 R R T e
PPP
| o |
L2TPv2

Figure 6.2.4.1
6.2.4.2. |Pv4d in LAA Model and IPv6 in Mdified Point-to-Point Mdel
this particular scenario the Point-to-Point nodel used for the

In
| Pv6 service is a nodified version of the nodel described in section
6.2. 1.
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For the I Pv4 service in the LAA nodel, the PVCs are terminated on the
BRAS and PPP sessions are terninated on the Edge Router (LNS). For

| Pv6 service in the Point-to-Point nodel, the PVCs are term nated at
the Edge Router as described in Section 6.2.1. 1In this hybrid nodel
the Point-to-Point |ink could be term nated on the BRAS, a NAP-owned
device. The IPv6 traffic is then routed through the NAP network to
the NSP. |In order to have this hybrid nodel, the BRAS has to be
upgraded to a dual -stack router. The functionalities of the Edge
Router, as described in Section 6.2.1, are now i npl enented on the
BRAS.

The ot her aspect of this deploynent nodel is the fact that the BRAS
has to be capabl e of distinguishing between the IPv4 PPP traffic that
has to be bridged across the L2TPv2 tunnel and the | Pv6 packets that
have to be routed to the NSP. The I Pv6 Routing and Bridging

Encapsul ation (RBE) has to be enabled on all interfaces with PVCs
supporting both IPv4 and | Pv6 services in this hybrid design

The | ogical design for IPv6 and IPv4 in this hybrid nodel is
presented in Figure 6.2.4.2.

| Pv6 R R |
ATM AR R +
| AAA
Fo------ + Radius
| | TACACS |
| L L +
+--- - - + - ----- + [ S + +----L— ----- + +----- L— ----- +
| Host s| --+Router +------ + DSLAM +-+ BRAS +- + Edge
+o-m - + He------ + SRR S + | Router +=>Cor e
e +
| Pv4 R
PPP
| ____________
L2TPv2

Figure 6.2.4.2
6.3. [IPv6e Milticast

The depl oynent of IPv6 nulticast services relies on MLD, identical to
IGW in IPv4 and on PIMfor routing. ASM (Any Source Milticast) and

SSM (Single Source Milticast) service nodel s operate al nbst the sane

as in IPv4. Both have the sane benefits and di sadvantages as in

| Pv4d. Neverthel ess, the |larger address space and the scoped address

architecture provide nmajor benefits for nulticast |IPv6. Through RFC

3306, the | arge address space provides the neans to assign gl oba
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mul ticast group addresses to organi zations or users that were
assigned unicast prefixes. It is a significant inprovement wth
respect to the I Pv4 GLOP nmechani sm [ RFC3180] .

This facilitates the depl oynment of nulticast services. The
di scussion of this section applies to all the nulticast sections in
t he docunent.

6.3.1. ASM Based Depl oynents

Any Source Miulticast (ASM is useful for Service Providers that
intend to support the forwarding of nulticast traffic of their
custoners. It is based on the Protocol |ndependent Milticast -
Sparse Mode (PIMSM protocol and it is nore conplex to nanage
because of the use of Rendezvous Points (RPs). Wth |IPv6, static RP
and Bootstrap Router [BSR] can be used for RP-to-group mapping
simlar to IPv4. Additionally, the |larger | Pv6 address space all ows
for building up of group addresses that incorporate the address of
the RP. This RP-to-group mappi ng nechanismis called Enbedded RP and
is specific to | Pv6.

In inter-domain deploynments, Milticast Source Di scovery Protoco
(MSDP) [ RFC3618] is an inportant el enent of |1Pv4d Pl M SM depl oynents.
MSDP is neant to be a solution for the exchange of source
registration informati on between RPs in different domains. This
solution was intended to be tenporary. This is one of the reasons
why it was decided not to inplenent MSDP in IPv6 [IPv6-Milticast].

For multicast reachability across domai ns, Enbedded RP can be used.
As Enbedded RP provides roughly the sane capabilities as MsSDP, but in
a slightly different way, the best nmanagenent practices for ASM

nmul ticast with enbedded RP still remain to be devel oped.

6.3.2. SSM Based Depl oynents

Based on PIM SSM the Source-Specific Milticast deploynments do not
need an RP or related protocols (such as BSR or MsSDP), but rely on
the listeners to know the source of the multicast traffic they plan
to receive. The lack of RP nmakes SSM not only sinpler to operate,
but also robust; it is not inpacted by RP failures or inter-domain
constraints. It also has a higher |level of security (no RP to be
targeted by attacks). For nore discussions on the topic of |Pv6
mul ticast, see [IPv6e-Milticast].

The typical multicast service offered for residential and very snal
busi nesses is video/audi o streani ng, where the subscriber joins a

mul ticast group and receives the content. This type of service nodel
is well supported through PI M SSM which is very sinple and easy to
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manage. PIM SSM has to be enabl ed t hroughout the SP network. M.Dv2
is required for PI M SSM support. Vendors can choose to inpl enent
features that allow routers to map M.Dvl group joins to predefined
sour ces.

Subscribers night use a set-top box that is responsible for the
control piece of the nmulticast service (does group joins/l|eaves).
The subscriber hosts can also join desired nulticast groups as |ong

as they are enabled to support M.Dvl or M.Dv2. |If a custoner prenise
router is used, then it has to be enabled to support M.Dvl and M.Dv2
in order to process the requests of the hosts. It has to be enabl ed

to support PIMSSMin order to send PIMjoins/leaves up to its Layer
3 next hop whether it is the BRAS or the Edge Router. \When enabling
this functionality on a CPR, its linited resources should be taken
into consideration. Another option would be for the CPR to support
M_.D proxy routing.

The router that is the Layer 3 next hop for the subscriber (BRAS in
the PTA nodel or the Edge Router in the LAA and Point-to-Point nodel)
has to be enabled to support M.Dvl and M.Dv2 in order to process the
requests conming fromsubscribers without CPRs. It has to be enabl ed
for PPMSSMin order to receive joins/leaves from customer routers
and send joins/leaves to the next hop towards the nulticast source
(Edge Router or the NSP core).

M.D aut henti cation, authorization and accounting are usually
configured on the Edge Router in order to enable the ISP to contro
the subscriber access of the service and do billing for the content
provided. Alternative nechanisns that woul d support these functions
shoul d be investigated further

6.4. |1Pv6 QoS

The QoS configuration is particularly relevant on the router that
represents the Layer 3 next hop for the subscriber (BRAS in the PTA
nodel or the Edge Router in the LAA and Point-to-Point nodel) in
order to nanage resources shared anongst nultiple subscribers,
possibly with various service | evel agreenents.

In the DSL infrastructure, it is expected that there is already a

| evel of traffic policing and shaping inplenmented for |Pv4
connectivity. This is inplenmented throughout the NAP and i s beyond
the scope of this docunent.

On the BRAS or the Edge Router, the subscriber-facing interfaces have
to be configured to police the inbound custoner traffic and shape the
traffic outbound to the custoner based on the service |eve

agreenents (SLAs). Traffic classification and marking should al so be
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done on the router closest (at Layer 3) to the subscriber in order to
support the various types of custoner traffic (data, voice, and
video) and to optimally use the infrastructure resources. Each

provi der (NAP, NSP) could inplenent their own QS policies and
services so that reclassification and marki ng m ght be perforned at

t he boundary between the NAP and the NSP, in order to nake sure the
traffic is properly handled by the ISP. The sane | Pv4 QS concepts
and net hodol ogi es should be applied with IPv6 as well.

It is inmportant to note that when traffic is encrypted end-to-end,
the traversed network devices will not have access to many of the
packet fields used for classification purposes. In these cases,
routers will nost likely place the packets in the default classes.
The QoS design should take into consideration this scenario and try
to use mainly I P header fields for classification purposes.

6.5. [|1Pv6 Security Considerations

There are linmted changes that have to be done for CPEs in order to
enhance security. The privacy extensions for auto-configuration

[ RFC3041] should be used by the hosts. |1SPs can track the prefixes
it assigns to subscribers relatively easily. |[If, however, the |SPs
are required by regulations to track their users at a /128 address
| evel, the privacy extensions may be inplenented in parallel with
net wor k managenent tools that could provide traceability of the
hosts. |IPv6 firewall functions should be enabled on the hosts or
CPR, if present.

The |1 SP provides security against attacks that conme fromits own
subscribers but it could also inplenent security services that
protect its subscribers fromattacks sourced fromthe outside of its
network. Such services do not apply at the access |evel of the

net wor k di scussed here.

The device that is the Layer 3 next hop for the subscribers (BRAS or
Edge Router) should protect the network and the other subscribers
agai nst attacks by one of the provider custonmers. For this reason
URPF and ACLs should be used on all interfaces facing subscribers.
Filtering should be inplenmented with regard for the operationa

requi renents of 1Pv6 [IPv6-Security].

The BRAS and the Edge Router should protect their processing
resources agai nst floods of valid custonmer control traffic such as:
Rout er and Nei ghbor Solicitations, and MLD Requests. Rate liniting
shoul d be inplenmented on all subscriber-facing interfaces. The
enphasi s should be placed on multicast-type traffic, as it is nost
often used by the 1 Pv6 control plane.
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Al'l other security features used with the | Pv4 service should be
simlarly applied to | Pv6 as well.

6.6. |Pv6 Network Managenent

The necessary instrunentation (such as MB nodul es, NetFl ow Records
etc.) should be available for |Pv6.

Usual | y, NSPs manage the edge routers by SNMP. The SNWP transport
can be done over IPv4 if all managed devi ces have connectivity over
both IPv4 and I Pv6. This would inply the small est changes to the

exi sting network nanagenent practices and processes. Transport over

| Pv6 could al so be inplenented, and it m ght becone necessary if |Pv6
only islands are present in the network. The nanagenent applications
may be running on hosts belonging to the NSP core network donain.

Net wor k Managenent Applications should handle IPv6 in a sinilar
fashion to I Pv4; however, they should al so support features specific
to I Pv6 (such as nei ghbor nonitoring).

In sone cases, service providers manage equi pnent | ocated on
customers’ LANs. The nmnagenent of equi pnment at custonmers’ LANs is
out of scope of this meno.

7. Broadband Et hernet Networks

This section describes the I Pv6 depl oynment options in currently
depl oyed Broadband Et hernet Access Networks.

7.1. Ethernet Access Network El enents
In environnents that support the infrastructure deploying RJ-45 or
fiber (Fiber to the Home (FTTH) service) to subscribers, 10/100 Mps
Et her net broadband services can be provided. Such services are
generally available in nmetropolitan areas in nulti-tenant buil di ngs
where an Ethernet infrastructure can be deployed in a cost-effective
manner. | n such environnents, Metro-Ethernet services can be used to
provi de aggregation and uplink to a Service Provider
The followi ng network el enents are typical of an Ethernet network:
Access Switch: It is used as a Layer 2 access device for subscribers.

Custoner Prenise Router: It is used to provide Layer 3 services for
cust oner preni se networks

Aggregation Ethernet Switches: Aggregates nultiple subscribers.

Br oadband Renpte Access Server (BRAS)
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Edge Router (ER)
Figure 7.1 depicts all the network el ements nentioned.

Customer Premise | Network Access Provider | Network Service Provider

cP NAP NSP
+oeem - + - + oo S SIS +
| Host s| - -| Rout er | +-+ BRAS +--+ Edge | | SP
+----- + oot | | | | Router +===> Network
| | +------ +  --ee---- +
+o- -+ |
| Access +-+ |
[Switch | | |
[ S, +| [ +|
+--+Agg E | |
e + | Switch+- +
+o---- + | Access | +--+ |
| Hosts| --+Switch +-+ +------ +
o - R I +
Figure 7.1

The | ogi cal topol ogy and desi gn of Broadband Ethernet Networks are
very simlar to DSL Broadband Networks di scussed in Section 6.

It is worth noting that the general operation, concepts and
recomendati ons described in this section apply simlarly to a
HomePNA- based network environment. In such an environnment, sone of
the network el enents mght be differently naned.

7.2. Deploying IPv6 in | Pv4d Broadband Ethernet Networks

There are three nmain design approaches to providing | Pv4 connectivity
over an Ethernet infrastructure:

A. Point-to-Point Mdel: Each subscriber connects to the network
Access switch over RJ-45 or fiber links. Each subscriber is
assigned a uni que VLAN on the access switch. The VLAN can be
term nated at the BRAS or at the Edge Router. The VLANs are
802. 1Q trunked to the Layer 3 device (BRAS or Edge Router).

This nodel is presented in Section 7.2.1.
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B. PPP Terni nated Aggregati on (PTA) Mdel: PPP sessions are opened
bet ween each subscriber and the BRAS. The BRAS terminates the
PPP sessions and provides Layer 3 connectivity between the
subscri ber and the | SP

This nodel is presented in Section 7.2.2.

C. L2TPv2 Access Aggregation (LAA) Mdel: PPP sessions are opened
bet ween each subscriber and the ISP termination devices. The
BRAS tunnel s the subscriber PPP sessions to the ISP by
encapsul ating theminto L2TPv2 tunnels.

This nodel is presented in Section 7.2.3.

I n aggregation nodels the BRAS terni nates the subscriber VLANs and
aggregates their connections before providing access to the | SP

In order to maintain the depl oynent concepts and busi ness nodel s
proven and used with existing revenue generating |Pv4d services, the
| Pv6 deploynment will nmatch the I Pv4 one. This approach is presented
in Sections 7.2.1 - 7.2.3 that describe currently deployed | Pv4 over
Et her net broadband access deploynents. Under certain circunstances
where new service types or service needs justify it, 1Pv4 and | Pv6
network architectures could be different as described in Section
7.2. 4.

7.2.1. Point-to-Point Mdel

In this scenario, the Ethernet franmes fromthe Host or the Custoner
Preni se Router are bridged over the VLAN assigned to the subscri ber.

Figure 7.2.1 describes the protocol architecture of this nodel.

| Cust onmer Prenise | NAP | NSP |

L +  H------ +  H------ +  A------ - + Fomm e - +

| Host s| - - +Rout er +- - +Access+--+ Switch +-------- + Edge | | SP

Fo---- + - + | Switch] +-------- + 802.1Q | Router +=>Network
oo + N T +

Et her net / VLANs

Figure 7.2.1
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7.2.1.1. 1Pv6 Related Infrastructure Changes

In this scenario, the Access Switch is on the customer site and the
entire NAP is Layer 3 unaware, so no changes are needed to support

I Pv6. The foll owi ng devices have to be upgraded to dual stack: Host,
Custoner Router, and Edge Router

The Access switches night need upgrades to support certain |Pv6-
rel ated features such as M.D Snoopi ng.

7.2.1.2. Addressing

The Hosts or the Custoner Routers have the Edge Router as their Layer
3 next hop. |If there is no Custonmer Router all the hosts on the
subscri ber site belong to the sane /64 subnet that is statically
configured on the Edge Router for that subscriber VLAN. The hosts
can use statel ess auto-configuration or stateful DHCPv6-based
configuration to acquire an address via the Edge Router

However, as nmanual configuration for each customer is a provisioning
chal | enge, inplenentations are encouraged to devel op nmechani sn(s)
that automatically nmap the VLAN (or some other customer-specific
information) to an | Pv6 subnet prefix, and advertise the custoner-
specific prefix to all the custoners with mninmal configuration

If a Custoner Router is present:

A. It is statically configured with an address on the /64 subnet
between itself and the Edge Router, and with /64 prefixes on the
i nterfaces connecting the hosts on the custoner site. This is
not a desired provisioning nethod, being expensive and difficult
t o manage.

B. It can use its link-local address to comunicate with the ER It
can al so dynami cally acquire, through stateless auto-
configuration, the address for the |ink between itself and the
ER. This step is followed by a request via DHCP-PD for a prefix
shorter than /64 that in turn is divided in /64s and assigned to
its interfaces connecting the hosts on the custoner site.

The Edge Router has a /64 prefix configured for each subscriber VLAN.
Each VLAN shoul d be enabled to relay DHCPv6 requests fromthe
subscribers to DHCPv6 servers in the | SP network. The VLANs

provi ding access for subscribers that use DHCP-PD have to be enabl ed
to support the feature. The uplink to the ISP network is configured
with a /64 prefix as well.
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The prefixes used for subscriber links and the ones del egated via
DHCP- PD shoul d be planned in a manner that allows as nuch
summari zati on as possible at the Edge Router

O her information of interest to the host, such as DNS, is provided
t hrough stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

7.2.1.3. Routing

The CPE devices are configured with a default route that points to
the Edge Router. No routing protocols are needed on these devices,
whi ch generally have |imted resources.

The Edge Router runs the I1Pv6 I GP used in the NSP. OSPFv3 or IS 1S
The connected prefixes have to be redistributed. |f DHCP-PD is used
with every del egated prefix a static route is installed by the Edge
Router. For this reason, the static routes nust also be
redistributed. Prefix summarization should be done at the Edge
Rout er .

7.2.2. PPP Terninated Aggregation (PTA) Mbde

The PTA architecture relies on PPP-based protocols (PPPoE). The PPP
sessions are initiated by Custonmer Prenise Equi pnent and are

term nated at the BRAS. The BRAS authorizes the session

aut henti cates the subscriber, and provides an |IP address on behal f of
the 1SP. The BRAS then does Layer 3 routing of the subscriber
traffic to the NSP Edge Router.

When the NSP is also the NAP, the BRAS and NSP Edge Router could be
the sane piece of equipnent and provide the above nentioned
functionality.

The PPPoE | ogi cal diagramin an Ethernet Broadband Network i s shown
in Fig 7.2.2.1.
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| Cust oner Prenise | | NAP | | NSP |
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| Host s| - +Router +-+A Switch+-+ Switch + + BRAS  +-+ Edge | C
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Figure 7.2.2.1

The PPP sessions are initiated by the Custonmer Prem se Equi pnent
(Host or Router). The BRAS authenticates the subscriber against a

| ocal or renote database. Once the session is established, the BRAS
provi des an address and naybe a DNS server to the user; this
information is acquired fromthe subscriber profile or a DHCP server

This nmodel allows for nultiple PPPOE sessions to be supported over
the sane VLAN, thus allow ng the subscriber to connect to nultiple
services at the sane tinme. The hosts can initiate the PPPOE sessions
as well. It is inportant to remenber that the PPPOE encapsul ation
reduces the IP MIU available for the custoner traffic.

7.2.2.1. 1Pv6 Related Infrastructure Changes

In this scenario, the BRAS is Layer 3 aware and has to be upgraded to
support I Pv6. Since the BRAS terninates the PPP sessions, it has to
support PPPoE with IPv6. The followi ng devices have to be upgraded
to dual stack: Host, Custoner Router (if present), BRAS and Edge
Rout er .

7.2.2.2. Addressing

The BRAS terninates the PPP sessions and provides the subscriber with
an | Pv6 address fromthe defined pool for that profile. The

subscri ber profile for authorization and authentication can be

| ocated on the BRAS, or on an AAA server. The Hosts or the Customner
Rout ers have the BRAS as their Layer 3 next hop

The PPP session can be initiated by a host or by a Customer Router
In the latter case, once the session is established with the BRAS
DHCP- PD can be used to acquire prefixes for the Customer Router
interfaces. The BRAS has to be enabled to support DHCP-PD and to
relay the DHCPv6 requests of the hosts on the subscriber sites.
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The BRAS has a /64 prefix configured on the link facing the Edge
router. The Edge Router links are also configured with /64 prefixes
to provide connectivity to the rest of the ISP network.

The prefixes used for subscribers and the ones del egated via DHCP- PD
shoul d be planned in a manner that allows naxi num sunmari zati on at
t he BRAS

O her information of interest to the host, such as DNS, is provided
t hrough stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

7.2.2.3. Routing

The CPE devices are configured with a default route that points to
the BRAS router. No routing protocols are needed on these devices,
whi ch generally have limted resources.

The BRAS runs an I GP to the Edge Router: OSPFv3 or IS-1S. Since the
addresses assigned to the PPP sessions are represented as connected
host routes, connected prefixes have to be redistributed. |f DHCP-PD
is used, with every delegated prefix a static route is installed by
the BRAS. For this reason, the static routes nust al so be
redistributed. Prefix summarization should be done at the BRAS

The Edge Router is running the IGP used in the | SP network: OSPFv3 or
IS-1S. A separation between the routing domains of the ISP and the
Access Provider is recommended if they are managed i ndependently.
Controlled redistribution will be needed between the Access Provider
IGP and the ISP | GP.

7.2.3. L2TPv2 Access Aggregation (LAA) Model
In the LAA nodel, the BRAS forwards the CPE initiated session to the
| SP over an L2TPv2 tunnel established between the BRAS and the Edge

Router. In this case, the authentication, authorization, and
subscri ber configuration are perforned by the ISP itself.
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Figure 7.2.3.1
7.2.3.1. 1Pv6 Related Infrastructure Changes

In this scenario, the BRAS is Layer 3 aware and has to be upgraded to
support IPv6. The PPP sessions initiated by the subscriber are
forwarded over the L2TPv2 tunnel to the aggregation point in the |SP
network. The BRAS (LAC) can aggregate |Pv6 PPP sessions and tunne
themto the LNS using L2TPv2. The L2TPv2 tunnel between the LAC and
LNS could run over |IPv6 or |IPv4. These capabilities have to be
supported on the BRAS. The foll owi ng devices have to be upgraded to
dual stack: Host, Customer Router (if present), BRAS and Edge Router

7.2.3.2. Addressing

The Edge Router terminates the PPP sessions and provides the
subscriber with an I Pv6 address fromthe defined pool for that
profile. The subscriber profile for authorization and authentication
can be located on the Edge Router or on an AAA server. The Hosts or
the Custoner Routers have the Edge Router as their Layer 3 next hop

The PPP session can be initiated by a host or by a Custonmer Router

In the latter case, once the session is established with the Edge
Router and an | Pv6 address is assigned to the Custoner Router by the
Edge Router, DHCP-PD can be used to acquire prefixes for the Custoner
Router other interfaces. The Edge Router has to be enabled to
support DHCP-PD and to relay the DHCPv6 requests of the hosts on the
subscri ber sites. The uplink to the ISP network is configured with a
/64 prefix as well.
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The BRAS has a /64 prefix configured on the link to the Edge Router
The Edge Router links are also configured with /64 prefixes to
provi de connectivity to the rest of the |ISP network.

O her information of interest to the host, such as DNS, is provided
t hrough stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

The address assignment and prefix summari zation issues discussed in
Section 6.2.3.2 are relevant in the sane way for this nedia access
type as well.

7.2.3.3. Routing

The CPE devices are configured with a default route that points to
the Edge Router that terminates the PPP sessions. No routing
protocol s are needed on these devices, which have linited resources.

The BRAS runs an IPv6 IGP to the Edge Router: OSPFv3 or |IS-1S.

Di fferent processes should be used if the NAP and the NSP are managed
by different organizations. |In this case, controlled redistribution
shoul d be enabl ed between the two domai ns.

The Edge Router is running the IPv6 I GP used in the ISP network:
OSPFv3 or |S-1S.

7.2.4. Hybrid Mddel for IPv4 and | Pv6 Service

It was recommended t hroughout this section that the | Pv6 service

i npl ement ati on should map the existing I Pv4 one. This approach
sinmplifies manageability and mninizes training needed for personne
operating the network. In certain circunstances, such mapping is not
feasible. This typically beconmes the case when a Service Provider
plans to expand its service offering with the new | Pv6 depl oyed
infrastructure. |If this new service is not well supported in a

net wor k desi gn such as the one used for |IPv4, then a different design
m ght be used for |Pv6.

An exanpl e of such circunmstances is that of a provider using an LAA
design for its IPv4 services. |In this case, all the PPP sessions are
bundl ed and tunnel ed across the entire NAP infrastructure, which is
made of multiple BRAS routers, aggregation routers, etc. The end
poi nt of these tunnels is the ISP Edge Router. |f the SP decides to
of fer nulticast services over such a design, it will face the problem
of NAP resources being over-utilized. The nulticast traffic can be
replicated only at the end of the tunnels by the Edge Router, and the
copies for all the subscribers are carried over the entire NAP
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A Modified Point-to-Point (see Section 7.2.4.2) or a PTA nodel is
nmore suitable to support nulticast services because the packet
replication can be done closer to the destination at the BRAS. Such
a topol ogy saves NAP resources.

In this sense, |Pv6 depl oynents can be viewed as an opportunity to
build an infrastructure that can better support the expansion of

services. In this case, an SP using the LAA design for its |Pv4
servi ces mght choose a nodified Point-to-Point or PTA design for
| Pv6.

7.2.4.1. |Pv4 in LAA Model and |IPv6 in PTA Model

The coexi stence of the two PPP-based nodel s, PTA and LAA is
relatively straightforward. It is a straightforward overlap of the
two depl oynent nodels. The PPP sessions are term nated on different
networ k devices for the IPv4 and | Pv6 services. The PPP sessions for
the existing | Pv4 service deployed in an LAA nodel are term nated on
the Edge Router. The PPP sessions for the new | Pv6 service depl oyed
in a PTA nodel are term nated on the BRAS

The | ogi cal design for I1Pv6 and IPv4 in this hybrid nodel is
presented in Figure 7.2.4.1

| Pv6 [----mmm e |
PPP LR +
| A
+o---- - + Radi us
| | TACACS |
| L L +
| |
+----- +  A------- + Fommmme - Ik S + +----- +----- +
| Host s| --+Router +------ + Switch +-+ BRAS +-+ Edge
+----- I + Fom e - I R + | Rout er +=>Cor e
Fommmme e +
IV i
PPP
|- |
L2TPv2

Figure 7.2.4.1
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7.2.4.2. 1Pv4 in LAA Model and IPv6 in Modified Point-to-Point Mdel

The coexi stence of the nodified Point-to-Point and the LAA nodel s
inplies a few specific changes.

For the I Pv4 service in LAA nodel, the VLANs are term nated on the
BRAS, and PPP sessions are ternminated on the Edge Router (LNS). For
the 1 Pv6 service in the Point-to-Point nodel, the VLANs are

term nated at the Edge Router as described in Section 6.2.1. |In this
hybrid nodel, the Point-to-Point |link could be term nated on the
BRAS, a NAP-owned device. The IPv6 traffic is then routed through
the NAP network to the NSP. In order to have this hybrid nodel, the
BRAS has to be upgraded to a dual-stack router. The functionalities
of the Edge Router, as described in Section 6.2.1, are now

i mpl enent ed on t he BRAS

The | ogical design for I1Pv6 and IPv4 in this hybrid nodel is in
Figure 7.2.4.2

| Pv6 [--------mmmmm - |
Et her net
Fommme e +
| AAA |
e + Radius
| | TACACS |
| S e S e +
+om - S S + Foemmaa + +----L ----- + 4----- L ----- +
| Hosts| --+Router +------ + Switch +-+ BRAS +- + Edge
+o---- +  ------- + oo - I + | Router +=>Cor e
L +
| Pv4 R e
PPP
|- |
L2TPv2

Figure 7.2.4.2
7.3. 1Pv6e Miulticast

The typical multicast services offered for residential and very smal
busi nesses are vi deo/ audi o strean ng where the subscriber joins a

mul ticast group and receives the content. This type of service nodel
is well supported through PIMSSM which is very sinple and easy to
manage. PIM SSM has to be enabl ed throughout the ISP network. M.Dv2
is required for PI M SSM support. Vendors can choose to inpl enent
features that allow routers to map M.Dvl group joins to predefined
sour ces.
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Subscri bers night use a set-top box that is responsible for the
control piece of the multicast service (does group joins/l|eaves).
The subscriber hosts can also join desired nulticast groups as |ong
as they are enabled to support M.Dvl or MDv2. |If a CPRis used,
then it has to be enabled to support M.Dvl and M.Dv2 in order to
process the requests of the hosts. It has to be enabled to support
PIMSSMin order to send PIMjoins/leaves up to its Layer 3 next hop
whether it is the BRAS or the Edge Router. Wien enabling this
functionality on a CPR, its limted resources should be taken into
consi deration. Another option would be for the CPR to support MD
proxy routing. MD snooping or simlar Layer 2 nulticast-related
protocol s could be enabled on the NAP swi tches.

The router that is the Layer 3 next hop for the subscriber (BRAS in

t he PTA nodel or the Edge Router in the LAA and Point-to-Point nodel)
has to be enabled to support M.Dvl and M.Dv2 in order to process the
requests coming fromsubscribers without CPRs. It has to be enabl ed
for PIMSSMin order to receive joins/leaves from custoner routers
and send joins/leaves to the next hop towards the multicast source
(Edge Router or the NSP core).

M.D aut henti cation, authorization, and accounting are usually
configured on the edge router in order to enable the ISP to contro
the subscriber access of the service and do billing for the content
provided. Alternative nechanisns that woul d support these functions
shoul d be investigated further

Pl ease refer to section 6.3 for nore | Pv6 nulticast details.
7.4. 1Pv6 QS

The QoS configuration is particularly relevant on the router that
represents the Layer 3 next hop for the subscriber (BRAS in the PTA
nmodel or the Edge Router in the LAA and Point-to-Point nodel) in
order to nmnage resources shared anongst nultiple subscribers,

possi bly with various service | evel agreenents.

On the BRAS or the Edge Router, the subscriber-facing interfaces have
to be configured to police the inbound custoner traffic and shape the
traffic outbound to the custoner based on the SLAs. Traffic
classification and marki ng should al so be done on the router closest
(at Layer 3) to the subscriber in order to support the various types
of custoner traffic: data, voice, video, and to optinmally use the
network resources. This infrastructure offers a very good
opportunity to | everage the QoS capabilities of Layer 2 devices.

Di ffserv-based QoS used for |Pv4 should be expanded to | Pv6.
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Each provider (NAP, NSP) could inplenent their own QS policies and
services so that reclassification and narki ng nmight be perforned at
t he boundary between the NAP and the NSP, in order to nmake sure the
traffic is properly handled by the I1SP. The sane | Pv4 QS concepts
and net hodol ogi es should be applied for the I1Pv6 as well.

It is inmportant to note that when traffic is encrypted end-to-end,
the traversed network devices will not have access to many of the
packet fields used for classification purposes. In these cases,
routers will nmost likely place the packets in the default classes.
The QoS design should take into consideration this scenario and try
to use mainly I P header fields for classification purposes.

7.5. 1Pv6 Security Considerations

There are limted changes that have to be done for CPEs in order to
enhance security. The privacy extensions [RFC3041] for auto-
configuration should be used by the hosts with the sane

consi derations for host traceability as discussed in Section 6.5.

I Pv6 firewall functions should be enabled on the hosts or Customner
Prem se Router, if present.

The |1 SP provides security against attacks that conme fromits own
subscribers, but it could also inplenment security services that
protect its subscribers fromattacks sourced fromoutside its
network. Such services do not apply at the access |evel of the
net wor k di scussed here.

If any Layer 2 filters for Ethertypes are in place, the NAP nust
pernmt the | Pv6 Ethertype (0X86DD)

The device that is the Layer 3 next hop for the subscribers (BRAS
Edge Router) should protect the network and the ot her subscribers
agai nst attacks by one of the provider custonmers. For this reason
URPF and ACLs should be used on all interfaces facing subscribers.
Filtering should be inplenmented with regard for the operationa
requi renents of I1Pv6 [IPv6-Security].

The BRAS and the Edge Router should protect their processing
resources against floods of valid custonmer control traffic such as:
Rout er and Nei ghbor Solicitations, and MLD Requests. Rate limting
shoul d be inplenmented on all subscriber-facing interfaces. The
enphasi s should be placed on nmulticast-type traffic, as it is nost
often used by the I Pv6 control plane.

Al'l other security features used with the | Pv4 service should be
simlarly applied to I Pv6 as well.
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7.6. |1Pv6 Network Managenent

The necessary instrumentation (such as M B nodul es, NetFl ow Records
etc.) should be available for |Pv6.

Usual | y, NSPs nmanage t he edge routers by SNMP. The SNWP transport
can be done over IPv4 if all managed devi ces have connectivity over
both IPv4 and | Pv6. This would inply the smallest changes to the

exi sting network nanagenment practices and processes. Transport over

| Pv6 could al so be inplenmented and it might become necessary if |Pv6
only islands are present in the network. The managenent applications
may be running on hosts belonging to the NSP core network donain.

Net wor k Managenent Applications should handle IPv6 in a sinilar
fashion to | Pv4; however, they should al so support features specific
to I Pv6 such as nei ghbor nonitoring

In sone cases, service providers manage equi pnent | ocated on
custoners’ LANs.

8. Wreless LAN
This section provides a detail ed description of |Pv6 depl oynment and
integration nethods in currently deployed w rel ess LAN (WAN)
infrastructure

8.1. W.AN Depl oyment Scenari os
W.AN enabl es subscribers to connect to the Internet fromvarious
| ocations without the restriction of staying indoors. WANIs
standardi zed by | EEE 802. 11a/ b/ g.

Figure 8.1 describes the current WLAN architecture.

Cust omrer | Access Provi der | Service Provider
Prem se | |
Fome - + T G I + oHeoo-- +
| WAN | ---- | | |Access Router/| | Provider | | Edge
| Host/ |- (W.AN)--] AP| -| Layer 2 Switch|-| Network |-|Router|=>SP
| Router| ---- | ] | | | | | | Net wor k
Hom - - + oot e e e - R SRR + ------ +
|
Fomem - +
| AAA |
| Server
[ +
Figure 8.1
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The host should have a wireless Network Interface Card (NIC) in order
to connect to a W.AN network. W.AN is a flat broadcast network and
works in a sinmlar fashion as Ethernet. Wen a host initiates a
connection, it is authenticated by the AAA server located at the SP
network. All the authentication parameters (usernanme, password,
etc.) are forwarded by the Access Point (AP) to the AAA server. The
AAA server authenticates the host; once successfully authenticated,
the host can send data packets. The AP is located near the host and
acts as a bridge. The AP forwards all the packets coming to/from
host to the Edge Router. The underlying connection between the AP
and Edge Router could be based on any access |ayer technol ogy such as
HFC/ Cabl e, FTTH, xDSL, etc.

W.LANs operate within linted areas known as WFi Hot Spots. Wile
users are present in the area covered by the WLAN range, they can be
connected to the Internet given they have a wireless NI C and required
configuration settings in their devices (notebook PCs, PDAs, etc.).
Once the user initiates the connection, the | P address is assigned by
the SP using DHCPv4. In nost of the cases, SP assigns a linited
nurmber of public I P addresses to its customers. Wen the user

di sconnects the connection and noves to a new WFi hot spot, the
above- nenti oned process of authentication, address assignnent, and
accessing the Internet is repeated.

There are | Pv4 depl oynents where custoners can use WLAN routers to
connect over wireless to their service provider. These depl oynent
types do not fit in the typical Hot Spot concept, but rather they
serve fixed custonmers. For this reason, this section discusses the
WLAN router options as well. In this case, the ISP provides a public
| P address and the W.AN Rout er assigns private addresses [RFC1918] to
all WLAN users. The W.LAN Router provides NAT functionality while
WLAN users access the Internet.

Whi |l e deploying IPv6 in the above-nmenti oned WL.AN architecture, there
are three possible scenarios as discussed bel ow

A. Layer 2 NAP with Layer 3 termination at NSP Edge Router
B. Layer 3 aware NAP with Layer 3 ternination at Access Router
C. PPP-Based Mbde
8.1.1. Layer 2 NAP with Layer 3 ternination at NSP Edge Router
When a Layer 2 switch is present between AP and Edge Router, the AP

and Layer 2 switch continues to work as a bridge, forwarding | Pv4 and
| Pv6 packets from W.AN Host/Router to Edge Router and vice versa
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When initiating the connection, the WLAN Host is authenticated by the
AAA server |ocated at the SP network. All the paraneters related to
aut henti cation (usernane, password, etc.) are forwarded by the AP to
the AAA server. The AAA server authenticates the WLAN Hosts, and
once the WLAN Host is authenticated and associ ated successfully wth
the WLAN AP, it acquires an | Pv6 address. Note that the initiation
and authentication process is the sanme as used in | Pv4,

Figure 8.1.1 describes the WLAN architecture when a Layer 2 Switch is
| ocat ed between AP and Edge Router.

Cust oner | Access Provi der | Service Provider
Prenmise | |
R + R + e e + ------ +
| WAN | ---- | ] | | | Provider | | Edge
| Host/ |- (W.AN)--| AP| -| Layer 2 Switch|-| Network |-|Router|=>SP
| Router| ---- || | | | | | | Net wor k
R + R T R E R S + --em - +
|
R +
| AAA |
| Server
Hom - - +

Figure 8.1.1
8.1.1.1. 1Pv6 Related Infrastructure Changes

IPv6 will be deployed in this scenario by upgrading the foll ow ng
devices to dual stack: W.AN Host, W.AN Router (if present), and Edge
Rout er .

8.1.1.2. Addressing

When a custoner WLAN Router is not present, the W.AN Host has two
possi bl e options to get an | Pv6 address via the Edge Router

A.  The W.AN Host can get the |IPv6 address from an Edge Router using
statel ess auto-configuration [ RFC2462]. All hosts on the W.AN
bel ong to the same /64 subnet that is statically configured on
the Edge Router. The IPv6 W.LAN Host nay use statel ess DHCPv6 for
obtai ning other information of interest such as DNS, etc.

B. The I Pv6 WAN Host can use DHCPv6 [ RFC3315] to get an |IPv6
address fromthe DHCPv6 server. |In this case, the DHCPv6 server
woul d be located in the SP core network, and the Edge Router
would sinply act as a DHCP Relay Agent. This option is sinlar
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to what is done today in case of DHCPv4. It is inportant to note
that host inplementation of stateful auto-configuration is rather
limted at this tinme, and this should be considered if choosing
thi s address assi gnnent option

When a custonmer WLAN Router is present, the WLAN Host has two
possi bl e options as well for acquiring |IPv6 address.

A.  The W.AN Router nmay be assigned a prefix between /48 and /64
[ RFC3177] depending on the SP policy and custoner requirenents.
If the WLAN Router has nultiple networks connected to its
interfaces, the network admnistrator will have to configure the
/64 prefixes to the WLAN Router interfaces connecting the W.AN
Hosts on the customer site. The W.AN Hosts connected to these
interfaces can automatically configure thensel ves using statel ess
aut o- confi gurati on.

B. The W.AN Router can use its link-local address to conmunicate
with the ER. It can also dynamically acquire through statel ess
aut o-configuration the address for the link between itself and
the ER. This step is followed by a request via DHCP-PD for a
prefix shorter than /64 that, in turn, is divided in /64s and
assigned to its interfaces connecting the hosts on the custoner
site.

In this option, the W.AN Router would act as a requesting router and

the Edge Router would act as a delegating router. Once the prefix is
received by the WLAN Router, it assigns /64 prefixes to each of its

i nterfaces connecting the WLAN Hosts on the custoner site. The W.AN

Hosts connected to these interfaces can automatically configure

t hensel ves using statel ess auto-configuration. The uplink to the ISP
network is configured with a /64 prefix as well.

Usually it is easier for the SPs to stay with the DHCP-PD and

statel ess auto-configuration nodel and point the clients to a centra
server for DNS/donain information, proxy configurations, etc. Using
this nodel, the SP could change prefixes on the fly, and the W.AN
Router would sinply pull the newest prefix based on the valid/
preferred lifetine.

The prefixes used for subscriber links and the ones del egated via
DHCP- PD shoul d be planned in a manner that all ows nmaxi num
summari zati on at the Edge Router

O her information of interest to the host, such as DNS, is provided
t hrough stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.
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8.1.1.3. Routing

The WLAN Host/Router is configured with a default route that points
to the Edge Router. No routing protocols are needed on these
devi ces, which generally have limted resources.

The Edge Router runs the I1GP used in the SP network such as OSPFv3 or
IS-1S for IPv6. The connected prefixes have to be redistributed.
Prefix sunmari zation should be done at the Edge Router. When DHCP- PD
is used, the IGP has to redistribute the static routes installed
during the process of prefix del egation

8.1.2. Layer 3 Aware NAP with Layer 3 Termination at Access Router

When an Access Router is present between the AP and Edge Router, the
AP continues to work as a bridge, bridging |IPv4d and | Pv6 packets from
WLAN Host/Router to Access Router and vice versa. The Access Router
could be part of the SP network or owned by a separate Access

Provi der.

Wien the WLAN Host initiates the connection, the AAA authentication
and associ ation process with W.AAN AP will be simlar, as explained in
Section 8.1.1.

Figure 8.1.2 describes the WLAN architecture when the Access Router
is |ocated between the AP and Edge Router

Cust omer | Access Provi der | Service Provider
Prem se | |
Foomonn + Foit Hmmmeemeaaaaa S i IRy + 4oenean +
| WAN | ---- | ] | | | Provider | | Edge
| Host/ |- (W.AN)--] AP| -| Access Router |-| Network |-|Router|=>SP
| Router| ---- | ] | | | | | | Net wor k
Hom - - + oot e e e - R SRR + ------ +
|
Fommonn +
| AAA |
| Server
[ +

Figure 8.1.2
8.1.2.1. 1Pv6 Related Infrastructure Changes

I Pv6 is deployed in this scenario by upgrading the foll ow ng devices
to dual stack: W.AN Host, WAN Router (if present), Access Router
and Edge Router.
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8.1.2.2. Addressing

There are three possible options in this scenario for |Pv6 address
assi gnnment :

A. The Edge Router interface facing towards the Access Router is
statically configured with a /64 prefix. The Access Router
receives/ configures a /64 prefix on its interface facing towards
the Edge Router through statel ess auto-configuration. The
network administrator will have to configure the /64 prefixes to
the Access Router interface facing toward the customer prenise.
The WLAN Host/ Router connected to this interface can
automatically configure itself using statel ess auto-
configuration.

B. This option uses DHCPv6 [ RFC3315] for |1Pv6 prefix assignnents to
the WLAN Host/Router. There is no use of DHCP PD or stateless
auto-configuration in this option. The DHCPv6 server can be
| ocated on the Access Router, the Edge Router, or sonewhere in
the SP network. 1In this case, depending on where the DHCPv6
server is located, the Access Router or the Edge Router would
relay the DHCPv6 requests.

C. It can use its link-local address to conmunicate with the ER It
can al so dynanically acquire through statel ess auto-configuration
the address for the link between itself and the ER.  This step is
followed by a request via DHCP-PD for a prefix shorter than /64
that, in turn, is divided in /64s and assigned to its interfaces
connecting the hosts on the custoner site.

In this option, the Access Router would act as a requesting
router, and the Edge Router would act as a del egating router
Once the prefix is received by the Access Router, it assigns /64
prefixes to each of its interfaces connecting the W.AN Host/
Router on the customer site. The W.AN Host/Router connected to
these interfaces can automatically configure itself using

statel ess auto-configuration. The uplink to the ISP network is
configured with a /64 prefix as well.

It is easier for the SPs to stay with the DHCP PD and statel ess auto-
configuration nodel and point the clients to a central server for
DNS/ domai n i nformati on, proxy configurations, and others. Using this
nodel , the provider could change prefixes on the fly, and the Access
Router would sinply pull the newest prefix based on the valid/
preferred lifetine.

Asadul | ah, et al. I nf or mat i onal [ Page 60]



RFC 4779 | SP | Pv6 Depl oyment Scenarios in BB January 2007

As nentioned before, the prefixes used for subscriber links and the
ones del egated via DHCP-PD shoul d be planned in a manner that all ows
t he maxi mum sunmari zati on possible at the Edge Router. O her
information of interest to the host, such as DNS, is provided through
stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

8.1.2.3. Routing

The WLAN Host/Router is configured with a default route that points
to the Access Router. No routing protocols are needed on these
devi ces, which generally have limted resources.

If the Access Router is owned by an Access Provider, then the Access
Rout er can have a default route, pointing towards the SP Edge Router
The Edge Router runs the 1GP used in the SP network such as OSPFv3 or
IS-1S for IPv6. The connected prefixes have to be redistributed. |If
DHCP-PD is used, with every delegated prefix a static route is
installed by the Edge Router. For this reason the static routes nust
be redistributed. Prefix summarization should be done at the Edge
Rout er .

If the Access Router is owned by the SP, then the Access Router wll
also run IPv6 IGP, and will be part of the SP I Pv6 routing domain
(OSPFv3 or 1S-1S). The connected prefixes have to be redistributed
If DHCP-PD is used, with every delegated prefix a static route is
installed by the Access Router. For this reason, the static routes
nmust be redistributed. Prefix summarization should be done at the
Access Router.

8.1.3. PPP-Based Model
PPP Term nated Aggregation (PTA) and L2TPv2 Access Aggregati on (LAA)
nodel s, as discussed in Sections 6.2.2 and 6.2.3, respectively, can
al so be deployed in I Pv6 W.AN envi ronment .

8.1.3.1. PTA Mdel in IPv6 W.AN Environnent
Wi | e depl oyi ng the PTA nodel in | Pv6 WLAN envi ronnent, the Access
Router is Layer 3 aware and it has to be upgraded to support |Pv6.
Since the Access Router term nates the PPP sessions initiated by the
WLAN Host/Router, it has to support PPPoE with | Pv6.

Figure 8.1.3.1 describes the PTA Mddel in IPv6 W.AN environnent.
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Cust oner | Access Provi der | Service Provider
Prenise | |
R + R + e e + ------ +
| WAN | ---- | ] | | | Provider | | Edge
| Host/ | -(W.AN)--| AP| -| Access Router |-| Network |-|Router|=>SP
| Router| ---- . | | | | | Net wor k
R + R T R E R S + --em - +
[---mmm - +--!---+
PPP | AAA |
| Server
Hom - - +

Figure 8.1.3.1

8.1.3.1.1. 1Pv6 Related Infrastructure Changes
I Pv6 is deployed in this scenario by upgrading the follow ng devices
to dual stack: W.AN Host, W.AN Router (if present), Access Router
and Edge Router.

8.1.3.1.2. Addressing

The addressing techni ques described in Section 6.2.2.2 apply to the
| Pv6 WLAN PTA scenario as well.

8.1.3.1.3. Routing

The routing techni ques described in Section 6.2.2.3 apply to the |IPv6
WLAN PTA scenario as well.

8.1.3.2. LAA Mdel in IPv6 WLAN Envi ronnent
VWi | e depl oying the LAA nodel in I Pv6 WLAN envi ronnent, the Access
Router is Layer 3 aware and has to be upgraded to support |IPv6. The
PPP sessions initiated by the WLAN Host/ Router are forwarded over the
L2TPv2 tunnel to the aggregation point in the SP network. The Access
Rout er nmust have the capability to support L2TPv2 for |Pv6

Figure 8.1.3.2 describes the LAA Mddel in IPv6 W.AN environment.
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Cust oner | Access Provi der | Service Provider
Prenise | |
[ + Fomd e e e e e oo - R o + F------ +
| WAN | ---- [ | | | | Provider | | Edge
| Host/ |- (WLAN)--| AP| -| Access Router |-| Network |-]|Router|=>SP
| Router| ---- . | | | | | Net wor k
Hom oo + R T T + Fommm - + F--me - +
|
[--mmmmmm e |
PPP |
| ----m oo |
L2TPv2 |
Hom oo +
| AAA |
| Server |
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Figure 8.1.3.2
8.1.3.2.1. 1Pv6 Related Infrastructure Changes

I Pv6 is deployed in this scenario by upgrading the foll ow ng devices
to dual stack: W.AN Host, W.AN Router (if present), Access Router
and Edge Router.

8.1.3.2.2. Addressing

The addressing techni ques described in Section 6.2.3.2 apply to the
| Pv6 WLAN LAA scenario as well.

8.1.3.2.3. Routing

The routing techni ques described in Section 6.2.3.3 apply to the |IPv6
WLAN LAA scenario as well.

8.2. |Pv6 Milticast

The typical multicast services offered are video/audi o stream ng
where the I Pv6 WLAN Host joins a multicast group and receives the
content. This type of service nodel is well supported through PI M
SSM which is enabl ed throughout the SP network. M.Dv2 is required
for Pl M SSM support. Vendors can choose to inplenent features that
allow routers to nap M.Dv1l group joins to predefined sources.
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It is inportant to note that in the shared wreless environnments,
mul ti cast can have a significant bandw dth inpact. For this reason
the bandwi dth allocated to nulticast traffic should be linmted and
fixed, based on the overall capacity of the wireless specification
used in 802.11a, 802.11b, or 802.11g.

The 1 Pv6 WLAN Hosts can also join desired nulticast groups as long as
they are enabled to support M.Dvl or M.Dv2. |If WAN Access Routers
are used, then they have to be enabled to support M.Dvl and MLDv2 in
order to process the requests of the | Pv6 WLAN Hosts. The WAN
Access Router also needs to be enabled to support PIMSSMin order to
send PIMjoins up to the Edge Router. Wen enabling this
functionality on a WLAN Access Router, its limted resources should
be taken into consideration. Another option would be for the WAN
Access Router to support M.D proxy routing.

The Edge Router has to be enabled to support M.Dvl and M.Dv2 in order
to process the requests comng fromthe I Pv6 WLAN Host or WLAN Access
Router (if present). The Edge Router has al so needs to be enabl ed
for PIMSSMin order to receive joins fromI|Pv6 WAN Hosts or W.AN
Access Router (if present), and send joins towards the SP core.

M.D aut henti cation, authorization, and accounting are usually
configured on the Edge Router in order to enable the SP to do billing
for the content services provided. Further investigation should be
made in finding alternative nechani sns that woul d support these
functions.

Concerns have been raised in the past related to running |IPv6
mul ti cast over WLAN links. Potentially these are the sane kind of

i ssues when running any Layer 3 protocol over a WLAN link that has a
high |l oss-to-signal ratio, where certain frames that are nulticast
based are dropped when settings are not adjusted properly. For

i nstance, this behavior is simlar to an | GW host nenbership report,
when done on a WAAN link with a high loss-to-signal ratio and high

i nterference.

This problemis inherited by W.AN that can inmpact both |IPv4 and | Pv6
mul ticast packets; it is not specific to I Pv6 nulticast.

VWi | e depl oyi ng WLAN (1 Pv4 or 1Pv6), one should adjust their
broadcast/nulticast settings if they are in danger of dropping
appl i cation dependent franes. These problens are usually caused when
the AP is placed too far (not follow ng the distance limitations),
high interference, etc. These issues may inpact a real nulticast
application such as streaning video or basic operation of IPv6 if the
franes were dropped. Basic |IPv6 conmunications uses functions such
as Duplicate Address Detection (DAD), Router and Nei ghbor
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Solicitations (RS, NS), Router and Nei ghbor Advertisenent (RA NA),
etc., which could be inpacted by the above nentioned i ssues as these
frames are Layer 2 Ethernet nulticast franes.

Pl ease refer to Section 6.3 for nore | Pv6 nulticast details.
8.3. |Pv6 Q@S

Today, QS is done outside of the WFi domain, but it is neverthel ess
i mportant to the overall depl oynent.

The QoS configuration is particularly relevant on the Edge Router in
order to nanage resources shared anongst nultiple subscribers

possibly with various service | evel agreenents (SLAs). However, the
W.AN Host/ Router and Access Router could al so be configured for QoS.
This includes support for appropriate classification criteria, which
woul d need to be inplenmented for | Pv6 unicast and nulticast traffic.

On the Edge Router, the subscriber-facing interfaces have to be
configured to police the inbound custoner traffic and shape the
traffic outbound to the custoner, based on the SLA. Traffic
classification and marki ng should al so be done on the Edge Router in
order to support the various types of custoner traffic: data, voice
and video. The sane | Pv4 QoS concepts and net hodol ogi es shoul d be
applied for the IPv6 as well.

It is inmportant to note that when traffic is encrypted end-to-end,
the traversed network devices will not have access to many of the
packet fields used for classification purposes. In these cases,
routers will nost likely place the packets in the default classes.
The QoS design should take into consideration this scenario and try
to use mainly I P header fields for classification purposes.

8.4. |1Pv6 Security Considerations

There are limted changes that have to be done for W.AN t he Host/
Router in order to enhance security. The privacy extensions

[ RFC3041] for auto-configuration should be used by the hosts with the
sanme consideration for host traceability as described in Section 6.5.
I Pv6 firewall functions should be enabled on the W.AN Host/ Router, if
present.

The | SP provides security against attacks that cone fromits own
subscribers, but it could also inplement security services that
protect its subscribers fromattacks sourced fromoutside its
networ k. Such services do not apply at the access |level of the
networ k di scussed here.
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If the host authentication at hotspots is done using a web-based

aut hentication system then the |level of security would depend on the
particul ar inplenentation. User credentials should never be sent as
clear text via HITP. Secure HITP (HTTPS) shoul d be used between the
web browser and authentication server. The authentication server
coul d use RADIUS and LDAP services at the back end.

Aut hentication is an inportant aspect of securing W.AN networks prior
to impl enenting Layer 3 security policies. For exanple, this would
hel p avoid threats to the ND or statel ess auto-configuration
processes. 802. 1x [l EEE8021X] provides the neans to secure the
networ k access; however, the nmany types of EAP (PEAP, EAP-TLS, EAP-
TTLS, EAP-FAST, and LEAP) and the capabilities of the hosts to
support sonme of the features might nake it difficult to inplenent a
conpr ehensi ve and consi stent policy.

The 802.11i [I|EEEB0211i] amendnment has many conponents, the nost

obvi ous of which are the two new data-confidentiality protocols,
Tenporal Key Integrity Protocol (TKIP) and Counter-Mde/ CBC- MAC
Protocol (CCWP). 802.11i also uses 802.1X s key-distribution system
to control access to the network. Because 802.11 handl es uni cast and
broadcast traffic differently, each traffic type has different
security concerns. Wth several data-confidentiality protocols and
the key distribution, 802.11i includes a negotiation process for
selecting the correct confidentiality protocol and key system for
each traffic type. Oher features introduced include key caching and
pre-aut henti cati on.

The 802.11i anmendnment is a step forward in wireless security. The
amendnent adds stronger encryption, authentication, and key
managenent strategies that could nake wirel ess data and systens nore
secure

If any Layer 2 filters for Ethertypes are in place, the NAP nust
permt the | Pv6 Ethertype (0X86DD)

The device that is the Layer 3 next hop for the subscribers (Access
or Edge Router) should protect the network and the other subscribers
agai nst attacks by one of the provider custonmers. For this reason
URPF and ACLs should be used on all interfaces facing subscribers.
Filtering should be inplenmented with regard for the operationa

requi renents of I Pv6 [IPv6-Security].

The Access and the Edge Router should protect their processing

resources against floods of valid custonmer control traffic such as:
RS, NS, and MLD Requests. Rate liniting should be inplenented on all
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subscri ber-facing interfaces. The enphasis should be placed on
multicast-type traffic, as it is nost often used by the IPv6 contro
pl ane.

8.5. [Pv6 Network Managenent

The necessary instrunentation (such as M B nodul es, NetFl ow Records,
etc) should be available for |Pve6.

Usual | y, NSPs manage the edge routers by SNMP. The SNWP transport
can be done over IPv4 if all managed devi ces have connectivity over
both IPv4 and IPv6. This would inply the smallest changes to the

exi sting network nanagenent practices and processes. Transport over

| Pv6 could al so be inplenented and it mnight becone necessary if |Pv6
only islands are present in the network. The nmanagenent applications
may be running on hosts belonging to the NSP core network donain.

Net wor k Management Applications should handle IPv6 in a sinlar
fashion to | Pv4; however, they should al so support features specific
to I Pv6 (such as nei ghbor nonitoring).

In sone cases, service providers manage equi pnent | ocated on
custoners’ LANs.

9. Broadband Power Line Comuni cations (PLC)

This section describes the | Pv6 deploynent in Power Line

Conmuni cations (PLC) Access Networks. There may be other choices,

but it seens that this is the best nodel to follow Lessons |earnt
fromcable, Ethernet, and even WLAN access networks rmay be applicable
al so.

Power Line Communications are al so often call ed Broadband Power Line
(BPL) and sonetinmes even Power Line Tel ecommunications (PLT).

PLC/ BPL can be used for providing, with today’s technol ogy, up to
200Mops (total, upstreamrdownstream) by neans of the power grid. The
coverage is often the last half mile (typical distance fromthe

medi umto-1 ow vol tage transformer to the custoner prenise neter) and,
of course, as an in-hone network (which is out of the scope of this
docunent).

The bandwidth in a given PLC/ BPL segnent is shared anong all the
custoners connected to that segnent (often the custoners connected to
the sane nedi umto-low voltage transfornmer). The nunber of custoners
can vary depending on different factors, such as di stances and even
countries (froma few custoners, just 5-6, up to 100-150).
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PLC/ BPL coul d al so be used in the nedi umvoltage network (often
configured as Metropolitan Area Networks), but this is also out of
the scope of this docunent, as it will be part of the core network,
not the access one.

9.1. PLC/ BPL Access Network El enents

This section describes the different elenents conmonly used in PLC/
BPL access networks.

Head End (HE): Router that connects the PLC/ BPL access network (the
power grid), located at the nediumto-low voltage transforner, to the
core network. The HE PLC/BPL interface appears to each custoner as a
single virtual interface, all of them sharing the same physical

nmedi a.

Repeater (RPT): A device that may be required in sonme circunstances
to inprove the signal on the PLOOBPL. This nmay be the case if there
are nany custoners in the same segnent or building. It is often a
bridge, but it could also be a router if, for exanple, there is a |ot
of peer-to-peer traffic in a building and due to the master-slave
nature of the PLC/BPL technology, is required to inprove the
performance within that segnent. For sinplicity within this
docunent, the RPT will always be considered a transparent Layer 2
bridge, so it may or may not be present (fromthe Layer 3 point of

Vi ew) .

Customer Preni se Equi pnent (CPE): Mddem (internal to the host),
nmodem bri dge (BCPE), router (RCPE), or any conbi nation anong those
(i.e., nodem+bridge/router), |located at the custoner prem se.

Edge Router (ER)

Figure 9.1 depicts all the network el enments indicated above.

Customer Premise | Network Access Provider | Network Service Provider

enmnn +  eee--- + - + Fomm o F oo +
| Hosts|--] RCPE |--| RPT |-------- + Head +---+ Edge | | SP
T ot oo + | End | | Router +=>Network
o - - -+ Fomm o - +

L +  H------ +  H----- + |
| Hosts|--| BCPE |--| RPT |----------- +
N I +  eme--- + - +

Figure 9.1
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The | ogi cal topology and design of PLCBPL is very sinmlar to

Et her net Broadband Networ ks as discussed in Section 7. |IP
connectivity is typically provided in a Point-to-Point nodel, as
described in Section 7.2.1

9.2. Deploying IPv6 in | Pv4 PLC/ BPL

The nost sinplistic and efficient nodel, considering the nature of
the PLC BPL networks, is to see the network as a point-to-point, one
to each custoner. Even if several custoners share the sanme physica
media, the traffic is not visible anong them because each one uses
di fferent channels, which are, in addition, encrypted by neans of
3DES.

In order to maintain the depl oynent concepts and busi ness nodel s
proven and used with existing revenue-generating |Pv4 services, the

| Pv6 deployment will match the I Pv4 one. Under certain circunstances
where new service types or service needs justify it, 1Pv4d and | Pv6
network architectures could be different. Both approaches are very
simlar to those already described for the Ethernet case.

9.2.1. |1Pv6e Related Infrastructure Changes

In this scenario, only the RPT is Layer 3 unaware, but the other
devi ces have to be upgraded to dual stack Hosts, RCPE, Head End, and
Edge Router.

9.2.2. Addressing
The Hosts or the RCPEs have the HE as their Layer 3 next hop

If there is no RCPE, but instead a BCPE, all the hosts on the

subscri ber site belong to the sane /64 subnet that is statically
configured on the HE. The hosts can use statel ess auto-configuration
or stateful DHCPv6-based configuration to acquire an address via the
HE.

If an RCPE is present:

A. It is statically configured with an address on the /64 subnet
between itself and the HE, and with /64 prefixes on the
i nterfaces connecting the hosts on the custoner site. This is
not a desired provisioning nethod, being expensive and difficult
t o manage.

B. It can use its link-local address to communicate with the HE. It

can al so dynamically acquire through statel ess auto-configuration
the address for the link between itself and the HE. This step is
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foll owed by a request via DHCP-PD for a prefix shorter than /64
(typically /48 [RFC3177]) that, in turn, is divided in /64s and
assigned to its interfaces connecting the hosts on the customer
site. This should be the preferred provisioning nmethod, being
cheaper and easier to nanage.

The Edge Router needs to have a prefix, considering that each
customer in general will receive a /48 prefix, and that each HE w ||
acconmodat e custoners. Consequently, each HE will require n x /48
prefixes.

It could be possible to use a kind of Hierarchical Prefix Del egation
to automatically provision the required prefixes and fully auto-
configure the HEs, and consequently reduce the network setup
operation, and mai ntenance cost.

The prefixes used for subscriber links and the ones del egated via
DHCP- PD shoul d be planned in a manner that allows as nuch
sunmmari zati on as possi bl e at the Edge Router

O her information of interest to the host, such as DNS, is provided
t hrough stateful [RFC3315] and statel ess [ RFC3736] DHCPv6.

9.2.3. Routing

If no routers are used on the custoner prenise, the HE can sinply be
configured with a default route that points to the Edge Router. If a
router is used on the custonmer prem se (RCPE), then the HE could al so
run an I GP (such as OSPFv3, IS 1S or even RIPng) to the ER  The
connected prefixes should be redistributed. |f DHCP-PD is used, with
every delegated prefix a static route is installed by the HE. For
this reason, the static routes nust also be redistributed. Prefix
summari zati on shoul d be done at the HE.

The RCPE requires only a default route pointing to the HEE No
routing protocols are needed on these devices, which generally have
limted resources.

The Edge Router runs the IPv6 I GP used in the NSP: OSPFv3 or IS 1S.
The connected prefixes have to be redistributed, as well as any
routing protocols (other than the ones used on the ER) that m ght be
used between the HE and the ER
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9.3. |Pv6 Milticast

The considerations regarding | Pv6 Milticast for Ethernet are also
applicable here, in general, assunming the nature of PLCUBPL is a
shared nedia. |If a lot of Miulticast is expected, it may be worth
consi dering using RPT which are Layer 3 aware. In that case, one
extra |layer of Hierarchical DHCP-PD could be considered, in order to
facilitate the deploynent, operation, and nai ntenance of the network.

9.4. [|Pv6 QoS

The considerations introduced for QS in Ethernet are al so applicable
here. PLC/ BPL networks support QS, which basically is the sane

whet her the transport is IPv4 or IPv6. It is necessary to understand
that there are specific network characteristics, such as the
variability that may be introduced by el ectrical noise, towards which
the PLC/BPL network will automatically self-adapt.

9.5. |IPv6 Security Considerations

There are no differences in ternms of security considerations if
conmpared with the Ethernet case

9.6. | Pv6 Network Managenent

The issues related to I Pv6 Network Managenent in PLC networks should
be simlar to those discussed for Broadband Ethernet Networks in
Section 7.6. Note that there nmay be a need to define M B nodul es for
PLC networks and interfaces, but this is not necessarily related to

| Pv6 nmanagenent .

10. Gap Analysis

Several aspects of deploying | Pv6 over SP Broadband networks were
highlighted in this docunment, aspects that require additional work in
order to facilitate native deploynents, as sumari zed bel ow.

A.  As nentioned in section 5, changes will need to be nade to the
DOCSI' S specification in order for SPs to deploy native |Pv6 over
cable networks. The CM and CMIS will both need to support |Pv6
natively in order to forward I Pv6 unicast and nulticast traffic.
This is required for IPv6 Nei ghbor Discovery to work over DOCSI S
cabl e networks. Additional classifiers need to be added to the
DOCSI S specification in order to classify IPv6 traffic at the CM
and CMIS in order to provide QS. These issues are addressed in
a recent proposal made to Cable Labs for DOCSIS 3.0
[ DOCSI S3. 0- Reqgs] .
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B. Section 6 stated that current RBE-based |Pv4 depl oynent m ght not
be the best approach for |Pv6, where the addressing space
avail abl e gives the SP the opportunity to separate the users on
different subnets. The differences between | Pv4 RBE and | Pv6 RBE
were highlighted in Section 6. |If, however, support and reason
are found for a deploynent simlar to |IPv4d RBE, then the
envi ronnent beconmes NBMA and the new feature shoul d observe
RFC2491 recomendati ons.

C. Section 6 discussed the constraints inposed on an LAA-based | Pv6
depl oynent by the fact that it is expected that the subscribers
keep their assigned prefix, regardless of LNS. A depl oynent
approach was proposed that would naintain the addressi ng schenes
contiguous and offers prefix sunmarization opportunities. The
topic could be further investigated for other solutions or
i mprovenent s

D. Sections 6 and 7 pointed out the limtations (previously
docunented in [IPv6-Milticast]) in deploying inter-domai n ASM
however, SSM based services seemnore likely at this tine. For
such SSM based services of content delivery (video or audio),
nmechani snms are needed to facilitate the billing and managenent of
listeners. The currently available feature of M.D AAA is
suggest ed; however, other nethods or nechanisns m ght be
devel oped and proposed.

E. Inrelation to Section 8, concerns have been raised related to
running I Pv6 multicast over WLAN |links. Potentially, these are
the sane kind of issues when running any Layer 3 protocol over a
WLAN |ink that has a high loss-to-signal ratio; certain franes
that are nulticast based are dropped when settings are not
adjusted properly. For instance this behavior is sinmlar to an
| GW host nenbership report, when done on a WAN link with high
| oss-to-signal ratio and high interference. This problemis
i nherited by WLAN t hat can inpact both IPv4 and | Pv6 mnulticast
packets; it is not specific to IPv6 nulticast.

F. The privacy extensions were nentioned as a popul ar nmeans to
provi de sone form of host security. |1SPs can track relatively
easily the prefixes assigned to subscribers. [1f, however, the
I SPs are required by regulations to track their users at host
address level, the privacy extensions [ RFC3041] can be
i mpl enented only in parallel with network managenent tools that
could provide traceability of the hosts. Mechanisns should be
defined to inplenment this aspect of user nanagenent.
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G Tunnels are an effective way to avoi d depl oynent dependenci es on
the 1 Pv6 support on platforns that are out of the SP contro
(GARs or CPEs) or over technol ogies that did not standardize the
| Pv6 support yet (cable). They can be used in the follow ng
ways:

i. Tunnels directly to the CPE or GAR with public or private
| Pv4 addresses.

ii. Tunnels directly to hosts with public or private |Pv4
addresses. Recommendati ons on the exact tunneling
nmechani sns that can/should be used for last-nmile access need
to be investigated further and shoul d be addressed by the
| ETF Softwi re Working Group.

H.  Through its larger address space, |IPv6 allows SPs to assign
fixed, globally routable prefixes to the links connecting each
subscri ber.

Thi s approach changes the provisioning nmethodol ogi es that were
used for IPv4. Static configuration of the |IPv6 addresses for
all these links on the Edge Routers or Access Routers night not
be a scal able option. New provisioning nmechani sns or features

m ght need to be developed in order to deal with this issue, such
as autonmatic mapping of VLAN | Ds/PVCs (or other custoner-specific
information) to I Pv6 prefixes.

I.  New depl oyment nodels are energing for the Layer 2 portion of the
NAP where individual VLANs are not dedicated to each subscriber
This approach allows Layer 2 switches to aggregate nore then 4096
users. MAC Forced Forwardi ng [ RFC4562] is an exanple of such an
i mpl enent ati on, where a broadcast donmain is turned into an NBMA-
i ke environnment by forwarding the frames based on both Source
and Destination MAC addresses. Since these nodels are being
adopted by the field, the inplications of deploying |IPv6 in such
environnents need to be further investigated.

J.  The depl oynment of IPv6 in continuously evolving access service
nodel s rai ses sone issues that nmay need further investigation
Exanpl es of such topics are [ AUTO CONFI G :

i. Network Service Selection & Authentication (NSSA) nechani sns
working in association with statel ess auto-configuration.
As an exanpl e, NSSA relevant information, such as ISP
preference, passwords, or profile ID, can be sent by hosts
with the RS [ RFC4191].
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11.

12.

13.

13.

ii. Providing additional information in Router Advertisenments to
hel p access nodes with prefix selection in nulti-ISP/
nmul ti-homed environnents.

Solutions to some of these topics range from nmaking a nmedi a access
capabl e of supporting native |Pv6 (cable) to inproving operational
aspects of native | Pv6 depl oynents.

Security Considerations

Pl ease refer to the individual "IPv6 Security Considerations”
technol ogy sections for details.
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