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The L2VPN Working Group produced two separate docunents, RFC 4762 and
this docunent, that ultinmately performsinilar functions in different
manners. Be aware that each method is conmonly referred to as "VPLS"
even though they are distinct and i nconpatible with one anot her.

Abst r act

Virtual Private LAN Service (VPLS), also known as Transparent LAN
Service and Virtual Private Switched Network service, is a useful
Service Provider offering. The service offers a Layer 2 Virtual
Private Network (VPN); however, in the case of VPLS, the custoners in
the VPN are connected by a nultipoint Ethernet LAN, in contrast to

t he usual Layer 2 VPNs, which are point-to-point in nature.

Thi s docunment describes the functions required to offer VPLS, a

mechani sm for signaling a VPLS, and rules for forwarding VPLS franes
across a packet swi tched network.
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I ntroduction

Virtual Private LAN Service (VPLS), also known as Transparent LAN
Service and Virtual Private Switched Network service, is a usefu
service offering. A Virtual Private LAN appears in (alnost) al
respects as an Ethernet LAN to custoners of a Service Provider
However, in a VPLS, the custoners are not all connected to a single
LAN; the custonmers may be spread across a netro or wide area. In
essence, a VPLS glues together several individual LANs across a
packet swi tched network to appear and function as a single LAN [9].
This is acconplished by incorporating MAC address | earning, flooding,
and forwardi ng functions in the context of pseudow res that connect
t hese individual LANs across the packet sw tched network.

Thi s docunent details the functions needed to offer VPLS, and then
goes on to describe a nechanismfor the auto-discovery of the
endpoints of a VPLS as well as for signaling a VPLS. It also

descri bes how VPLS franes are transported over tunnels across a
packet sw tched network. The auto-discovery and signaling nechanism
uses BGP as the control plane protocol. This docunent also briefly
di scusses depl oynment options, in particular, the notion of decoupling
functions across devices.

Al ternative approaches include: [14], which allows one to build a
Layer 2 VPN with Ethernet as the interconnect; and [13], which allows
one to set up an Ethernet connection across a packet sw tched
network. Both of these, however, offer point-to-point Ethernet
services. \What distinguishes VPLS fromthe above two is that a VPLS
offers a nultipoint service. A nmechanismfor setting up pseudow res
for VPLS using the Label Distribution Protocol (LDP) is defined in
[10].

1. Scope of This Docunent

Thi s docunment has four major parts: defining a VPLS functional nodel;
defining a control plane for setting up VPLS; defining the data plane
for VPLS (encapsul ati on and forwardi ng of data); and defining various
depl oynent options.

The functional nodel underlying VPLS is laid out in Section 2. This
describes the service being offered, the network conponents that
interact to provide the service, and at a high level their

i nteractions.

The control plane described in this document uses Miltiprotocol BGP
[4] to establish VPLS service, i.e., for the auto-discovery of VPLS
menbers and for the setup and teardown of the pseudow res that
constitute a given VPLS instance. Section 3 focuses on this, and
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al so describes how a VPLS that spans Autononbus System boundaries is
set up, as well as how multi-honming is handled. Using BGP as the
control plane for VPNs is not new (see [14], [6], and [11]): what is
descri bed here is based on the mechani snms proposed in [6].

The forwarding plane and the actions that a participating Provider
Edge (PE) router offering the VPLS service nust take is described in
Section 4.

In Section 5, the notion of 'decoupled operation is defined, and the
i nteraction of decoupl ed and non-decoupl ed PEs is descri bed.
Decoupling allows for nore flexible depl oynent of VPLS.

1.2. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [1].

2. Functional Model

This will be described with reference to the followi ng figure.
[ AL\
---- e = |
/ | e T / | |
| A2 CE2- / \ / PE1 \ /
\ / \ / \__/ I
---- ---PE2 [\
I A
| Service Provider Network | \ / \
I I CES AS |
| . | I\ /
[----] \ / \ PE4_/  -----
| u- PE| - - PE3 / \ /
e B Rt
ceee | S
/ \/ \ / \ CE = Customer Edge Device

| A3 CES3 --CE4 A4 | PE = Provi der Edge Router
\ / \ / u- PE = Layer 2 Aggregation
---- ---- A<n> = Custoner site n

Figure 1: Exanple of a VPLS
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2.1. Term nol ogy

Term nology sinilar to that in [6] is used: a Service Provider (SP)
network with P (Provider-only) and PE (Provi der Edge) routers, and
customers with CE (Custonmer Edge) devices. Here, however, there is
an additional concept, that of a "u-PE', a Layer 2 PE device used for
Layer 2 aggregation. The notion of u-PE is described further in
Section 5. PE and u-PE devices are "VPLS-aware", which nmeans that
they know that a VPLS service is being offered. The term"VE" refers
to a VPLS edge device, which could be either a PE or a u-PE

In contrast, the CE device (which nay be owned and operated by either
the SP or the custoner) is VPLS-unaware; as far as the CEis
concerned, it is connected to the other CEs in the VPLS via a Layer 2
switched network. This nmeans that there should be no changes to a CE
device, either to the hardware or the software, in order to offer
VPLS

A CE device nmay be connected to a PE or a u-PE via Layer 2 switches
that are VPLS-unaware. From a VPLS point of view, such Layer 2
switches are invisible, and hence will not be discussed further

Furt hermore, a u-PE may be connected to a PE via Layer 2 and Layer 3
devices; this will be discussed further in a later section

The term"denul tiplexor"” refers to an identifier in a data packet
that identifies the VPLS to which the packet belongs as well as the
ingress PE. In this docunment, the demnultiplexor is an MPLS | abel

The term"VPLS" will refer to the service as well as a particul ar
instantiation of the service (i.e., an enulated LAN); it should be
clear fromthe context which usage is intended.

2.2. Assunptions

The Service Provider Network is a packet swi tched network. The PEs
are assuned to be (logically) fully meshed with tunnels over which
packets that belong to a service (such as VPLS) are encapsul ated and
forwarded. These tunnels can be IP tunnels, such as Generic Routing
Encapsul ati on (GRE), or MPLS tunnels, established by Resource
Reservation Protocol - Traffic Engineering (RSVP-TE) or LDP. These
tunnel s are established independently of the services offered over
them the signaling and establishnent of these tunnels are not

di scussed in this docunent.

"Fl oodi ng" and MAC address "l earning" (see Section 4) are an integra
part of VPLS. However, these activities are private to an SP devi ce,
i.e., in the VPLS described bel ow, no SP device requests another SP
device to flood packets or |earn MAC addresses on its behal f.
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Al'l the PEs participating in a VPLS are assuned to be fully neshed in
the data plane, i.e., there is a bidirectional pseudow re between
every pair of PEs participating in that VPLS and thus every
(ingress) PE can send a VPLS packet to the egress PE(s) directly,

wi thout the need for an internediate PE (see Section 4.2.5.) This
requires that VPLS PEs are logically fully nmeshed in the contro

pl ane so that a PE can send a nessage to another PE to set up the
necessary pseudowires. See Section 3.6 for a discussion on
alternatives to achieve a logical full mesh in the control plane.

2. 3. I nt eractions

VPLS is a "LAN Service" in that CE devices that belong to a given
VPLS instance V can interact through the SP network as if they were
connected by a LAN. VPLS is "private" in that CE devices that bel ong
to different VPLSs cannot interact. VPLS is "virtual" in that
multiple VPLSs can be offered over a common packet sw tched network.

PE devices interact to "discover" all the other PEs participating in
the sane VPLS, and to exchange demultiplexors. These interactions
are control -driven, not data-driven.

u-PEs interact with PEs to establish connections with renote PEs or
u-PEs in the sane VPLS. This interaction is control-driven

PE devi ces can participate sinultaneously in both VPLS and | P VPNs
[6]. These are independent services, and the information exchanged
for each type of service is kept separate as the Network Layer
Reachability Information (NLRI) used for this exchange has different
Address Family ldentifiers (AFls) and Subsequent Address Fanily
Identifiers (SAFlIs). Consequently, an inplenentation MIST maintain a
separate routing storage for each service. However, multiple
services can use the same underlying tunnels; the VPLS or VPN | abe

is used to demultiplex the packets belonging to different services.

3. Control Plane

There are two primary functions of the VPLS control plane: auto-

di scovery, and setup and teardown of the pseudow res that constitute
the VPLS, often called signaling. Section 3.1 and Section 3.2
describe these functions. Both of these functions are acconplished
with a single BGP Update adverti senent; Section 3.3 describes how
this is done by detailing BGP protocol operation for VPLS.

Section 3.4 describes the setting up of pseudow res that span

Aut ononobus Systenms. Section 3.5 describes how nulti-honming is

handl ed.
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3.1. Auto-Discovery

Di scovery refers to the process of finding all the PEs that
participate in a given VPLS instance. A PE either can be configured
with the identities of all the other PEs in a given VPLS or can use
sonme protocol to discover the other PEs. The latter is called auto-
di scovery.

The former approach is fairly configuration-intensive, especially
since it is required that the PEs participating in a given VPLS are
fully nmeshed (i.e., that every PE in a given VPLS establish
pseudowires to every other PE in that VPLS). Furthernore, when the
topol ogy of a VPLS changes (i.e., a PEis added to, or renoved from
the VPLS), the VPLS configuration on all PEs in that VPLS nust be
changed.

In the auto-discovery approach, each PE "discovers" which other PEs
are part of a given VPLS by neans of sonme protocol, in this case BGP
This allows each PE' s configuration to consist only of the identity
of the VPLS instance established on this PE, not the identity of
every other PE in that VPLS instance -- that is auto-discovered.

Mor eover, when the topol ogy of a VPLS changes, only the affected PE s
configuration changes; other PEs automatically find out about the
change and adapt.

3.1.1. Functions

A PE that participates in a given VPLS instance V nust be able to
tell all other PEs in VPLS V that it is also a nenber of V. A PE
nmust al so have a neans of declaring that it no | onger participates in
a VPLS. To do both of these, the PE nust have a neans of identifying
a VPLS and a neans by which to conmmunicate to all other PEs.

U- PE devices al so need to know what constitutes a given VPLS;
however, they don’t need the sanme | evel of detail. The PE (or PES)
to which a u-PE is connected gives the u-PE an abstraction of the
VPLS; this is described in Section 5.

3.1.2. Protocol Specification

The specific mechani smfor auto-di scovery described here is based on
[14] and [6]; it uses BGP extended communities [5] to identify
menbers of a VPLS, in particular, the Route Target comunity, whose
format is described in [5]. The senantics of the use of Route
Targets is described in [6]; their use in VPLS is identical
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As it has been assuned that VPLSs are fully nmeshed, a single Route
Target RT suffices for a given VPLS V, and in effect that RT is the
identifier for VPLS V.

A PE announces (typically via I-BGP) that it belongs to VPLS V by
annotating its NLRIs for V (see next subsection) with Route Target
RT, and acts on this by accepting NLRIs fromother PEs that have
Route Target RT. A PE announces that it no |longer participates in V
by withdrawing all NLRIs that it had advertised with Route Target RT.

3.2. Signaling

Once discovery is done, each pair of PEs in a VPLS nust be able to
establish (and tear down) pseudowires to each other, i.e., exchange
(and wi thdraw) denultiplexors. This process is known as signaling.
Signaling is also used to transmit certain characteristics of the
pseudowi res that a PE sets up for a given VPLS

Recal|l that a denultiplexor is used to distinguish anbng severa
different streans of traffic carried over a tunnel, each stream
possibly representing a different service. 1In the case of VPLS, the
demul ti pl exor not only says to which specific VPLS a packet bel ongs,
but also identifies the ingress PE. The former information is used
for forwarding the packet; the latter information is used for

| earni ng MAC addresses. The denul tipl exor described here is an MPLS
| abel . However, note that the PE-to-PE tunnels need not be MPLS
tunnel s.

Using a distinct BGP Update nmessage to send a denultipl exor to each
renote PE would require the originating PE to send N such nessages
for Nrenmote PEs. The solution described in this docunent allows a
PE to send a single (compbn) Update nessage that contains

demul tiplexors for all the renote PEs, instead of N individua
messages. Doing this reduces the control plane |oad both on the
originating PE as well as on the BGP Route Reflectors that may be
involved in distributing this Update to other PEs.

3.2.1. Label Bl ocks

To acconplish this, we introduce the notion of "label blocks". A
| abel bl ock, defined by a | abel base LB and a VE bl ock size VBS, is a
contiguous set of labels {LB, LB+1, ..., LB+VBS-1}. Here’'s how | abe

bl ocks work. Al PEs within a given VPLS are assigned unique VE |Ds
as part of their configuration. A PE X wishing to send a VPLS update
sends the sanme | abel block information to all other PEs. Each
receiving PE infers the |abel intended for PE X by adding its
(unique) VE ID to the |label base. 1In this manner, each receiving PE
gets a unique demultiplexor for PE X for that VPLS
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This sinple notion is enhanced with the concept of a VE bl ock of fset
VBO A |l abel block defined by <LB, VBO, VBS> is the set {LB+VBO
LB+VBO+1, ..., LB+VBO+VBS-1}. Thus, instead of a single |large |abel
block to cover all VE IDs in a VPLS, one can have several | abel

bl ocks, each with a different |abel base. This nmakes |abel bl ock
managenent easier, and also allows PE X to cater gracefully to a PE
joining a VPLS with a VE ID that is not covered by the set of | abel
bl ocks that PE X has al ready adverti sed.

When a PE starts up, or is configured with a new VPLS instance, the
BGP process may wish to wait to receive several advertisenents for
that VPLS instance fromother PEs to inprove the efficiency of |abel
bl ock al | ocati on.

3.2.2. VPLS BGP NLR

The VPLS BGP NLRI described below, with a new AFl and SAFl (see [4])
is used to exchange VPLS nenbership and denul tipl exors.

A VPLS BGP NLRI has the following information elenents: a VEID, a VE
Bl ock Ofset, a VE Block Size, and a | abel base. The format of the
VPLS NLRI is given below. The AFl is the L2VPN AFl (25), and the
SAFl is the VPLS SAFI (65). The Length field is in octets.

S +
| Length (2 octets) |
e +
| Route Distinguisher (8 octets) |
o e e e e e e e e e e e e e e e e +
| VEID (2 octets) |
S +
| VE Block Offset (2 octets) |
e +
| VE Block Size (2 octets) |
o e e e e e e e e e e e e e e e e +
| Label Base (3 octets) |
S +

Figure 2: BGP NLRI for VPLS Information

A PE participating in a VPLS nust have at |least one VEID. If the PE
is the VE, it typically has one VEID. |If the PE is connected to
several u-PEs, it has a distinct VE ID for each u-PE. It may
additionally have a VE ID for itself, if it itself acts as a VE for
that VPLS. |In what follows, we will call the PE announcing the VPLS
NLRI PE-a, and we will assume that PE-a owns VE ID V (either

bel onging to PE-a itself or to a u-PE connected to PE-a).
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VE IDs are typically assigned by the network administrator. Their
scope is local to a VPLS. A given VE ID should belong to only one
PE, unless a CE is nulti-honmed (see Section 3.5).

A label block is a set of demultiplexor |abels used to reach a given
VE ID. A VPLS BGP NLRI with VE IDV, VE Block Ofset VBO, VE Bl ock
Size VBS, and | abel base LB conmunicates to its peers the foll ow ng:

| abel block for V: labels fromLBto (LB + VBS - 1), and
renote VE set for Vi fromVBOto (VBO + VBS - 1).

There is a one-to-one correspondence between the renote VE set and
the | abel block: VE ID (VBO + n) corresponds to |abel (LB + n).

3.2.3. PWSetup and Teardown

Suppose PE-a is part of VPLS foo and makes an announcenent with VE ID
V, VE Block Offset VBO VE Block Size VBS, and |abel base LB. If
PE-b is also part of VPLS foo and has VE ID W PE-b does the

fol | owi ng:

1. checks if Wis part of PE-a’s "renote VE set’: if VBO <= W< VBO
+ VBS, then Wis part of PE-a’s renote VE set. |If not, PE-b
i gnores this nmessage, and skips the rest of this procedure.

2. sets up a PWto PE-a: the demultiplexor |abel to send traffic
fromPE-b to PE-a is conputed as (LB + W- VBO).

3. checks if Vis part of any 'renpte VE set’ that PE-b announced,
i.e., PE-b checks if V belongs to sone renpte VE set that PE-b
announced, say with VE Block Offset VBO, VE Block Size VBS, and
| abel base LB'. If not, PE-b MJST make a new announcenent as
described in Section 3.3.

4, sets up a PWfrom PE-a: the denultiplexor |abel over which PE-b
shoul d expect traffic fromPE-a is conputed as: (LB + V - VBO).

If Ywithdraws an NLRI for V that X was using, then X MJST tear down
its ends of the pseudowi re between X and Y.

3.2.4. Signaling PE Capabilities

The followi ng extended attribute, the "Layer2 |Info Extended
Community", is used to signal control information about the
pseudowires to be setup for a given VPLS. The extended community
value is to be allocated by I ANA (currently used value is 0x800A).
This information includes the Encaps Type (type of encapsul ation on
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3. 3.

the pseudowi res), Control Flags (control information regarding the
pseudowi res), and the Maxi mum Transmi ssion Unit (MIU) to be used on
t he pseudowi res.

The Encaps Type for VPLS is 19.

o e e oo +
| Extended community type (2 octets)

o e e oo +
| Encaps Type (1 octet) |
o e e e e e e e e e e e e e e e e +
| Control Flags (1 octet) |
e +
| Layer-2 MIU (2 octet) |
o e e e +
| Reserved (2 octets)

o e e e e e e e e e e e e e e e e +

Figure 3: Layer2 Info Extended Comunity

01234567

e T

| vVBZ | ] S| (MBZ = MUST Be Zero)
T

Figure 4: Control Flags Bit Vector

Wth reference to Figure 4, the following bits in the Control Flags
are defined; the remaining bits, designated MBZ, MJST be set to zero
when sendi ng and MJST be i gnored when receiving this community.

Nane Meani ng

C A Control word [7] MJST or MIUST NOT be present when
sendi ng VPLS packets to this PE, depending on whether C
is 1 or 0, respectively

S Sequenced delivery of frames MJST or MJUST NOT be used
when sendi ng VPLS packets to this PE, depending on
whether Sis 1 or 0, respectively

BGP VPLS Qperation

To create a new VPLS, say VPLS foo, a network admi nistrator nust pick
an RT for VPLS foo, say RT-foo. This will be used by all PEs that
serve VPLS foo. To configure a given PE, say PE-a, to be part of
VPLS foo, the network adm nistrator only has to choose a VE ID V for
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PE-a. (If PE-a is connected to u-PEs, PE-a may be configured with
nore than one VE ID; in that case, the following is done for each VE
ID). The PE nay al so be configured with a Route Distinguisher (RD);
if not, it generates a unique RD for VPLS foo. Say the RDis
RD-foo-a. PE-a then generates an initial |abel block and a renpte VE
set for V, defined by VE Block Offset VBO, VE Block Size VBS, and

| abel base LB. These may be enpty.

PE-a then creates a VPLS BGP NLRI with RD RD-foo-a, VE ID V, VE Bl ock
O fset VBO, VE Block Size VBS and | abel base LB. To this, it
attaches a Layer2 Info Extended Community and an RT, RT-foo. It sets
the BGP Next Hop for this NLRI as itself, and announces this NLRI to
its peers. The Network Layer protocol associated with the Network
Address of the Next Hop for the conbi nati on <AFl =L2VPN AFl, SAFI=VPLS
SAFl > is IP; this association is required by [4], Section 5. If the
val ue of the Length of the Next Hop field is 4, then the Next Hop
contains an I Pv4 address. |If this value is 16, then the Next Hop
contains an | Pv6 address.

If PE-a hears from another PE, say PE-b, a VPLS BGP announcenent with
RT-foo and VE ID W then PE-a knows that PE-b is a nenber of the sane
VPLS (auto-di scovery). PE-a then has to set up its part of a VPLS
pseudow re between PE-a and PE-b, using the nechanisns in

Section 3.2. Simlarly, PE-b will have discovered that PE-a is in
the sane VPLS, and PE-b nust set up its part of the VPLS pseudowire.
Thus, signaling and pseudowire setup is also achieved with the sane
Updat e nmessage.

If Wis not in any renote VE set that PE-a announced for VEID V in
VPLS foo, PE-b will not be able to set up its part of the pseudow re
to PE-a. To address this, PE-a can choose to withdraw the old
announcemnent (s) it made for VPLS foo, and announce a new Update with
a larger rempte VE set and correspondi ng | abel block that covers all
VE IDs that are in VPLS foo. This, however, nay cause sonme service
di sruption. An alternative for PEca is to create a new renote VE set
and correspondi ng | abel block, and announce themin a new Update,

wi t hout wi t hdrawi ng previ ous announcenents.

If PE-a’s configuration is changed to renove VE ID V from VPLS f oo,
then PE-a MJUST withdraw all its announcenents for VPLS foo that
contain VEIDV. If all of PE-a’s links to its CEs in VPLS foo go
down, then PE-a SHOULD either withdraw all its NLRIs for VPLS foo or
let other PEs in the VPLS foo know in sonme way that PE-a is no | onger
connected to its CEs.

Konpel | a & Rekht er St andards Track [ Page 12]



RFC 4761 BGP Aut o-Di scovery and Signaling for VPLS January 2007

3.4. Milti-AS VPLS

As in [14] and [6], the above auto-discovery and signaling functions
are typically announced via |I-BGP. This assunes that all the sites
in a VPLS are connected to PEs in a single Autononous System (AS)

However, sites in a VPLS nmay connect to PEs in different ASes. This
|l eads to two issues: 1) there would not be an |-BGP connection

bet ween those PEs, so sonme neans of signaling across ASes i s needed;
and 2) there may not be PE-to-PE tunnels between the ASes.

A simlar problemis solved in [6], Section 10. Three nethods are
suggested to address issue (1); all these nethods have anal ogs in
mul ti-AS VPLS

Here is a diagramfor reference:

/ \ / \ / \ / \
\ AS 1 \ [ AS 2 \
\ /
Fomm - + Fomm o - + | Fom e o - + e +
| PEL| ---...--- | ASBRL | ======= | ASBR2 | ---...--- | PE2 |
L + F - + | F - + L +
_ I\ _
/ \ / \ / \
\ / \ / \ / \ /

Figure 5: Inter-AS VPLS

As in the above reference, three nethods for signaling inter-provider
VPLS are given; these are presented in order of increasing
scalability. Method (a) is the easiest to understand conceptually,
and the easiest to deploy; however, it requires an Ethernet

i nterconnect between the ASes, and both VPLS control and data plane
state on the AS border routers (ASBRs). Method (b) requires VPLS
control plane state on the ASBRs and MPLS on the AS-AS interconnect
(whi ch need not be Ethernet). Method (c) requires MPLS on the AS-AS
i nterconnect, but no VPLS state of any kind on the ASBRs.

3.4.1. Method (a): VPLS-to-VPLS Connections at the ASBRs

In this nethod, an AS Border Router (ASBRl1l) acts as a PE for al

VPLSs that span AS1 and an AS to which ASBR1 is connected, such as
AS2 here. The ASBR on the nei ghboring AS (ASBR2) is viewed by ASBR1l
as a CE for the VPLSs that span AS1 and AS2; simlarly, ASBR2 acts as
a PE for this VPLS fromAS2’s point of view, and views ASBRlL as a CE
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This method does not require MPLS on the ASBR1- ASBR2 |ink, but does
require that this link carry Ethernet traffic and that there be a
separate VLAN sub-interface for each VPLS traversing this link. It
further requires that ASBR1 does the PE operations (discovery,

si gnal i ng, MAC address | earning, flooding, encapsulation, etc.) for
all VPLSs that traverse ASBRL. This inposes a significant burden on
ASBR1, both on the control plane and the data plane, which lints the
nurmber of multi-AS VPLSs.

Note that in general, there will be multiple connections between a
pair of ASes, for redundancy. 1In this case, the Spanning Tree
Protocol (STP) [15], or sone other neans of |oop detection and
prevention, nust be run on each VPLS that spans these ASes, so that a
| oop-free topol ogy can be constructed in each VPLS. This inposes a
further burden on the ASBRs and PEs participating in those VPLSs, as
t hese devices would need to run a | oop detection algorithmfor each
such VPLS. How this nmay be achieved is outside the scope of this
docunent .

3.4.2. Method (b): EBGP Redistribution of VPLS Information between
ASBRs

This method requires |-BGP peerings between the PEs in AS1 and ASBR1l
in AS1 (perhaps via route reflectors), an E-BGP peering between ASBRL
and ASBR2 in AS2, and |-BGP peerings between ASBR2 and the PEs in
AS2. In the above exanple, PEl sends a VPLS NLRI to ASBRL with a

| abel block and itself as the BGP nexthop; ASBRL sends the NLRI to
ASBR2 with new | abels and itself as the BGP nexthop; and ASBR2 sends
the NLRI to PE2 with new | abels and itself as the nexthop
Correspondingly, there are three tunnels: T1 fromPEl to ASBR1, T2
fromASBRL to ASBR2, and T3 from ASBR2 to PE2. Wthin each tunnel
the VPLS | abel to be used is determ ned by the receiving device;
e.g., the VPLS label within T1 is a label fromthe [ abel block that
ASBR1 sent to PEl. The ASBRs are responsible for receiving VPLS
packets encapsul ated in a tunnel and perform ng the appropriate |abe
swap operations described next so that the next receiving device can
correctly identify and forward the packet.

The VPLS NLRI that ASBR1 sends to ASBR2 (and the NLRI that ASBR2
sends to PE2) is identical to the VPLS NLRI that PEl sends to ASBR1,
except for the | abel block. To be precise, the Length, the Route

Di stinguisher, the VE ID, the VE Block Ofset, and the VE Bl ock Size
MUST be the sane; the Label Base may be different. Furthernore,
ASBR1 nust al so update its forwarding path as follows: if the Labe
Base sent by PEl1 is L1, the Label-block Size is N, the Label Base
sent by ASBRL is L2, and the tunnel |abel fromASBRl to PE1 is T,
then ASBR1 nust install the following in the forwardi ng path:
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swap L2 with L1 and push T,
swap L2+1 with L1+1 and push T,
swap L2+N-1 with L1+N-1 and push T.

ASBR2 nust act simlarly, except that it nmay not need a tunnel | abe
if it is directly connected with ASBRIL.

When PE2 wants to send a VPLS packet to PEl, PE2 uses its VEIDto
get the right VPLS | abel from ASBR2’s | abel block for PEl, and uses a
tunnel |abel to reach ASBR2. ASBR2 swaps the VPLS | abel with the

| abel from ASBR1; ASBR1 then swaps the VPLS |abel with the |abel from
PE1, and pushes a tunnel |abel to reach PEL.

In this nethod, one needs MPLS on the ASBR1-ASBR? interface, but
there is no requirenent that the link |ayer be Ethernet.

Furt hernmore, the ASBRs take part in distributing VPLS information
However, the data plane requirenents of the ASBRs are nuch sinpler
than in nethod (a), being linted to | abel operations. Finally, the
construction of |oop-free VPLS topol ogies is done by routing

deci sions, viz. BGP path and nexthop selection, so there is no need
to run the Spanning Tree Protocol on a per-VPLS basis. Thus, this
met hod i s considerably nore scal able than nethod (a).

3.4.3. Method (c): Milti-Hop EBGP Redistribution of VPLS Information
bet ween ASes

In this nethod, there is a multi-hop E-BGP peering between the PEs
(or preferably, a Route Reflector) in AS1 and the PEs (or Route
Reflector) in AS2. PEl sends a VPLS NLRI with | abels and next hop
self to PE2; if this is via route reflectors, the BGP nexthop is not
changed. This requires that there be a tunnel LSP from PE1 to PE2.
This tunnel LSP can be created exactly as in [6], Section 10 (c), for
exanpl e using E-BGP to exchange | abeled I Pv4 routes for the PE

| oopbacks.

When PE1 wants to send a VPLS packet to PE2, it pushes the VPLS | abe
corresponding to its own VE ID onto the packet. It then pushes the
tunnel |abel (s) to reach PE2.

This method requires no VPLS information (in either the control or
the data plane) on the ASBRs. The ASBRs only need to set up PE-to-PE
tunnel LSPs in the control plane, and do | abel operations in the data
pl ane. Again, as in the case of method (b), the construction of

| oop-free VPLS topologies is done by routing decisions, i.e., BGP
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pat h and nexthop selection, so there is no need to run the Spanning
Tree Protocol on a per-VPLS basis. This option is likely to be the
nost scal able of the three nethods presented here.

3.4.4. Alocation of VE IDs across Miltiple ASes

In order to ease the allocation of VE IDs for a VPLS that spans

mul tiple ASes, one can allocate ranges for each AS. For exanple, AS1l
uses VE IDs in the range 1 to 100, AS2 from 101 to 200, etc. |If
there are 10 sites attached to AS1 and 20 to AS2, the allocated VE
IDs could be 1-10 and 101 to 120. This mnim zes the nunber of VPLS
NLRI s that are exchanged while ensuring that VE I Ds are kept unique.

In the above exanple, if ASl needed nore than 100 sites, then another
range can be allocated to AS1. The only caveat is that there be no
overl ap between VE ID ranges anong ASes. The exception to this rule
is multi-homng, which is dealt with bel ow

3.5. Milti-homng and Path Sel ection

It is often desired to multi-home a VPLS site, i.e., to connect it to
mul ti ple PEs, perhaps even in different ASes. In such a case, the
PEs connected to the sane site can be configured either with the sane
VE ID or with different VEIDs. 1In the latter case, it is nmandatory
to run STP on the CE device, and possibly on the PEs, to construct a
| oop-free VPLS topology. How this can be acconplished is outside the
scope of this docunment; however, the rest of this section will
describe in sone detail the former case. Note that multi-hom ng by
the SP and STP on the CEs can co-exist; thus, it is recomended that
the VPLS custoner run STP if the CEs are able to.

In the case where the PEs connected to the sane site are assigned the
same VE ID, a |loop-free topology is constructed by routing

mechani sms, in particular, by BGP path selection. Wen a BGP speaker
receives two equivalent NLRIs (see below for the definition), it
appl i es standard path selection criteria such as Local Preference and
AS Path Length to determine which NLRI to choose; it MJST pick only
one. |If the chosen NLRI is subsequently wi thdrawn, the BGP speaker
applies path selection to the remai ni ng equivalent VPLS NLRIs to pick
another; if none remain, the forwarding i nformati on associated with
that NLRI is renoved

Two VPLS NLRIs are considered equivalent froma path sel ection point
of viewif the Route Distinguisher, the VE ID, and the VE Bl ock
Ofset are the same. |If two PEs are assigned the sane VE IDin a

gi ven VPLS, they MUST use the sanme Route Distinguisher, and they
SHOULD announce the sane VE Bl ock Size for a given VE Ofset.
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3.6. Hierarchical BG VPLS

This section discusses how one can scale the VPLS control plane when
using BGP. There are at |east three aspects of scaling the contro
pl ane:

1. alleviating the full nesh connectivity requirenent anong VPLS BGP
speakers;

2. limting BGP VPLS nessage passing to just the interested speakers
rather than all BGP speakers; and

3. sinplifying the addition and del etion of BGP speakers, whether
for VPLS or other applications.

Fortunately, the use of BGP for Internet routing as well as for IP
VPNs has yi el ded several good solutions for all these problenms. The
basi ¢ technique is hierarchy, using BGP Route Reflectors (RRs) [8].
The idea is to designate a snall set of Route Reflectors that are

t hemsel ves fully neshed, and then establish a BGP session between
each BGP speaker and one or nmore RRs. |In this way, there is no need
for direct full nesh connectivity anong all the BGP speakers. [If the
particul ar scaling needs of a provider require a | arge nunber of RRs,
then this technique can be applied recursively: the full nesh
connectivity anong the RRs can be brokered by yet another |evel of
RRs. The use of RRs solves problens 1 and 3 above.

It is inmportant to note that RRs, as used for VPLS and VPNs, are

purely a control plane technique. The use of RRs introduces no data
pl ane state and no data plane forwardi ng requirenments on the RRs, and
does not in any way change the forwarding path of VPLS traffic. This
is in contrast to the technique of Hierarchical VPLS defined in [10].

Anot her consequence of this approach is that it is not required that
one set of RRs handles all BGP nmessages, or that a particular RR
handl e all nessages froma given PEE One can define several sets of
RRs, for exanple, a set to handle VPLS, another to handle |IP VPNs,
and another for Internet routing. Another partitioning could be to
have sone subset of VPLSs and I P VPNs handl ed by one set of RRs, and
anot her subset of VPLSs and I P VPNs handl ed by another set of RRs;
the use of Route Target Filtering (RTF), described in [12], can nmake
this sinpler and nore effective.

Finally, problem?2 (that of linmting BGP VPLS nessage passing to just
the interested BGP speakers) is addressed by the use of RTF. This
technique is orthogonal to the use of RRs, but works well in
conjunction with RRs. RTF is also very effective in inter-AS VPLS;
nore details on how RTF works and its benefits are provided in [12].
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It is worth nmentioning an aspect of the control plane that is often a
source of confusion. No MAC addresses are exchanged via BGP. Al

MAC address learning and aging is done in the data plane individually
by each PE. The only task of BGP VPLS nessage exchange is auto-

di scovery and | abel exchange.

Thus, BGP processing for VPLS occurs when
1. a PEjoins or |eaves a VPLS; or

2. a failure occurs in the network, bringing down a PE-PE tunnel or
a PE-CE link.

These events are relatively rare, and typically, each such event
causes one BGP update to be generated. Coupled with BG” s nessagi ng
ef fici ency when used for signaling VPLS, these observations lead to
the conclusion that BGP as a control plane for VPLS will scale quite
well in terns of both processing and nmenory requirenents.

4. Data Pl ane

This section discusses two aspects of the data plane for PEs and
u- PEs inplenmenting VPLS: encapsul ati on and forwardi ng.

4.1. Encapsul ation

Et hernet frames received from CE devices are encapsul ated for
transm ssion over the packet sw tched network connecting the PEs.
The encapsulation is as in [7].

4.2. Forwarding

VPLS packets are classified as belonging to a given service instance
and associ ated forwarding table based on the interface over which the
packet is received. Packets are forwarded in the context of the
servi ce instance based on the destination MAC address. The forner
mappi ng i s deternined by configuration. The latter is the focus of
this section.

4.2.1. MAC Address Learning

As was nentioned earlier, the key distinguishing feature of VPLS is
that it is a nmultipoint service. This nmeans that the entire Service
Provi der network shoul d appear as a single logical |earning bridge
for each VPLS that the SP network supports. The logical ports for
the SP "bridge" are the custoner ports as well as the pseudow res on
a VE. Just as a learning bridge | earns MAC addresses on its ports,
the SP bridge nust |earn MAC addresses at its VEs.
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Lear ni ng consi sts of associating source MAC addresses of packets with
the (logical) ports on which they arrive; this association is the
Forwardi ng I nformation Base (FIB). The FIB is used for forwarding
packets. For exanple, suppose the bridge receives a packet with
source MAC address S on (logical) port P. |If subsequently, the
bridge receives a packet with destination MAC address S, it knows
that it should send the packet out on port P

If a VE learns a source MAC address S on logical port P, then later
sees Son a different port P, then the VE MIUST update its FIB to
reflect the new port P . A VE MAY inplenent a nmechani smto danp

fl appi ng of source ports for a given MAC address

4.2.2. Aging

VPLS PEs SHOULD have an agi ng nmechanismto renove a MAC address
associated with a logical port, nuch the sane as |earning bridges do.
This is required so that a MAC address can be relearned if it "noves"
froma logical port to another |ogical port, either because the
station to which that MAC address bel ongs really has noved or because
of a topol ogy change in the LAN that causes this MAC address to
arrive on a new port. In addition, aging reduces the size of a VPLS
MAC table to just the active MAC addresses, rather than all MAC
addresses in that VPLS.

The "age" of a source MAC address S on a logical port Pis the tinme
since it was |last seen as a source MAC on port P. If the age exceeds
the aging time T, S MJUST be flushed fromthe FIB. This of course
means that every time S is seen as a source MAC address on port P
S's age i s reset.

An i nmpl enent ati on SHOULD provi de a configurable knob to set the aging
time T on a per-VPLS basis. In addition, an inplenentati on MAY

accel erate aging of all MAC addresses in a VPLS if it detects certain
situations, such as a Spanning Tree topol ogy change in that VPLS.

4.2.3. Flooding

Wien a bridge receives a packet to a destination that is not inits
FIB, it floods the packet on all the other ports. Sinmlarly, a VE
will flood packets to an unknown destination to all other VEs in the
VPLS

In Figure 1 above, if CE2 sent an Ethernet frame to PE2, and the

destinati on MAC address on the frane was not in PE2’s FIB (for that
VPLS), then PE2 woul d be responsible for flooding that frane to every
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other PE in the sane VPLS. On receiving that frame, PE1 would be
responsi ble for further flooding the frame to CEl and CE5 (unl ess PEl
knew whi ch CE "owned" that MAC address).

On the other hand, if PE3 received the frame, it could del egate
further flooding of the frane to its u-PE. |If PE3 was connected to
two u-PEs, it would announce that it has two u-PEs. PE3 could either
announce that it is incapable of flooding, in which case it would
receive two franes, one for each u-PE, or it could announce that it
is capable of flooding, in which case it would receive one copy of
the frame, which it would then send to both u-PEs.

4.2.4. Broadcast and Ml ticast

There is a well-known broadcast MAC address. An Ethernet frame whose
destinati on MAC address is the broadcast MAC address nust be sent to
all stations in that VPLS. This can be acconplished by the same
means that is used for flooding.

There is also an easily recogni zed set of "nulticast" MAC addresses.
Et hernet franes with a destination nmulticast MAC address MAY be
broadcast to all stations; a VE MAY al so use certain techniques to
restrict transm ssion of nulticast franes to a smaller set of

recei vers, those that have indicated interest in the correspondi ng
mul ticast group. Discussion of this is outside the scope of this
docunent .

4.2.5. "Split Horizon" Forwarding

When a PE capable of flooding (say PEx) receives a broadcast Ethernet
frame, or one with an unknown destination MAC address, it nust flood
the frame. |If the frame arrived froman attached CE, PEx nust send a
copy of the frame to every other attached CE, as well as to all other
PEs participating in the VPLS. If, on the other hand, the frame
arrived from anot her PE (say PEy), PEx nust send a copy of the packet
only to attached CEs. PEx MJUST NOT send the frane to other PEs,
since PEy would have al ready done so. This notion has been terned
"split horizon" forwarding and is a consequence of the PEs being
logically fully nmeshed for VPLS.

Split horizon forwarding rules apply to broadcast and nul ticast
packets, as well as packets to an unknown MAC address

Konpel | a & Rekht er St andards Track [ Page 20]



RFC 4761 BGP Aut o-Di scovery and Signaling for VPLS January 2007

4.2.6. Qualified and Unqualified Learning

The key for norrmal Ethernet MAC learning is usually just the
(6-octet) MAC address. This is called "unqualified Iearning"
However, it is also possible that the key for |earning includes the
VLAN tag when present; this is called "qualified |Iearning"

In the case of VPLS, learning is done in the context of a VPLS

i nstance, which typically corresponds to a custoner. |f the custoner
uses VLAN tags, one can nmeke the sanme distinctions of qualified and
unqualified learning. |If the key for learning within a VPLS is just

the MAC address, then this VPLS is operating under unqualified
learning. |If the key for learning is (custoner VLAN tag + MAC
address), then this VPLS is operating under qualified |earning.

Choosi ng between qualified and unqualified | earning involves severa
factors, the nost inportant of which is whether one wants a single
gl obal broadcast domain (unqualified) or a broadcast donmin per VLAN
(qualified). The latter nakes fl oodi ng and broadcasting nore
efficient, but requires larger MAC tables. These considerations
apply equally to normal Ethernet forwarding and to VPLS.

4.2.7. Cass of Service

In order to offer different O asses of Service within a VPLS, an

i mpl enent ati on MAY choose to map 802.1p bits in a custoner Ethernet
frame with a VLAN tag to an appropriate setting of EXP bits in the
pseudowi re and/or tunnel label, allowing for differential treatnent
of VPLS frames in the packet sw tched network

To be useful, an inplenentation SHOULD al |l ow this mappi ng function to
be different for each VPLS, as each VPLS custonmer may have its own
view of the required behavior for a given setting of 802.1p bits.

5. Deploynment Options

In depl oying a network that supports VPLS, the SP nust deci de what
functions the VPLS-aware device closest to the custoner (the VE)
supports. The default case described in this docunment is that the VE
is a PEE However, there are a nunber of reasons that the VE m ght be
a device that does all the Layer 2 functions (such as MAC address

| earning and flooding), and a linmted set of Layer 3 functions (such
as communicating to its PE), but, for exanple, doesn't do full-

fl edged di scovery and PE-to-PE signaling. Such a device is called a
"u- PE".
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As both of these cases have benefits, one would like to be able to
"m x and match" these scenarios. The signaling nechani sm presented
here allows this. For exanple, in a given provider network, one PE
may be directly connected to CE devices, another may be connected to
u- PEs that are connected to CEs, and a third nmay be connected
directly to a custoner over sone interfaces and to u-PEs over others.
Al'l these PEs performdiscovery and signaling in the sane nanner.
How they do | earning and forwardi ng depends on whet her or not there
is a u-PE; however, this is a local matter, and is not signaled.
However, the details of the operation of a u-PE and its interactions
with PEs and ot her u-PEs are beyond the scope of this docunent.

6. Security Considerations

The focus in Virtual Private LAN Service is the privacy of data,

i.e., that data in a VPLS is only distributed to other nodes in that
VPLS and not to any external agent or other VPLS. Note that VPLS
does not offer confidentiality, integrity, or authentication: VPLS
packets are sent in the clear in the packet sw tched network, and a
man-i n-the-ni ddl e can eavesdrop, and nay be able to inject packets
into the data stream |If security is desired, the PE-to-PE tunnels
can be IPsec tunnels. For nore security, the end systems in the VPLS
sites can use appropriate nmeans of encryption to secure their data
even before it enters the Service Provider network.

There are two aspects to achieving data privacy in a VPLS. securing
the control plane and protecting the forwarding path. Conproni se of
the control plane could result in a PE sending data bel onging to sone
VPLS to another VPLS, or blackholing VPLS data, or even sending it to
an eavesdropper; none of which are acceptable froma data privacy
point of view Since all control plane exchanges are via BGP

techni ques such as in [2] help authenticate BGP nessages, naking it
harder to spoof updates (which can be used to divert VPLS traffic to
the wong VPLS) or withdraws (denial -of-service attacks). 1In the
multi-AS nmethods (b) and (c) described in Section 3, this al so nmeans
protecting the inter-AS BGP sessions, between the ASBRs, the PEs, or
the Route Reflectors. One can also use the techniques described in
Section 10 (b) and (c) of [6], both for the control plane and the
data plane. Note that [2] will not help in keeping VPLS | abels
private -- knowi ng the | abels, one can eavesdrop on VPLS traffic.
However, this requires access to the data path within a Service

Provi der networKk.

There can al so be nisconfiguration |eading to unintentiona
connection of CEs in different VPLSs. This can be caused, for
exanpl e, by associating the wong Route Target with a VPLS instance.
This problem shared by [6], is for further study.
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Protecting the data plane requires ensuring that PE-to-PE tunnels are
wel | -behaved (this is outside the scope of this docunent), and that
VPLS | abel s are accepted only fromvalid interfaces. For a PE, valid
interfaces conprise links fromP routers. For an ASBR, a valid
interface is a link froman ASBR in an AS that is part of a given
VPLS. It is especially inportant in the case of multi-AS VPLSs that
one accept VPLS packets only fromvalid interfaces.

MPLS-in-1P and MPLS-in-GRE tunneling are specified in [3]. |If it is
desired to use such tunnels to carry VPLS packets, then the security
consi derations described in Section 8 of that document rnust be fully
understood. Any inplenentation of VPLS that all ows VPLS packets to
be tunnel ed as described in that document MJST contain an

i mpl enentation of |IPsec that can be used as therein described. |If
the tunnel is not secured by IPsec, then the technique of |IP address
filtering at the border routers, described in Section 8.2 of that
docunent, is the only neans of ensuring that a packet that exits the
tunnel at a particular egress PE was actually placed in the tunnel by
the proper tunnel head node (i.e., that the packet does not have a
spoof ed source address). Since border routers frequently filter only
source addresses, packet filtering may not be effective unless the
egress PE can check the I P source address of any tunnel ed packet it
recei ves, and conpare it to a list of IP addresses that are valid
tunnel head addresses. Any inplenentation that allows MPLS-in-IP
and/ or MPLS-in-GRE tunneling to be used without |Psec MUST all ow the
egress PE to validate in this manner the | P source address of any
tunnel ed packet that it receives.

7. | ANA Consi derations

| ANA al l ocated value (25) for AFlI for L2VPN information. This should
be the same as the AFl requested by [11].

| ANA al |l ocated an extended conmunity val ue (0x800a) for the Layer?2
I nfo Extended Conmunity.
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