Net wor k Wor ki ng Group A. Siddi qui

Request for Comments: 4710 D. Romascanu
Cat egory: Standards Track Avaya
E. Gol ovi nsky

Alert Logic

Cct ober 2006

Real -time Application Quality-of-Service
Moni tori ng (RAQVON) Franmewor k

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet community, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Copyright Notice
Copyright (C The Internet Society (2006).
Abst r act

There is a need to nonitor end-devices such as |IP phones, pagers,

I nstant Messaging clients, nmobile phones, and various other handhel d
conputing devices. This neno extends the renpte network nonitoring
(RMON) family of specifications to allowreal-time quality-of-service
(QS) nonitoring of various applications that run on these devices
and allows this information to be integrated with the RVON family
using the Sinple Network Managenent Protocol (SNWP). This neno
defines the framework, architecture, relevant netrics, and transport
requirenents for real-tinme QS nonitoring of applications.
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1. Introduction

Wth the growh of the Internet and advancenments in enbedded
technol ogi es, smart | P devices (such as |IP phones, pagers, instant
message clients, nobile phones, wreless handhel ds, and various ot her
conputi ng devi ces) have becone an integral part of our day-to-day
operations. Enterprise operators, information technology (IT)
managers, application service providers, network service providers,
and so on, need to nonitor these application and device types in
order to ensure that end user quality-of-service (QS) objectives are
met. This nmeno describes a nonitoring solution for these
environnents, extending the renote network nonitoring (RMON) family
of specifications [RFC2819]. These extensions support real-tine QS
nonitoring of typical applications that run on end-devi ces nentioned
above, and they allow this information to be integrated using the
famliar RMON fam |y of specifications via SNWP [ RFC3416].

The Real -tine Application QS Mnitoring Franework (RAQVON) all ows
end- devi ces and applications to report QoS statistics in real tine.
Many real -tine applications (as well as non-real-time applications
managed within the RVON family of specifications) can report
application-level QS statistics in real tine using the RAQVON
Framework outlined in this meno. Sonme possible applications
scenarios include applications such as Voice over |P, Fax over |IP

Vi deo over IP, Instant Messaging (IM, Email, software downl oad
applications, e-business style transactions, web access from handhel d
conputi ng devices, etc.

The user experience of an application running on an | P end-device
depends upon the type of application the user is running and the
surroundi ng resources available to that application. An end-to-end
application QS experience is a conpound effect of various
application-level transactions and avail able network and host
resources. For exanple, the end-to-end user experience of a Voice
over IP (VolP) call depends on the total tine required to set up the
call as nmuch as on nedi a-rel ated perfornmance paraneters such as end-
to-end network delay, jitter, packet |oss, and the type of codec used
inacall. The performance of a VolP call is also influenced by
behavi or of network protocols |like the Reservation Protocol (RSVP)
explicit tags in differentiated services (DiffServ) [RFC2475] or |EEE
802. 1 [ EEE802. 1D] along wi th avail abl e host resources such as device
CPU or nenory utilized by other applications while the call is

ongoi ng.

The end-to-end application quality of service (QoS) experience is

application context sensitive. For exanple, the kinds of paraneters
reported by an I P tel ephony application may not really be needed for
ot her applications such as Instant Messaging. The RAQVON Fr anewor k
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of fers a nechanismto report the end-to-end QoS experience
appropriate for a specific application context by providing
nmechani snms to report a subset of netrics froma pre-defined Iist.

In order to facilitate a conplete end-to-end view, RAQVON correl ates
statistics that involve:

i "User, Application, Session"-specific paraneters (e.g.
session setup time, session duration paraneters based on
application context).

ii. "IP end-device"-specific paraneters during a session (e.g.
CPU usage, menory usage).

iii. "Transport network"-specific paraneters during a session

(e.g., end-to-end del ay, one-way delay, jitter, packet |oss
etc).

At any given point, the applications at these devices can correl ate
such diverse data and report end-to-end perfornmance. The RAQVON
Framework specified in this neno offers a mechanismto report such
end-to-end QoS view and integrate such a viewinto the RMON fam |y of

specifications. In particular, the RAQVON Franmework specifies the
fol | owi ng:

a. A set of basic netrics sent as reports between the RAQVON

entities using for transport existing Internet Protocols such
as TCP or SNWP.

b. Requirenents to be nmet by the underlying transport protocols
that carry the RAQVON reports.

c. A portion of the Managenent Information Base (M B) as an
ext ension of the RMON M B Mdul es for use with network
managenent protocols in the Internet community.

This meno provides the RAQVON functional architecture, RAQVON entity
definitions and requirenments, requirenents for the transport

protocols, a set of netrics, and an information nodel for the RAQVON
reports.

Suppl enentary nenos will describe the napping of the basic RAQVON
metrics onto different transport protocols. For exanple, the RAQVON
PDU [ RFC4712] meno provides definitions of syntactical PDU structure
and use case scenarios of transm ssion of such PDUs over the

Transm ssion Control Protocol (TCP) and the Sinple Network Managenent
Prot ocol (SNWP).
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The RAQVON M B [ RFC4711] nmeno descri bes the Managenent |nformation
Base (M B) for use with the SNMP protocol in the Internet comunity.
The docunent proposes an extension to the Renote Monitoring MB

[ RFC2819] to accommbdat e RAQVON sol uti ons.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

2. RAQVON Functional Architecture

The RAQVON Franework extends the architecture created in the RMON M B
[ RFC2819] by providing application performance infornmation as
experienced by end-users. The RAQVON architecture is based on three
functional conmponents naned bel ow

- RAQVON Dat a Source (RDS)

- RAQVON Report Collector (RRC

- RAQVON M B Structure
A RAQVON Data Source (RDS) is a functional conponent that acts as a
source of data for nonitoring purposes. End-devices |like |IP phones,
cell phones, and pagers, and application clients |like instant

messagi ng clients, soft phones in PCs, etc., are envisioned to act as
RDSs wi thin the RAQVON Fr anewor K.
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Figure 1 - RAQVON Franewor K.
(1) Communi cation Session between real -tine applications
(2) Context-Sensitive Metrics
(3) Device State Specific Metrics

(4) Reporting session - RAQVON netrics transnmitted over specified
interfaces (Specific Protocol Interface, |P Address, port)

(5) Managenent Application - RRC interaction using the RAQVON M B

A RAQVON Report Collector (RRC) collects statistics frommultiple
RDSs, anal yzes them and stores such infornation appropriately. RRC
is envisioned to be a network server, serving an adm nistrative
domai n defined by the network adm nistrator. The RRC conponent of
the RAQVON architecture is envisioned to be conmputationally
resourceful. Only RRCs should inplenent the RAQVON M B nodul e.
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The RAQVON Managenent | nfornation Base (RAQVON M B) extends the
Renmote Monitoring MB [ RFC2819] to acconmmpdate the RAQVON Framewor k
and exposes End-to-End Application QS information to Network
Managenent Applications.

2.1. RAQVON Data Source (RDS)
2.1.1. RAQVON Data Source (RDS) Functional Architecture

A RAQVON Data Source (RDS) is a source of data for nonitoring
purposes. The RDS nonitoring function is performed in real tine
during comruni cation sessions. The RDS entities capture QS
attributes of such comunication sessions and report themwi thin a
RAQVON "reporting session".

An RDS is primarily responsible for abstracting |IP end-devices and
applications within the RAQVON architecture. |1t gathers the
paraneters for a particular comuni cation session and forwards them
to the appropriate RAQVON Report Collector (RRC). Since it is

envi sioned that the RDS functionality will be realized by witing
firmmvare/ software running on potentially small, |ow powered end-
devices, the design of the RDS elenent is optinized towards that end.
Li ke the inplementations of routing and managenent protocols, an

i npl enentation of RDS in an end-device will typically execute in the
background, not in the data-forwardi ng path.

RDSs use a PUSH nechanismto report QoS paraneters. Wile the
applications running on the RDS deci de about the content of the PDU
appropriate for an application context, an RDS asynchronously sends
out reports to RRC

The rate at which PDUs are sent fromRDSs to RRCs is controlled by
the applications’ administrative domain policy. While this mechanism
provides flexibility to gather a detail ed end-to-end experience
required by IT nanagers and system admi nistrators, certain steps
shoul d be followed to operate RAQVON i n congesti on-safe nmanner.
Section 3 addresses steps required for congestion-safe operation

An RDS reports QoS statistics for sinplex flows. At a given
instance, a report fromRDS is logically viewed as a collection of
QoS paraneters associated with a conmuni cati on session as perceived
by the reporting RDS. For exanple, if two | P phone users, Alice and
John, are involved in a comunication session, the end-to-end del ay
experienced by the | P phone user Alice could be different fromthe
one experienced by the |IP phone user John for a variety of reasons.
Hence, a report fromAlice’ s |IP phone represents the QS perfornmance
of that call as perceived by the RDS that resides in Alice’s IP
phone.
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2.1.2. RAQVON Data Source (RDS) Requirenents

1. RAQVON Data Sources SHALL gat her reports fromnultiple
applications residing in that device and SHALL send out
compound QoS reports associated with nmultiple conmrunication
sessions at a given nonent.

Exanpl es i nclude a conference bridge hosting several different
conference calls or a two-party video call consisting of
audi o/ vi deo sessions. |In each case an RDS could send out one
singl e RAQVON report that consists of nultiple sub-reports
associ ated with audi o and vi deo sessions or sub-reports for
each conference call.

2. RAQVON Data Sources MJST inplenent the TCP transport and NAY
i npl ement the SNMP transport.

2.1.3. Configuring RAQVON Data Sources

In order to report statistics to RAQVON Report Collectors, RDSs will
need to be configured with the follow ng paraneters:

1. The time interval between RAQVON PDUs. This paraneter MJST be
configured such that overfl ow of any RAQVON paraneter within a
PDU between consecutive transnissions is avoided.

2. The I P address and port of target RRC

An RDS may use manual configuration for the RDS configuration
paraneters using conmand line interface (CLI), Tel ephone User
Interface (TU), etc.

One of the follow ng nmechani sms to gain access to configuration
paraneters can al so be consi dered

- RDS acts as a trivial file transfer protocol (TFTP) client and
downl oads text scripts to read the paranmeters

- RDS acts as a Dynanmic Host Configuration Protocol (DHCP) dient
and gets RRC addressing information as a DHCP option

- RDS acts as a DNS client and gets target collector information
froma DNS Server.

- RDS acts as a LDAP dient and uses directory | ook-ups.

I dentifying the DHCP option and structure to use, defining the

structure of the configuration information in DNS, or defining a LDAP
schema coul d be explored as itens of future work
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Compliance to the RAQVON specification does not require usage of any

specific configuration nmechani snms nentioned above. It is left to the
i mpl ementers to choose appropriate provisioning mechanisns for a
system

2.2. RAQVODN Report Collector (RRC
2.2.1. RAQVON Report Collector (RRC) Functional Architecture

A RAQVON Report Collector (RRC) receives RAQVON PDUs fromnultiple
RDSs and anal yzes and stores the information in the RAQVON M B. The
RRC i s envisioned to be conputationally resourceful, providing a
storage and aggregation point for a set of RDSs.

Since RDSs can belong to separate administrative donai ns, the RAQVON
Framework allows RDSs to report QoS paraneters to separate RRCs.
Vendors can devel op a managenent application to correlate information
residing in different RRCs across nultiple admnistrative domains to
represent one conmuni cation session. However, such an application-

| evel specification is beyond the scope of this neno.

2.2.2. RAQVON Report Collector (RRC) Requirenents

1. RAQVON Report Collectors MJST support the nandatory mappi ng
over TCP of the RAQVON infornmation nodel defined in [ RFC4712]
with the purpose of receiving RAQVON reports from RAQVON Dat a
Sour ces (RDS).

2. RAQVON Report Coll ectors MAY support the optional nmapping over
SNMP notifications of the RAQVON i nfornmati on nodel defined in
[ RFC4A712] .

3. RAQVON Report Coll ectors MJST inpl enent session tinmeout
mechani sms to assune end of reporting for RDSs that have been
out of reporting for a reasonable duration of tine. Such
ti meout paraneters SHOULD be configurable in vendor
i mpl enent ati ons, as progranmabl e paranmeters at depl oynent.

4. RAQVON Report Collectors MJST support the RAQVON-M B nodul e and
nmeet the conpliance requirenents of the ragnmonConpliance
MODULE- COVWPLI ANCE definition as described in [RFC4711]. The
popul ati on of the RAQVON M B with perfornmance nonitoring
i nformati on is independent of the transport protocol, or
protocols used to carry the information between RDSs and RRCs.
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2.3. Information Mddel and RAQVON Protocol Data Unit (PDU)
2.3.1. RAQVON Information Mdel

RAQVON defines a set of basic nmetrics that characterize the QS of
applications, as reported by RAQVON Data Sources. This basic set of
metrics is defined in Section 5 of this meno. There is no m ninal
requi renent for a nandatory set of metrics to be supported by an RDS.

Specific applications, new types of network appliances or new nethods
to neasure and characterize the QoS of applications lead to the
requirenent for the information nodel to be extensible. To answer
this need, the infornmation nodel is designed so that vendors can
extend it by adding new netrics.

Al t hough NOT REQUI RED for RAQVON conformance, extensions of the

i nformati on nodel can offer useful information for specific
applications. An exanple of netrics that can extend the basi c RAQVON
i nformati on nodel are the detailed nmetrics for Vol P nedia nonitoring
and call quality included in the VolP Metrics Report Block defined in
[ RFC3611] .

The RAQVON I nformation nodel is expressed by defining a conceptual
RAQVON Protocol Data Unit (PDU).

2.3.2. RAQVON Protocol Data Unit

A RAQVON Protocol Data Unit (PDU) is a common data format understood
by RDSs and RRCs. A RAQVON PDU does not transport application data
but rather occupies the place of a payload specification at the
application layer of the protocol stack. Different transport

mappi ngs may be used to carry RAQVON PDU bet ween RDSs and RRCs.
Transport protocol requirements are being defined in Section 2.4 of
this meno.

Though architected conceptually as a single PDU, the RAQVON PDU is
functionally divided into two different parts. They are the BASIC
part, and the Application-Specific Extensions, required for
application-, vendor-, and device-specific extensions.

The BASI C part of the RAQVON PDU:

The BASI C part of the RAQVON PDU follows the SM Network
Managenment Private Enterprise Code 0, indicating an | ETF standard
construct. The RAQVON PDU BASIC part offers an entry-type froma
pre-defined list of QoS paraneters defined in Section 5 and al |l ows
applications to fill in appropriate values for those paraneters.
Application devel opers also have the flexibility to make an RDS
report built only of a subset of the paraneters listed in
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Section 5. There is no need to carry all netrics in every PDU
nmoreover, it is RECOVWENDED that static or pseudo-static netrics
that do not change or sel dom change for a given session or
application will be send only when the session or application are
initiated, and then at large tine intervals.

The Application part of RAQVON PDU
Since it is difficult to structure a BASIC part that neets the
needs of all applications, RAQVON provi des extension capabilities
to convey application-, vendor-, and device-specific paraneters
for future use. Additional paraneters can be defined within
payl oad of the APP part of the PDU by the application devel opers
or vendors. The owner of the definition of the application part
of the RAQVON PDU is indicated by a vendor’s SM Network
Management Private Enterprise Code defined in
http://ww. i ana. or g/ assi gnnent s/ ent erpri se-nunbers. Such
application-specific extensions should be naintained and published
by the application vendor

Though RDSs and RRCs are designed to be stateless for an entire
reporting session, the framework requires an indication for the end
of the reporting. For this purpose, an RDS MJST send a RAQVION NULL
PDU. A NULL PDU is a RAQVON PDU containing ALL NULL val ues (i.e.
nothing to report).

2.4. RDS/RRC Network Transport Protocol Requirenents

The RAQVON PDUs rely on the underlying protocol (s) to provide
transport functionalities and other attributes of a transport
protocol, e.g., transport reliability, re-transnission, error
correction, length indication, congestion safety,
fragment ati on/ defragmentation, etc. The naxi num |l ength of the RAQVON
data packet is limted only by the underlying protocols.

The follow ng requirenents MIUST be net by the transport protocols:
1. The transport protocol SHOULD allow for RDS |ightweight
i mpl enentations. RDSs will be inplenented on | ow powered
enbedded devices with |limted device resources
2. Scalability - Since RRCs need to interact with a very large
nunber (many tens, nmany hundreds, or nore) of RDSs, scalability
of the transport protocol is REQU RED.

3. Congestion safety - as per [RFC2914]. See also Section 3.
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4., Security - Since RAQVON statistics may carry sensitive system
i nfformation requiring protection from unauthorized disclosure
and nodification in transit, a transport protocol that provides
strong secure nodes or allows for data encryption and integrity
to be applied is REQU RED

5. NAT-Friendly - The transport protocol SHOULD conply with
[ RFC3235], so that an RDS coul d comuni cate with an RRC t hrough
a Firewal | / Network Address Transl ation device.

6. The transport protocol MAY inplenent session tinmeout nechani sns
to assune end of reporting for RDSs that have been out of
reporting for a reasonable duration of tine. Such tineout
paraneters SHOULD be configurable in vendor inplenentations,
programmuabl e at depl oynment .

7. Reliability - The RAQVON Framework expects PDUs to operate in
| ossy networks. However, retransm ssion is not included in the
RAQVON franmework, in order to keep the design sinple. |If
retransm ssion is a necessity, RAQVON MAY operate over
transport protocols, such as TCP

In the future, if RAQVON PDUs are to be carried in an underlying
protocol that provides the abstraction of a continuous octet stream
rat her than nessages (packets), an encapsul ation for the RAQVON
packets nust be defined to provide a framing mechanism Franing is
al so needed if the underlying protocol contains padding so that the
extent of the RAQVON payl oad cannot be determined. No fram ng
mechani smis defined in this docunent. Carrying several RAQVON
packets in one network or transport packet reduces header overhead.

Further nenos |ike [RFC4712] describe how the PDU is transported over
exi sting protocols like the Transm ssion Control Protocol (TCP) or
the Sinple Network Management Protocol (SNWP)

3. RAQVON Operation in Congestion-Safe Mde

RAQVON PDUs can be transmitted over nultiple transport protocols.
The RAQVON Franmework will be congestion safe, if a RAQVON PDU is
transported over TCP

One solution to the congesti on awareness problem coul d have been to
di scourage the use of UDP entirely for RAQVON. Though RAQVON PDUs
can be transported over TCP, sonme transports |like SNMP over TCP are
not comonly practiced in practical deploynents.
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The use of UDP inherently increases the risks of network congestion
problems, as UDP itself does not define congestion prevention

avoi dance, detection, or correction mechanisnms. The fundanenta
problemwith UDP is that it provides no feedback nechanismto allow a
sender to pace its transm ssions against the real performance of the
network. While this tends to have no significant effect on extrenely
| ow vol ume sender-receiver pairs, the inpact of high-vol une

rel ati onships on the network can be severe. This problem could be
further aggravated by | arge RAQVON PDUs fragmented at the UDP | evel
Transport protocols such as DCCP can al so be used as underlying
RAQVON PDU transport, which provides flexibility of UDP style

dat agram transm ssion with congestion control

It should be noted that the congestion problemis not just between
RDS and RRC pairs, but whenever there is a high fan-in ratio,
congestion could occur (e.g., nmany RDSs reporting to an RRC). Wthin
t he RAQVON Franmework using UDP as a transport, congestion safety can
be achieved in followi ng ways:

1. Constant Transmi ssion Rate: In a well-nanaged network, a
constant transmission rate policy (e.g., 1 RAQVON PDU per
device every N seconds) will ensure congestion safety as
devices are introduced into the network in a controll ed manner
For exanple, in an enterprise network, |IP Phones are added in a
controll ed manner, and a constant transmnission rate policy can
be sufficient to ensure congestion-safe operation. The
configured rate needs to be related to the expected peak nunber
of devices. As a worst-case scenario, if the RDSs enforce an
adm nistrative policy where the maxi rum PDU transni ssion rate
is no nore than one RAQVON PDU every two mnutes, a UDP-based
i mpl enentati on can be as congestion safe as a TCP-based
i mpl enentation. Such policies can be enforced while
configuring RDSs, and the tinmers for the constant rate need to
be randomy jittered.

2. Single outstandi ng requests: This approach requires that a
request be sent at the application level, then there is a wait
for sone sort of response indicating that the request was
recei ved before sending anything el se. This produces an effect

descri bed by some as "ping-ponging": traffic bounces back and
forth between two nodes |ike a ping-pong ball in a match
Since there’s only one ball in play between any two players at

any given tine, nost of the potential for congestion cascades
is elimnated. For reliability and efficiency reasons, this
techni que rust include backed-off retransmni ssions. For
exanple, if RAQVON PDUs are transported usi ng SNVP | NFORM PDUs
over UDP, a SNWP response fromthe RRC SHOULD be processed by
the RDS to inplenent this nechanism [RFC4712] specifies that
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if the SNWP notifications transport nmappi ng nechanismis
i mpl emented, it is RECOMWENDED to use | NFORM PDUs, and it is
NOT' RECOVMENDED to use Trap PDUs.

This pacing or serialization approach has the side-effect of
significantly reducing the maxi nrum throughput, as transm ssion
occurs in only one direction at a time and there is at least a
2XRTT (round-trip tinme) delay between transnissions. Mire
sophi sticated algorithns (such as those in TCP and Stream
Control Transmi ssion Protocol (SCTP)) have been devel oped to
address this, and it would be inappropriate to duplicate that
work at the application level. Consequently, if greater
efficiency is required than that provided by this sinple
approach, inplenmenters SHOULD use TCP, SCTP, or another such
protocol. But if one absolutely nust use UDP, this approach
works. It has been also used in other application scenarios
like SIP over UDP

By restricting transmi ssion to a maxi nrumtransm ssion unit
(MIU) size: An RDS may be faced with a request to deliver a

| arge nmessage using UDP as a transport. Fragnentation of such
messages is problematic in several ways. Loss of any fragment
requires time-out and retransm ssion of the nessage. The
fragments are comonly transnitted out of the interface at

Il ocal interface (usually LAN) rates, w thout awareness of the
i nterveni ng network conditions. For these reasons, it is
generally considered a bad practice to send | arge PDUs over
UbDP. If the MIU size is known, as an inplenentation, an RDS
shoul d not allow an application to send nore information by
limting the size of transm ssions over UDP to reduce the
effects of fragmentation. As an alternate, an RDS MAY al so
send paraneters to RRC over multiple RAQVON PDUs but identify
them as part of the same RAQVON reporting session with exactly
the sane Network Tine Protocol (NTP) [RFC1305] tinme stanp.

Wil e the actual MIU of a link may not be known, conmon
practice seens to indicate that the RDS local interface MIU is
likely to be a reasonable "approximation". Were the actua
path MU is known, that val ue SHOULD be used instead.

Irrespective of choice of transport protocol, it is also
RECOMVENDED t hat no nore than 10% network bandw dt h be used for
RDS/ RRC reporting. Mre frequent reports froman RDS to RRC
woul d inmply requirenments for higher network bandw dth usage.
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4.

Measur erent Met hodol ogy

It is not the intent of this document to recomrend a net hodol ogy to
nmeasure any of the QoS paraneters defined in Section 5. Measurenent
algorithns are left to the inplenenters and equi prent vendors to
choose. There are nmany different neasurenent nethodol ogi es avail abl e
for measuring application perfornmance. These include probe-based,
client-based, synthetic-transaction, and other approaches. This
speci fication does not mandate a particul ar nethodol ogy and is open
to any net hodol ogy that neets the mnimumrequirenents. For
conformance to this specification, it is REQURED that the collected
data match the semantics described herein. However, it is
RECOMVENDED t hat vendors use | ETF-defined and | nternationa

Tel econmruni cati on Union (1 TU)-specified nethodol ogi es to nmeasure

par anet ers when possi bl e.

Metrics Pre-Defined for the BASIC Part of the RAQVON PDU

The BASI C part of the RAQVON PDU provides for a |ist of pre-defined
paraneters frequently used by applications to characterize end-to-end
application Quality of Service. This section defines a set of sinple
metrics to be contained in the BASIC part of the RAQVON PDU, through
reference to existing I ETF, ITU, and other standards organizations
docunents. Appropriate |ETF or ITU references are included in the
netrics definitions.

As mentioned earlier, the RAQVON PDU al so contains an application-
specific part, where application- and vendor-specific information not
included in BASIC part can be added as <Name, Value> pairs, or as a
variable binding Iist. These extensions, managed i ndependently by
vendors or other organi zations, should be published for w der
interoperability.

Applications are not required to report all the paraneters nentioned
in this section, but should have the flexibility to report a subset
of these paraneters appropriate to an application context. The neno
further identifies the paraneters that RDSs are required to include
in all PDUs for conpliance, as well as optional paraneters that RDSs
may report as needed. The definitions presented here are nmeant to
provi de guidance to inplenenters, and | ETF netric definition
references are provided for each netric. Application devel opers
shoul d choose the netrics appropriate to their applications’ needs.
Syntactical representations of the paraneters identified here are
provided in the [ RFC4712] specification
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5.1. Data Source Address (DA)

The Data Source Address (DA) is the address of the data source. This
could be either a globally unique |IPv4 or |Pv6 address, or a
privately IPv4 allocated address as defined in [ RFC1918].

It is expected that the DA would remain constant within a given
conmuni cati on session. RDSs SHOULD avoi d sendi ng these paraneters
within RAQVON reports too often to ensure an efficient usage of
net wor k resources.

5.2. Receiver Address (RA)

The Recei ver Address (RA) takes the sanme formas the Data Source
Address (DA) but represents the Receiver’'s Address. In a

communi cati on session, the reporting RDSs SHOULD fill in the other
party’s address as a Receiver Address. Like the Data Source Address,
this could be either a globally unique |Pv4 or |Pv6 address, or a
privately allocated | Pv4 address as defined in [ RFC1918].

It is expected that the Receiver Address (RA) would remai n constant
within a given comunication session. RDSs SHOULD avoi d sendi ng
these paraneters within RAQVON reports too often in order to ensure
an efficient usage of network resources.

5.3. Data Source Nane (DN)

The Data Source Nanme (DN) item could be of various formats as needed
by the application. Forns the DN could take include, but are not
restricted to:

"user @ost", or "host" if a user name is not available as on
singl e-user systems. For both of these formats, "host" is the
fully qualified domain name of the host from which the payl oad
originates, formatted according to the rules specified in

[ RFC1034], [RFC1035], and Section 2.1 of [RFC1123]. Use exanple
nanes are "bi g-guy@xanpl e.cont or "big-guy@92.0.2.178" for a
mul ti-user system On a systemw th no user nanme, an exanple
woul d be "i p-phone4630. exanpl e.con'. It is RECOMVENDED that the
standard host’s numeric address not be reported via the DN
paraneter, as the DA paraneter is used for that purpose

- Another instance of a DN could be a valid E. 164 phone nunber, a
SIP URI, or any other form of tel ephone or pager nunber. The
phone number SHOULD be formatted with a plus sign replacing the
i nternational access code. Exanple: "+44-116-496-0348" for a
nunber in the UK
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The DN value is expected to remain constant for the duration of a

session. RDSs SHOULD avoi d sending these paraneters within RAQVON
reports too often in order to ensure an efficient usage of network
resour ces

5.4. Receiver Nane (RN)

The Receiver Name (RN) takes the same formas DN, but represents the
Receiver’s nanme. |In a conmunication session, an applicati on SHOULD
supply as an RN the nane of the other party with which it is
conmmuni cat i ng.

The RN value is expected to remain constant for the duration of a

session. RDSs SHOULD avoi d sending these paraneters within RAQVON
reports too often in order to ensure an efficient usage of network
resour ces

5.5. Data Source Device Port Used

This paraneter indicates the source port used by the application for
a particular session or sub-session in comunication. Exanples of
ports include TCP Ports or UDP Ports, as used by communi cation
application protocols such as Session Initiation Protocol (SIP), SIP
for Instant Messagi ng and Presence Leveragi ng Extensions (S| MPLE)

H. 323, RTP, HyperText Transport Protocol (HTTP), and so on

Thi s paraneter MJST be sent in the first RAQVON PDU
5.6. Receiver Device Port Used

This paraneter indicates the receiver port used by the application

for a particular session or sub-session. Exanples of ports include
TCP Ports, or UDP Ports used by communi cation application protocols
such as SIP, SIMPLE, H 323, RTP, HITP, etc.

This paranmeter MJST be sent in the first RAQVON PDU.
5.7. Session Setup Date/Tine

This paraneter gives the tine when the setup was initiated, if the
application has a setup phase, or when the session was started, if
such a setup phase does not exist. The time is represented using the
tinmestanp format of the Network Tine Protocol (NTP), which is in
seconds relative to Oh UTC (Coordi nated Universal Tine) on 1 January
1900 [ RFC1305].

Thi s paranmeter SHOULD be sent only in the first RAQVON PDU, after the
session setup is conpl eted.
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5.8. Session Setup Del ay

The Session Setup Delay netric reports the tine taken from an
origination request being initiated by a host/endpoint to the nedia
pat h being established (or a session progress indication being
received fromthe renote host/endpoint), expressed in mlliseconds.
For exanple, in Vol P systens, a session setup tinme can be neasured as
the interval fromthe I ast DITMF (dual -tone nulti-frequency) button
pushed to the first ring-back tone that indicates that the far end is
ringing. Another exanple would be the Session Setup Delay of a SIP
call, which is neasured as the el apsed time between when an INVITE is
generated by a User Agent and when the 200 OK is received.

Thi s paraneter SHOULD be sent only in the first RAQVON PDU, after the
session setup is conpleted.

5.9. Session Duration

The Session Duration netric reports how long a session or a sub-
session lasted. This netric is application context sensitive. For
exanple, a VolP Call Session Duration can be neasured as the el apsed
time between call pickup and call term nation, including session
setup tine.

This parameter SHOULD be sent only in the first RAQVON PDU, after the
session i s term nated.

5.10. Session Setup Status

The Session Setup Status netric is intended to report the

communi cati on status of a session. |Its values identify appropriate
conmmuni cati on session states, such as Call Progressing, Call

Est abl i shed successfully, "trying", "ringing", "re-trying", "RSVP
reservation failed", and so on

Session setup status is nmeaningful in the context of applications.
For this reason, applications SHOULD use this nmetric together with
the application/name netrics defined in Section 5.32.

This information could be used by network managenent systens to
cal cul ate paraneters such as call success rate, call failure rate,
etc., or by a debugging tool that captures the status of a call’s
setup phase as soon as a call is established.

Thi s paraneter SHOULD be sent after each change in the session
st at us.
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5.11. Round-Trip End-to-End Network Del ay

The Round-Trip End-to-End Network Del ay, defined in [ RFC3550] for
applications running over RTP and in [ RFC2681] for all other IP
applications, is a key nmetric for Application QS Mnitoring. Some
applications do not performwell (or at all) if the end-to-end del ay
bet ween hosts is large relative to sone threshold value. FErratic
variation in delay values makes it difficult (or inpossible) to
support many real -time applications such as Voice over |P, Video over
I P, Fax over IP etc.

The Round-Trip End-to-End Network delay of the underlying transport
network i s nmeasured using nethodol ogi es described in [ RFC3550] for
RTP and in [ RFC2681] for other IP applications.

Note that the packets used for neasurenment in some nethodol ogi es may
be of a different type fromthose used for nedia (e.g., |CW instead
of RTP) and hence may differ in terns of route and queue priority.
This may result in neasured delays being different fromthose
experienced on the nedia path. Confornance for this netric requires
that actual application packets, or packets of the sane application
type, be used.

Support for RTP can be determ ned by the support of the RTP M B

[ RFC2959] in the hosts running the applications or by inclusion of
the string 'RTP at the beginning of the Application Nanme (Section
5.32).

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.12. One-Vay End-to- End Network Del ay

The One-Way End-to-End Network Delay [ RFC2679] netric reports the
One-Way End-to-End delay encountered by traffic fromthe source to
the destination network interface. One-Way Del ay neasurenents
identified by the IP Performance Metrics (I PPM Wirking G oup

[ RFC2679] will be used to nmeasure one-way end-to-end network del ay.

The need for such a nmetric is derived fromthe fact that the path
froma source to a destination may be different fromthe path from
the destination back to the source ("asynmetric paths"), such that
di fferent sequences of routers are used for the forward and reverse
paths. Therefore, round-trip nmeasurenments actually neasure the
performance of two distinct paths together.
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Measuring each path independently highlights the perfornance

di fference between the two paths that nay traverse different Internet
service providers, and even radically different types of networks
(for example, research versus comodity networks, or ATM
(Asynchronous Transfer Mde) versus Packet-over-SONET (Synchronous
Optical) transport networks).

Even when the two paths are symretric, they nay have radically

di fferent performance characteristics due to asynmmetric queui ng.

Per f ormance of an application may depend nostly on the performance in
one direction. For example, a file transfer using TCP nmay depend
nore on the perfornmance in the direction that data flows than on the
direction in which acknow edgenents travel

In QoS-enabl ed networks, provisioning in one direction nay be
radically different fromprovisioning in the reverse direction, and
thus the QoS guarantees differ. Measuring the paths independently
all ows the verification of both guarantees.

RAQVON SHOULD NOT derive One-Way End-to-End Network Delay by assumning
Internet paths are symmetric (i.e., dividing Round-Trip Delay by
two) .

Note that the packets used for neasurenent in sone nethodol ogi es may
be of a different type fromthose used for nedia (e.g., |CW instead
of RTP) and hence may differ in terns of route and queue priority.
This may result in neasured delays being different fromthose
experienced on the nedia path. Conformance for this netric requires
that actual application packets, or packets of the sane application
type, be used.

Thi s paraneter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.13. Application Del ay

Various Network Delay versions, as outlined in Sections 5.11 and
5.12, do not include del ays associated with buffering, play-out,
packet - sequenci ng, codi ng/ decoding, etc., in the end-devices. The
Application Delay netric defined in this section is targeted to
capture all such delay paraneters, providing a total application
endpoi nt del ay.

Application delay can be expressed as the tine delay introduced

between the network interface and the application-1level presentation
Since it is difficult to envision usage of all sorts of applications,
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the follow ng guidance is provided to the inplenenters to neasure the
application del ay:

- The sending end contribution to application delay is defined as the
sum of sanpl e sequenci ng, accunul ati on, and encodi ng del ay.

- The receiving end contribution to application delay is cal cul ated
as the sum of delays associated with buffering, play-out, packet-
sequenci ng, and decodi ng associated with the receiving direction,
if relevant.

The endpoint application delay is defined as the sum of the receiving
and sending contributions to delay neasured or estinmated within the
endpoint that is generating this report.

It is easy to recognize that applications running on an | P device can
experi ence sanme network delay but have different application-

associ ated del ay values. As such, the user experience associ ated
with specific applications nay vary while the network del ay val ue
remai ns sane for both the applications.

Havi ng network delay and application delay nmeasurenents avail able, a
managenent application can represent the del ay experienced by the end
user at the application level as a sumof network delay and the
application delays reported fromthe endpoints. However, the

speci fication of such a managenent application is outside the scope
of the RAQMON specification.

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.14. Inter-Arrival Jitter

The Inter-Arrival Jitter metric provides a short-term nmeasure of
networ k congestion [RFC3550]. The jitter neasure nmy indicate
congestion before it leads to packet loss. The inter-arrival jitter
field is only a snapshot of the jitter at the time when a RAQVON PDU
is generated and is not intended to be taken quantitatively as
indicated in [ RFC3550]. Rather, it is intended for conparison of
inter-arrival jitter fromone receiver over tine. Such inter-arriva
jitter information is extrenely useful to understand the behavior of
certain applications such as Voice over |IP, Video over |P, etc.
Inter-arrival jitter information is also used in the sizing of play-
out buffers for applications requiring the regular delivery of
packets (for exanple, voice or video play-out).
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In [ RFC3550], the selection function is inplicitly applied to
consecutive packet pairs, and the "jitter estinate" is conputed by
appl yi ng an exponential filter with paraneter 1/16 to generate the
estimate (i.e., j_new = 15/16* j_old + 1/16*) new).

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.15. | P Packet Delay Variation

[ RFC3393] provides guidance to several absolute jitter paraneters.
RAQVON uses the [ RFC3393] definition of the |P Packet Delay Variation
(i pdv) for packets inside a stream of packets. The |IP Delay
Variation nmetric is used to determine the dynanics of queues within a
network (or router) where the changes in delay variation can be
linked to changes in the queue | ength processes at a given link or a
conbi nation of links. Such a paraneter provides visibility within an
I P Network and a better understanding of application-Ievel
performance problenms as it relates to | P Network perfornance.

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.16. Total Nunber of Application Packets Received

This metric reports the nunber of application payl oad packets
received by the RDS as part of this session since the | ast RAQVON PDU
was sent up until the time this RAQVON PDU was gener at ed

This paraneter represents a very sinple increnental counter that
counts the nunber of "application" packets that an RDS has received.
Appl i cation packets MAY include signaling packets. Since this count
is a snapshot in tinme, depending on application type, it also varies
based on the application states, e.g., an RDS within an application
session will report the aggregated nunmber of application packets that
were sent out during signaling setup, nmedia packets received, session
term nation, etc.

For exanple, during Voice over IP or Video over |P sessions setup
this counter represents the nunber of signaling-session-related
packets that have been received that will be derived fromthe

rel evant application signaling protocol stack such as SIP or H. 323,

SI MPLE, and various other signaling protocols used by the application
to establish the conmunication session

Si ddi qui, et al. St andards Track [ Page 21]



RFC 4710 RAQVON Fr anmewor k Cct ober 2006

However, during a period when nedia is established between the
communi cating entities, this counter will be indicative of the nunber
of RTP Frames that have been sent out to the comunicating party
since | ast PDU was sent out. The nethodol ogy described within RTCP
SR/'RR reports [ RFC3550] to count RTP frames will be applied wherever
applications use RTP. This being a cunulative counter, applications
need to take into consideration the possibility of the counter
overflowing and restarting counting from zero.

Support for RTP can be determ ned by the support of the RTP M B

[ RFC2959] in the hosts running the applications or by inclusion of
the string ' RTP at the beginning of the Application Nane (Section
5.32).

Thi s paraneter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.17. Total Nunmber of Application Packets Sent

This metric reports the nunber of signaling and payl oad packets sent
by the RDS as part of this session since the |ast RAQVON PDU was sent
until the tine this RAQVON PDU was generated. Applications packets
MAY i ncl ude signaling packets. Simlar to the total nunber of
application packets received paraneter in Section 5.16, this count is
a snapshot in tinme. Depending on the application type, the counter
al so varies based on various application states, including packet
counts for signaling setup, nedia establishnent, session termnation
states, and so on. This being a cunul ative counter, applications
need to take into consideration the possibility of the counter
overflowi ng and restarting counting from zero.

Thi s paraneter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.18. Total Nunber of Application Cctets Received

This metric reports the total nunber of signaling and payl oad octets
received in packets by the RDS as part of this session since the |ast
RAQVON PDU was sent, up until the time this RAQVON packet was
generated. Applications octets MAY include signaling octets. The
met hodol ogy descri bed by [ RFC3550] will be applied wherever
applications use RTP. This being a cunulative counter, applications
need to take into consideration the possibility of the counter
overflowi ng and restarting counting from zero.
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Support for RTP can be determ ned by the support of the RTP M B

[ RFC2959] in the hosts running the applications or by inclusion of
the string 'RTP at the beginning of the Application Nanme (Section
5.32).

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.19. Total Nunber of Application Cctets Sent

This metric reports the total nunber of signaling and payl oad octets
received in packets by the RDS as part of this session since the |ast
RAQVON PDU was sent, up until the time this RAQVON packet was
generated. This is simlar to the Total Nunber of Application Cctets
Received nmetric. Applications octets MAY include signaling octets.
The met hodol ogy descri bed by [ RFC3550] will be applied wherever
applications use RTP. This being a cunulative counter, applications
need to take into consideration the possibility of the counter
overflowing and restarting counting from zero.

Support for RTP can be determ ned by the support of the RTP M B

[ RFC2959] in the hosts running the applications or by inclusion of
the string ' RTP at the beginning of the Application Nane (Section
5.32).

Thi s paraneter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.20. Cunul ative Packet Loss

The cunul ative packet loss nmetric indicates the | oss associated with
the network as well as local device |losses over tine. This paraneter
is counted as the total nunber of application packets fromthe source
that have been | ost since the beginning of the session. This nunber
is defined to be the nunber of packets expected | ess the nunber of
packets actually received, where the nunber of packets received

i ncludes the count of packets that are late or duplicates. If a
packet is discarded due to late arrival, then it MJST be counted as
either lost or discarded but MUST NOT be counted as both.

Packet | oss by the underlying transport network SHALL be neasured
usi ng the nethodol ogi es described in [RFC3550] for RTP traffic and
[ RFC2680] for other IP traffic. The nunber of packets expected is
defined to be the extended | ast sequence nunber received, as defined
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next, less the initial sequence nunber received. For RTP traffic,
this may be cal cul ated usi ng techni ques such as those shown in
Appendi x A. 3 of [RFC3550].

Packet | oss by the underlying transport network SHALL be neasured
usi ng the nethodol ogi es described in [RFC3550] for RTP traffic and

[ RFC2680] for other IP traffic. The nunber of packets expected is
defined to be the extended | ast sequence nunber received, as defined
next, less the initial sequence nunber received. For RTP traffic,
this may be cal cul ated usi ng techni ques such as those shown in
Appendi x A. 3 of [RFC3550].

Support for RTP can be determ ned by the support of the RTP M B

[ RFC2959] in the hosts running the applications or by inclusion of
the string 'RTP at the beginning of the Application Nanme (Section
5.32).

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.21. Packet Loss in Fraction

The Packet Loss in Fraction netric represents the packet |oss as
defined above, but expressed as a fraction of the total traffic over
tinme.

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.22. Cumul ative Application Packet Discards

The RAQVON Franmework allows applications to distinguish between
packets | ost by the network and those discarded due to jitter and
other application-level errors. Though packet |oss and di scards have
an equal effect on the quality of the application, having separate
counts for packet |oss and discards hel ps identify the source of

qual ity degradati on.

The packet discard netric indicates packets discarded |locally by the
device over tine. Local device-level packet discard is captured as
the total nunber of application-Ilevel packets fromthe source that
have been di scarded since the beginning of reception, due to late or
early arrival, under-run or overflow at the receiving jitter buffer,
or any other application-specific reasons.
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If the RDS cannot tell the difference between di scards and | ost
packets, then it MJST report only | ost packets and MJUST NOT report
di scards.

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.23. Packet Discards in Fraction

The packet discards in fraction netric represents packets fromthe
source that have been discarded since the beginning of the reception
but expressed as a fraction of the total traffic over tine.

Thi s paraneter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.24. Source Payl oad Type

The source payl oad type reports payload formats (e.g., nedia
encodi ng) as sent by the data source, e.g., ITU G711, ITU G 729B

H 263, MPEG 2, ASCIl, etc. This nmenpo follows the definition of

Payl oad Type (PT) in [RFC3551]. For exanple, to indicate that the
source payl oad type used for a session is PCMA (pul se-code nodul ati on
with A-law scaling), the value of the source payload field for the
respective session will be 8.

The source payload type value is expected to remain constant for the
duration of a session, with the exception of events |like dynamc
codec changes. RDSs SHOULD avoi d sending these paraneters within
RAQVON reports nore often than necessary (e.g., at dynanic codec
changes) to ensure an efficient usage of network resources.

If dynamic types (values 96 to 127, according to [ RFC3551]) are being
used to identify the source payload type, a RAQVON extension
paraneter MAY be defined to indicate the MM subtypes. 1In the case
where the RDS does send reports noting dynam c codec changes, there
may be instances where this extension paraneter is used only before
or after the codec change, as the source payl oad may shift between
the dynam c and static types.

5.25. Receiver Payl oad Type
The recei ver payload type reports payload formats (e.g., nedia
encodi ngs) as sent by the other communicating party back to the

source, e.g., ITUG 711, ITU G 729B, H 263, MPEG 2, ASCIIl, etc. This
docunent follows the definition of payload type (PT) in [ RFC3551].
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For exanple, to indicate that the destination payload type used for a
session is PCMA, the destination payload type field for the
respective session will be 8.

The destination payl oad type value is expected to remain constant for
the duration of a session, with the exception of events |ike dynamc
codec changes. RDSs SHOULD avoi d sending these paraneters within
RAQVON reports nore often than necessary (e.g., at dynanic codec
changes) to ensure an efficient usage of network resources.

If dynamic types (values 96 to 127, according to [ RFC3551]) are being
used to identify the destination payload type, a RAQVON extensi on
paraneter MAY be defined to indicate the MM subtypes. 1In the case
where the RDS does send reports noting dynam c codec changes, there
may be instances where this extension paraneter is used only before
or after the codec change, as the destination payl oad may shift

bet ween the dynam c and static types.

5.26. Source Layer 2 Priority

Many devices use Layer 2 technologies to prioritize certain types of
traffic in the Local Area Network environment. For exanple, the 1998
Edition of |EEE 802.1D [| EEE802. 1D], "Medi a Access Control Bridges”
contains expedited traffic capabilities to support transm ssion of
tinme-critical information. Many devices use that standard to nmark

Et hernet franes according to | EEE P802. 1p standard. Details on these
can be found in [| EEE802. 1D], which incorporates P802.1p. The Source
Layer 2 Priority RAQVON field indicates what Layer 2 values were used
by the host running the RDS to prioritize these packets in the Loca
Area Network environment.

The Source Layer 2 Priority value is expected to remain constant for
the duration of a session. Hosts running the RDSs SHOULD avoid
sendi ng these paranmeters within RAQVON reports too often in order to
ensure an efficient usage of network resources.

5.27. Source TOS/ DSCP Val ue

Various Layer 3 technologies are in place to prioritize traffic in
the Internet. For exanple, the traditional |IP Precedence [ RFC791]
and Type of Service (TCS) [RFC1812], or nore recent technol ogies like
Differentiated Services [ RFC2474] [ RFC2475], use the TOS octet in

| Pv4, whereas the traffic class octet is used to prioritize traffic
in |Pve. Source Layer TOS/ DCP RAQVON field reports the appropriate
Layer 3 values used by the Data Source to prioritize these packets.
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The Source TOS/ DSCP value is expected to remain constant for the
duration of a session. Hosts running the RDSs SHOULD avoi d sendi ng
these paraneters within RAQVON reports too often in order to ensure
an efficient usage of network resources.

5.28. Destination Layer 2 Priority

The Destination Layer 2 Priority reports the Layer 2 val ue used by
t he conmuni cation receiver to prioritize packets while sending
traffic to the data source in the Local Area Networks environnent.
Li ke Source Layer 2 Priority, Destination Layer 2 Priority could

i ndi cate whether the destination has used Layer 2 technol ogies like
| EEE P802. 1p for priority queuing.

The Destination Layer 2 Priority value is expected to remain constant
for the duration of a session. Hosts running the RDSs SHOULD avoi d
sendi ng these parameters within RAQVON reports too often in order to
ensure an efficient usage of network resources.

5.29. Destination TGOS/ DSCP Val ue

The Destinati on TOS/ DSCP RAQVON field reports the val ues used by the
Data Receiver to prioritize these packets received by the source
Simlar to Source Layer 3 Priority, Destination Layer 3 Priority

i ndi cates whet her the destination has used any Layer 3 technol ogi es
like I P Precedence [RFC791] and Type of Service (TCS) [ RFC1812], or
nore recent technologies like Differentiated Service [ RFC2474]

[ RFC2475] .

The Destination TOS/ DSCP val ue is expected to renmain constant for the
duration of a session. Hosts running the RDSs SHOULD avoi d sendi ng
these paraneters within RAQVON reports too often in order to ensure
an efficient usage of network resources.

5.30. CPU Utilization in Fraction

This paraneter captures the CPU usage of the hosts running the RDSs
that may have very critical inplications for QS of an end-devi ce.
It is conputed as an average since the last reporting interval, and
corresponds to the percentage of that tinme that the CPU was busy.

In the case of nultiple CPU hosts, the maxi numutilization anong the
di fferent CPUs MJST be reported.

Thi s paraneter SHOULD be sent in each RAQVON PDU, if the RDS has the

capability of determining its value and if the paraneter is rel evant
for the application.
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5.31. Menory Utilization in Fraction

This paraneter captures the nmenory usage of the hosts running the
RDSs that may have very critical inplications for QS of an end-
device. It is conputed as an average since the |ast reporting
interval and corresponds to the average percentage of the total
menory space critical for the applications in use during that tine
interval (e.g., primary CPU RAM buffers)

In the case of multiple CPU hosts, the nmaxi mum nenory utilization
anong the different CPUs MJST be reported.

Thi s paranmeter SHOULD be sent in each RAQVON PDU, if the RDS has the
capability of determining its value and if the paraneter is rel evant
for the application.

5.32. Application Nane/ Version

The Application Name/ Version paraneter gives the name and,

optionally, the version of the application associated with that
session or sub-session, e.g., "XYZ VolP Agent 1.2". This information
may be useful for scenarios where the end-device is running nmultiple
applications with various priorities and could be very handy for
debuggi ng pur poses.

If the application is using RTP [ RFC3550], the Application Name
SHOULD begin with the string 'RTP .

This paranmeter MJST be sent in the first RAQVON PDU
6. Report Aggregation and Statistical Data processing

Wthin the RAQVON Framework, RRCs are expected to have significantly
greater conputational resources than RDSs. Consequently, various
aggregation functions are perforned by the RRCs, while RDSs are not
burdened by statistical data processing such as conputation of

m ni ma, maxi m, averages, standard deviations, etc.

The RAQVON M B provides mi ni mal aggregation of the RAQVON paraneters
defined above. The RAQVON M B is not designed to provide extensive
aggregation |like the Application Performance Measurement (APM M B

[ RFC3729] or the Transport Performance Metrics (TPM M B [ RFC4150].
One should use APM and TPM M Bs to aggregate paraneters based on
protocols (e.g., performance of HITP, RTP) or applications (e.g.
performance of Vol P, Video Applications).
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RAQVON M B, aggregation can be performed only on specific

RAQVON netric paraneters. Aggregation always results in statistical
Mean/ M n/ Max val ues, according to these definitions:

Mean: Mean is defined as the statistical average of a netric over

7. Keepi

the duration of a communication session. For exanple, if an
RDS reported End-to-End delay netric Ntimes within a
conmuni cati on session, then the Mean End-to-End Del ay can be
comput ed by sunmm ng of these N reported val ues, and then

di viding by N

Mn is defined as the statistical mnimumof a nmetric over
the duration of a communication session. For exanple, if
the end-to-end delay netric of an end-device within a
conmuni cation session is reported N tines by the RDS, then
the Mn end-to-end delay is the smallest of the N end-to-end
delay netric val ues reported.

Max is defined as the statistical maxi mumof a metric over
the duration of a comunication session. For exanple, if
the end-to-end delay netric of an end-device within a
communi cati on session is reported Ntines by the RDS, then
the Max End-to-End Delay is the |argest of the N End-to-End
Del ay nmetric val ues report ed.

ng Historical Data and Storage

It is evident fromthe docunent that the RAQVON M B data need to be
managed to optim ze storage space. The large volume of data gathered
in a communi cation session could be optim zed for storage space by

performng and storing only aggregated RAQVON netrics for history if
required.
Exanpl es of how such storage space optinization can be perforned
i ncl ude:
1. Make data available through the MB only at the end of a

Si ddi qui ,

conmuni cation session, i.e., upon receipt of a NULL PDU.  The
aggregated data could be nade avail able using the RAQVON M B as
Mean, Max, or Mn entries and saved for historical purposes.

Use a tine-based algorithmthat aggregates data over a specific
period of tine within a conmmunicati on session, thus requiring
fewer entries, to reduce storage space requirenments. For
exanple, if an RDS sends data out every 10 seconds and the RRC
updates the RAQVON M B once every mnute, for every 6 data
points there would be one MB entry.
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3. Periodically delete historical data in accordance with an
adm nistrative policy. An exanple of such a policy would be to
del ete historical data older than 60 days. The inplenmentation
of such policies is left to the application devel oper’s
di scretion, and their use is an operational concern

8. Security Considerations

Security considerations associated with the RAQVON Franmework are
di scussed below, and in greater detail in other RAQVON nmenos as is
appropri at e.

8.1. The RAQVON Threat WMbdel

The vul nerabilities associated with the RAQVON Franework are a

conbi nati on of those associated with the underlying |layers up to the
transport |ayer, and of possible exploits of RAQVON payl oad.
Possi bl e exploits of RAQVON payloads fall within these cl asses

1. Unaut hori zed exani nation of sensitive information in the
payload in transit.

2. Unaut horized nodification of payload contents in transit,
| eadi ng to:

a. Ms-identification of information from one RAQVON reporting
session as belonging to another destined to the same RRC

b. M smappi ng of RAQVON sessi ons;

c. Various forns of session-level denial-of-service (DoS)
at t acks;

d. DoS through nodification of RAQVON paraneter val ues and
statistics;

e. Invalid tinmestanps, leading to false interpretation of the
nmoni tored data, affecting call records infornmation, and
maki ng difficult to place nonitoring events in their
appropriate tenporal context.

3. Mal forned payl oads, pernitting the exploitation of potentia
i mpl enent ati on weaknesses to conprom se an RRC.

4. Unaut hori zed disclosure of sensitive data carried by
application PDUs, |leading to a breach of confidentiality.
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Consequently, threats based on unauthorized disclosure or
nodi ficati on of payl oads or headers will have to be assuned.

8.2. The RAQVON Security Requirenments and Assunptions

In order to preserve integrity of the RAQVON PDU agai nst these
threats, the RAQVON nodel nust provide for cryptographically strong
security services

Consequently, the RAQVON framework nust be able to provide for the
foll owi ng protections:

1. Authentication - the RRC should be able to verify that a RAQVON
PDU was in fact originated by the RDS that clains to have sent
it.

2. Privacy - Since RAQVON i nformation includes identification of
the parties participating in a communication session, the
RAQVON franmewor k should be able to provide for protection from
eavesdroppi ng, to prevent an unauthorized third party from
gathering potentially sensitive information. This can be
achi eved by using various payl oad encryption technol ogi es, such
as Data Encryption Standard (DES), 3-DES, Advanced Encryption
Standard (AES), etc.

3. Protection from DoS attacks directed at the RRC - RDSs send
RAQVON reports as a side effect of an external event (for
exanpl e, a phone call is being received). An attacker can try
to overwhelmthe RRC (or the network) by initiating a |large
nunber of events (i.e., calls) for the purpose of swanping the
RRC with too nany RAQVION PDUs.

To prevent DoS attacks against RRC, the RDS will send the first
report for a session only after the session has been in
progress for the five-second reporting interval. Sessions
shorter than that should be stored in the RDS and will be
reported only after that interval has expired.

8.3. RAQVDN Security Mdel

The RAQVON architecture pernmits the use of nultiple transport
protocols. Mst of these support a secure node of operation. There
are advantages to relying on the security provided at the transport
protocol |ayer.

1. Transport-protocol -level security can generally protect the

payl oad with end-to-end authentication, confidentiality,
message integrity, and replay protection services.
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2. A good cryptographic security protocol always has an associ at ed
key management protocol. Use of transport protocol security
relies on its key managenent and does not require devel opnent
of anot her mechani sm

3. Wen transport protocol security is already enabl ed between the
RDS and RRC, additional encryption and nessage authentication
at the application level is avoided.

However, there are al so shortconmngs to be noted in relying on
transport protocol security.

1. \Wen session-level isolation of the different RAQVON sessions
of an RDS-RRC pair is required, it will be necessary to open
separate transport protocol instances. Such cases, however,
may be rare.

2. Since security services are not provided by the RAQVON
framework, the absence of transport or |ower protocol security
i mplies the absence of RAQVON security.
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