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Abstract

Thi s docunent recomends net hods that are intended to inprove the
scalability and stability of |large networks using Open Shortest Path
First (OSPF) Version 2 protocol. The methods include processing OSPF
Hel l os and Link State Advertisenent (LSA) Acknow edgnents at a higher
priority conpared to other OSPF packets, and other congestion

avoi dance procedures.
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1

I ntroduction

In this docunent, OSPF refers to OSPFv2 [Refl]. The scalability and
stability inmprovenent techni ques described here may al so apply to
OSPFv3 [Ref2], but that will require further study and operationa
experi ence.

A large network runni ng OSPF protocol may occasionally experience the
si nul t aneous or near-si nul taneous update of a |arge nunber of |ink
state advertisements, or LSAs. This is particularly true if OSPF
traffic engineering extension [Ref3] is used that may significantly

i ncrease the nunber of LSAs in the network. W call this event an
LSA stormand it nmay be initiated by an unscheduled failure or a
schedul ed nai ntenance event. The failure may be hardware, software,
or procedural in nature.

The LSA storm causes high CPU and nenory utilization at the router
causi ng i nconing packets to be del ayed or dropped. Delayed

acknow edgnents (beyond the retransm ssion tinmer value) result in
retransm ssions, and del ayed Hell o packets (beyond the router-dead
interval) result in neighbor adjacencies being declared down. The
retransm ssions and additional LSA originations result in further CPU
and nenory usage, essentially causing a positive feedback |oop

which, in the extrene case, may drive the network to an unstable

st at e.

The default value of the retransmission tinmer is 5 seconds and that
of the router-dead interval is 40 seconds. However, recently there
has been a lot of interest in significantly reducing OSPF convergence
tinme. As part of that plan, nuch shorter (sub-second) Hello and
router-dead intervals have been proposed [Ref4]. |In such a scenario,
it will be nore likely for Hell o packets to be del ayed beyond the
router-dead interval during network congestion caused by an LSA
storm

In order to inprove the scalability and stability of networks, we
recommend steps for prioritizing critical OSPF packets and avoi di ng
congestion. The details of the recommendations are given in Section
2. Asimulation study is reported in [Ref13] that quantifies the

congesti on phenonmenon and its inpact. It also studies several of the
recomendat i ons and shows that they indeed i nprove the scalability
and stability of networks using OSPF protocol. [Refl1l3] is available

on request by contacting the editor or one of the authors.
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Appendi x A explains in nore detail LSA storm scenarios, their inpact,
and points out a few real-1ife exanples of control-nessage storns.
Appendi x B provides a list of variables used in the recomendations
and their exanple values. Appendix C provides sonme further
recomendat i ons and suggestions with sinilar goals.

2. Reconmmendati ons

The recommendati ons below are intended to i nprove the scalability and
stability of |arge networks using OSPF protocol. During periods of
net wor k congestion, they would reduce retransm ssions, avoid an

adj acency to be declared down due to Hell o packets bei ng del ayed
beyond the RouterDeadlnterval, and take other congestion avoi dance
steps. The recomendati ons are unordered except that Recomendati on
2 is to be inplemented only if Reconmendation 1 is not inplenmented.

(1) dassify all OSPF packets in two classes: a "high priority” class
conprising OSPF Hell o packets and Link State Acknow edgenent
packets, and a "low priority" class conprising all other packets.
The classification is acconplished by examni ning the OSPF packet
header. \While receiving a packet from a nei ghbor and while
transmitting a packet to a neighbor, try to process a "high
priority" packet ahead of a "low priority" packet.

The prioritized processing while transnitting nmay cause OSPF
packets from a nei ghbor to be received out of sequence. |If

Crypt ographi ¢ Authentication (AuType = 2) is used (as specified
in [Refl]), then successive received valid OSPF packets froma
nei ghbor need to have a non-decreasi ng " Cryptographi c sequence
nunber”. To conply with this requirenent, we reconmmend that in
case Cryptographic Authentication (AuType = 2) is used [Refl],
prioritized processing not be done at the transmitter. This will
avoi d packets arriving at the receiver out of sequence. However,
after security processing at the receiver (including sequence
nunber checking) is conplete, the OSPF packets may be kept in a
"high priority" queue or a "low priority" queue based on their

cl ass and processed accordingly. The benefit of prioritized
processing is clearly higher in the absence of Cryptographic

Aut hentication since in that case prioritization can be

i npl emented both at the transmitter and at the receiver.

However, even with Cryptographic Authentication it will be
beneficial to have prioritization only at the receiver (follow ng
security processing).

(2) If Reconmendation 1 cannot be inplenented, then reset the
inactivity timer for an adjacency whenever any OSPF uni cast
packet or any OSPF packet sent to All SPFRouters over a point-to-
point link is received over that adjacency instead of resetting
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the inactivity timer only on receipt of the Hello packet. So
OSPF woul d decl are the adjacency to be down only if no OSPF

uni cast packets or no OSPF packets sent to Al SPFRouters over a
point-to-point link are received over that adjacency for a period
equal i ng or exceedi ng the RouterDeadlnterval. The reason for not
recomendi ng this proposal in conjunction with Recommendation 1
is to avoid potential undesirable side effects. One such effect
is the delay in discovering the down status of an adjacency in a
case where no high priority Hell o packets are being received but
the inactivity timer is being reset by other stale packets in the
low priority queue.

(3) Use an exponential backoff algorithmfor determ ning the val ue of
the LSA retransmission interval (Rxmtinterval). Let R(i)
represent the Rxntlnterval value used during the i-th
retransm ssion of an LSA. Use the following algorithmto conpute

R(i).

R(1) = Rmin
R(i+1) = Mn(KR(i), Rmax) for i>=1

where K, Rmin, and Rmax are constants and the function Mn(.,.)
represents the m nimumvalue of its two argunents. Exanple
values for K, Rmn, and Rrax may be 2, 5, and 40 seconds,
respectively. Note that the exanple value for Rmin, the initia
retransm ssion interval, is the same as the sanple val ue of
RxnmtInterval in [Refl].

This recommendation is notivated by the observation that during a
networ k congestion event caused by control nessages, a ngjor
source for sustaining the congestion is the repeated

retransm ssion of LSAs. The use of an exponential backoff
algorithmfor the LSA retransm ssion interval reduces the rate of
LSA retransni ssions while the network experiences congestion
(during which it is nore likely that multiple retransm ssions of
the sane LSA woul d happen). This in turn hel ps the network get
out of the congested state.

(4) Inplicit Congestion Detection and Action Based on That: |If there
is control nmessage congestion at a router, its neighbors do not
know about that explicitly. However, they can inplicitly detect
it based on the nunber of unacknowl edged LSAs to this router. |If
this nunber exceeds a certain "high-water mark", then the rate at
which LSAs are sent to this router should be reduced
progressively using an exponential backoff nechani sm but not
below a certain mininumrate. At a future tinme, if the nunber of
unacknowl edged LSAs to this router falls below a certain "I ow
wat er mark", then the rate of sending LSAs to this router should
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be i ncreased progressively, again using an exponential backoff
nmechani sm but not above a certain maximumrate. The whol e
algorithmis given below Note that this algorithmis to be
appl i ed i ndependently to each nei ghbor and only for unicast LSAs
sent to a neighbor or LSAs sent to Al SPFRout ers over a point-
to-point I|ink.

t,
t) = Nunber of unacknow edged LSAs to neighbor at tinme t.
= A high-water mark (in units of nunber of unacknow edged
LSAs) .
L=Alowwater mark (in units of nunber of unacknow edged LSAs).
G(t) = Gap between sendi ng successive LSAs to neighbor at tine t.
F = The factor by which the above gap is to be increased during
congestion and decreased after coning out of congestion
T=Mninumtinme that has to el apse before the existing gap
i s considered for change.
Grin =
Gmax =

M ni rum al | owed val ue of gap
Maxi mum al | owed val ue of gap

The equation bel ow shows how the gap is to be changed after a
time T has el apsed since the |ast change:

-
| Mn(FQt),Gmx) if Ut+T) > H
Gt+T) = | t) if H>= U(t+T) >= L
| Max(Gt)/F, Grin) if UWt+T) < L
| _

Mn(.,.) and Max(.,.) represent the m ni rum and naxi num val ues of
the two argunents, respectively.

Exanpl e val ues for the various paranmeters of the algorithmare as
follows: H=20, L =10, F =2, T =1 second, Grin = 20 ns, Gmax
= 1 second.

Recommendati ons 3 and 4 both sl ow down LSAs to congested

nei ghbors based on inplicitly detecting the congestion, but they
have inportant differences. Reconmendation 3 progressively slows
down successive retransm ssions of the sane LSA, whereas
Recommendati on 4 progressively slows down all LSAs (new or
retransm ssion) to a congested nei ghbor

(5) Throttling Adjacencies to Be Brought Up Sinultaneously: |If a
router tries to bring up a large nunber of adjacencies to its
nei ghbors sinul taneously, then that nay cause severe congestion
due to database synchronization and LSA flooding activities. It
is recommended that during such a situation no nore than "n

Choudhury, Ed. Best Current Practice [ Page 5]



RFC 4222 Prioritized Treat nent Cct ober 2005

adj acenci es should be brought up sinultaneously. Once a subset
of adj acenci es has been brought up successfully, newer

adj acenci es may be brought up as long as the nunber of

si mul t aneous adj acenci es bei ng brought up does not exceed
The appropriate value of "n" would depend on the router
processi ng power, total bandw dth available for control plane
traffic, and propagation delay. The value of "n" should be
confi gurabl e.

n.

In the presence of throttling, an inportant issue is the order in
whi ch adj acencies are to be forned. W recomend a First Cone
First Served (FCFS) policy based on the order in which the
request for adjacency formation arrives. Requests may either be
from nei ghbors or self-generated. Anpong the self-generated
requests, a priority list may be used to decide the order in

whi ch the requests are to be nade. However, once an adjacency
formati on process starts it is not to be preenpted except for
unusual circunstances such as errors or tine-outs.

In sone of the recomendati ons above, we refer to point-to-point
links. Those references should also include cases where a broadcast
network is to be treated as a point-to-point connection fromthe
standpoint of IP routing [Ref5]

3. Security Considerations

This meno does not create any new security issues for the OSPF
pr ot ocol
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Appendi x A LSA Storm Causes and | npact

An LSA stormmay be initiated due to nany reasons. Here are sone
exanpl es:

(a) one or nore link failures due to fiber cuts,

(b) one or nore router failures for sone reason, e.g., software crash
or some type of disaster (including power outage) in an office
conpl ex hosting many routers,

(c) link/router flapping,

(d) requirenment of taking down and later bringing back many routers
during a software/hardware upgrade

(e) near synchronization of the periodic 1800-second LSA refreshes of
a subset of LSAs,

(f) refresh of all LSAs in the systemduring a change in software
ver si on,

(g) injecting a |large nunber of external routes to OSPF due to a
procedural error,

(h) Router ID changes causing a | arge nunber of LSA re-originations
(possibly LSA purges as well depending on the inplenentation).

In addition to the LSAs originated as a direct result of link/router
failures, there may be other indirect LSAs as well. One exanple in
MPLS networks is traffic engineering LSAs [Ref3] originated at other
links as a result of significant changes in reserved bandw dt h.

These result fromrerouting of Label Sw tched Paths (LSPs) that went
down during the link/router failure. The LSA storm causes high CPU
and nenory utilization at the router processor causing inconing
packets to be del ayed or dropped. Delayed acknow edgnments (beyond
the retransmission tiner value) results in retransm ssions, and

del ayed Hell o packets (beyond the Router-Dead interval) results in

i nks being declared down. A trunk-down event causes router LSA
origination by its end-point routers. |If traffic engineering LSAs
are used for each link, then that type of LSA would al so be
originated by the end-point routers and potentially el sewhere as well
due to significant changes in reserved bandw dt hs at other |inks
caused by the failure and reroute of LSPs originally using the failed
trunk. Eventually, when the link recovers that would al so trigger
additional router LSAs and traffic engineering LSAs.
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The retransm ssions and additional LSA originations result in further
CPU and nenory usage, essentially causing a positive feedback | oop
We define the LSA stormsize as the nunber of LSAs in the origina
storm not counting any additional LSAs resulting fromthe feedback

| oop described above. |If the LSA stormis too |large, then the
positive feedback | oop nentioned above may be | arge enough to
indefinitely sustain a large CPU and nenory utilization at nmany
routers in the network, thereby driving the network to an unstable
state. |In the past, network outage events have been reported in IP
and ATM networks using |ink-state protocols such as OSPF,
Internediate Systemto Internediate System (I1S-1S), Private Network-
Network Interface (PNNI), or sone proprietary variants. See for
exanpl e [Ref6-Ref9]. In nany of these exanples, |arge-scale flooding
of LSAs or other sinilar control nmessages (either naturally or
triggered by sonme bug or inappropriate procedure) have been partly or
fully responsible for network instability and outage.

In [Ref13], a sinulation nodel is used to show that there is a
certain LSA stormsize threshold above which the network may show
unst abl e behavi or caused by a | arge nunber of retransm ssions, |ink
failures due to m ssed Hell o packets, and subsequent |ink recoveries.
It is also shown that the LSA stormsize causing instability may be
substantially increased by providing prioritized treatnent to Hello
and LSA Acknow edgnent packets and by using an exponential backoff
algorithmfor determining the LSA retransm ssion interval. |If it is
not possible to prioritize Hello packets, then resetting the
inactivity timer on receiving any valid OSPF packets can al so provide
the sane benefit. Furthernore, if we prioritize Hello packets, then
even when the network operates sonewhat above the stability
threshold, links are not declared down due to nissed Hellos. This

i nplies that even though there is control plane congestion due to
many retransm ssions, the data plane stays up and no new LSAs are
originated (besides the ones in the original stormand the
refreshes). These observations support the first three
recomendations in Section 2. The authors of this docunment have al so
done sinulations to verify that the other recommendati ons in Section
2 hel p avoid congestion and allow a graceful exit froma congested

st at e.

One nmight argue that the scalability issue of |arge networks should
be solved solely by dividing the network hierarchically into multiple
areas so that flooding of LSAs remains |ocalized within areas.
However, this approach increases the network managenent and design
complexity and may result in less optinal routing between areas.

Al so, Autonompous System External (ASE) LSAs are flooded throughout
the AS, and it rmay be a problemif there are |arge nunbers of them
Furt hernmore, a | arge nunber of summary LSAs may need to be fl ooded
across areas, and their nunbers would increase significantly if
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mul tiple Area Border Routers are enployed for the purpose of
reliability. Thus, it is inportant to allow the network to grow
towards as large a size as possible under a single area.

The recommendations in the docunment are synergistic with a broader
set of scalability and stability inprovenent proposals. [Refl10]
proposes floodi ng overhead reduction in case nore than one interface
goes to the sane neighbor. [Refll] proposes a nechanismfor greatly
reduci ng LSA refreshes in stabl e topol ogies.

[ Ref 12] proposes a wi de range of congestion control and failure
recovery mechani sns (sone of those ideas are covered in this
docunent, but [Refl12] has other ideas not covered here).

Appendi x B. List of Variables and Val ues

F = The factor by which the gap between sendi ng successive LSAs to
a neighbor is to be increased during congestion and decreased
after coming out of congestion (used in Recommendation 4).
Exanpl e value is 2.

G(t) = Gap between sendi ng successive LSAs to a neighbor at tine t
(used in Recommendation 4).

d

Maxi mum al | owed val ue of gap between sendi ng successive LSAs
to a neighbor (used in Reconmendation 4). Exanple value is 1
second.

Grin = M nimum al | owed val ue of gap between sendi ng successive LSAs
to a nei ghbor (used in Reconmendation 4). Exanple value is 20
ns.

H = A high-water mark (in units of nunber of unacknow edged LSAs).
Exceeding this mark would trigger a potential increase in the
gap between sendi ng successive LSAs to a neighbor. (used in
Recommendation 4). Exanple value is 20.

K = Amultiplicative constant used in increasing the Rxntlnterva
val ue used during successive retransm ssions of the same LSA
(used in Recommendation 3). Exanple value is 2.

L = Alowwater mark (in units of nunber of unacknow edged LSAs)
Dropping below this mark would trigger a potential decrease in
the gap between sendi ng successive LSAs to a nei ghbor. (used
i n Reconmendation 4). Exanple value is 10.

n = Upper limt on the nunmber of adjacencies to be brought up
si mul taneously (used in Reconmendation 5).
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R(i) = RxmtInterval value used during the i-th retransm ssion of an
LSA (used in Recommendation 3).

Rmax = The maxi mum al | owed val ue of Rxmtlnterval (used in
Recommendation 3). Exanple value is 40 seconds.

Rmin = The minimum al |l owed val ue of Rxntlnterval (used in
Recommendation 3). Exanple value is 5 seconds.

T = Mninumtinme that has to el apse before the existing gap
bet ween sendi ng successive LSAs to a nei ghbor is considered
for change (used in Reconmendation 4). Exanple value is 1
second.

u(t)

Number of unacknow edged LSAs to a neighbor at time t (used in
Recomendati on 4).

Appendi x C. O her Recommendati ons and Suggesti ons

(1) Explicit Marking: In Section 2, we recommended that OSPF packets
be classified to "high" and "low' priority classes based on
exam ni ng the OSPF packet header. In sone cases (particularly in
the receiver), this exam nation may be conputationally costly.

An alternative would be the use of different TOS/ Precedence field
settings for the two priority classes. [Refl] reconmends setting
the TOS field to O and the Precedence field to 6 for all OSPF
packets. W recomend this same setting for the "low' priority
OSPF packets and a different setting for the "high" priority OSPF
packets in order to be able to classify them separately w thout
havi ng to exam ne the OSPF packet header. Two exanples are given
bel ow

Exanple 1. For "low' priority packets, set TOS field to O and
Precedence field to 6, and for "high" priority packets
set TOS field to 4 and Precedence field to 6.

Exanple 2: For "low' priority packets, set TOS field to 0 and
Precedence field to 6, and for "high" priority packets
set TOS field to 0 and Precedence field to 7.

Note that the TOS/ Precedence bits have been redefined by Diffserv
(RFC 2474, [Refl14]). Al'so note that the different TOS/ Precedence
field settings suggested above only need to be agreed anong the
systens on the Iink. This recommendation is not needed to be
followed if it is easy to exanine the OSPF packet header and

t hereby separately classify "high" and "l ow' priority packets.
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(2) Further Prioritization of OSPF Packets: Besides the packets
designated as "high" priority in Recormendation 1 of Section 2,
there may be a need for further priority separation anong the
"l ow' priority OSPF packets. W recommend the use of three
priority classes: "high", "mediunm and "low'. Wile receiving a
packet from a nei ghbor and while transnmitting a packet to a
nei ghbor, try to process a "high priority" packet ahead of
"medi um' and "low' priority packets and a "nediun priority
packet ahead of "low priority" packets. The "high" priority
packets are as designated in Reconmmendation 1 of Section 2. W
provi de bel ow two candi date exanples for "mediuni priority
packets. All OSPF packets not designated as "high" or "nediunt
priority are "low' priority. |f Cryptographic Authentication
(AuType = 2) is used (as specified in [Refl]), then prioritized
treatment is to be provided only at the receiver and after
security processing, but not at the transmtter since that may
cause packets to arrive out of sequence and violate the
requi renents of "Autype = 2"

One exanpl e of "nmedium' priority packet is the Database
Description (DBD) packet froma slave (during the database
synchroni zati on process) that is used as an acknow edgnent.

A second exanple is an LSA carrying intra-area topol ogy change
information (this may trigger SPF cal culation and rerouting of
Label Switched Paths, so fast processing of this packet may

i mprove OSPF/ Label Distribution Protocol (LDP) convergence
times). However, if the processing cost of identifying and
separately queueing the LSA in this exanple is deened to be high,
then the inplenenter may decide not to do it.

(3) Processing a Large Nunber of LSA Purges: Cccasionally, sone
events in the network, such as router |ID changes, may result in a
| arge number of LSA re-originations and LSA purges. |In such a
scenari o, one may consi der processing LSAs in different order
e.g., processing LSA purges ahead of LSA originations. W,
however, do not recommend out-of-order LSA processing for severa
reasons. First, detecting the LSA type ahead of queueing nmay be
conputationally expensive. Qut-of-order processing may also
cause subtle bugs. W do not want to recommend a maj or change in
the LSA processing paradigmfor a relatively rare event such as
router I D change. However, a router with a changing ID nmay flush
the old LSAs gradually w thout causing a storm
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