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Abstract

Fi bre Channel Over TCP/IP (FCIP) describes nechanisns that allow the
i nterconnection of islands of Fibre Channel storage area networks
over | P-based networks to forma unified storage area network in a
singl e Fibre Channel fabric. FCIP relies on |IP-based network
services to provide the connectivity between the storage area network
i sl ands over |ocal area networks, netropolitan area networks, or w de
area networks.
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1

Pur pose, Motivation, and bjectives

Warning to Readers Faniliar Wth Fibre Channel: Both Fi bre Channe
and | ETF standards use the sanme byte transm ssion order. However ,
the bit and byte nunbering is different. See appendix A for

gui dance

Fi bre Channel (FC) is a gigabit or nmulti-gigabit speed networking
technology prinmarily used to inplenment Storage Area Networks (SANs).
See section 2 for information about how Fi bre Channel is standardized
and the relationship of this specification to Fibre Channel

standards. An overview of Fibre Channel can be found in [34].

Thi s specification describes nechanisns that allow the

i nterconnection of islands of Fibre Channel SANs over IP Networks to
forma unified SAN in a single Fibre Channel fabric. The notivation
behi nd defining these interconnection nechanisns is a desire to
connect physically renote FC sites allow ng renpte di sk access, tape
backup, and live mrroring.

Fi bre Channel standards have chosen nomi nal distances between sw tch
elements that are less than the distances available in an | P Network
Since Fi bre Channel and I P Networking technol ogies are conpatible, it
is logical to turn to IP Networking for extending the allowable

di stances between Fi bre Channel switch el enents.

The fundanental assunption nade in this specification is that the

Fi bre Channel traffic is carried over the IP Network in such a nanner
that the Fibre Channel Fabric and all Fibre Channel devices on the
Fabric are unaware of the presence of the IP Network. This neans
that the FC datagrans nust be delivered in such tine as to conply
with existing Fibre Channel specifications. The FC traffic may span
LANs, MANs, and WANs, so long as this fundanmental assunption is
adhered to.

The objectives of this docunent are to:

1) specify the encapsul ati on and mappi ng of Fibre Channel (FC) franes
enpl oyi ng FC Frame Encapsul ation [19].

2) apply the mechani smdescribed in 1) to an FC Fabric using an I P
network as an interconnect between two or nore islands in an FC
Fabri c.

3) address any FC concerns arising fromtunneling FC traffic over an
| P-based network, including security, data integrity (I oss),
congestion, and performance. This will be acconplished by
utilizing the existing | ETF-specified suite of protocols.
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4) be conpatible with the referenced FC standards. While new work
may be undertaken in T1l to optinize and enhance FC Fabrics, this
speci ficati on REQUI RES conformance only to the referenced FC
st andar ds.

5) be conpatible with all applicable | ETF standards so that the IP
Net work used to extend an FC Fabric can be used concurrently for
ot her reasonabl e purposes.

The objectives of this docunent do not include using an I P Network as
a replacenent for the Fibre Channel Arbitrated Loop interconnect. No
definition is provided for encapsulating |loop primtive signals for
transm ssion over an | P Network.

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [1].

2. Relationship to Fibre Channel Standards
2.1. Relevant Fi bre Channel Standards

FC is standardi zed as a fam |y of American National Standards

devel oped by the T11 technical conmittee of INCITS (InterNationa
Committee for Information Technol ogy Standards). T11 has specified a
nunber of documents describing FC protocols, operations, and
services. T11 docunents of interest to readers of this specification
include (but are not linmted to):

- FC-BB - Fibre Channel Backbone [2]

- FC-BB-2 - Fibre Channel Backbone -2 [3]

- FC-SW2 - Fibre Channel Switch Fabric -2 [4]

- FCGFES - Fibre Channel Frami ng and Signaling [5]

FC-BB and FC-BB-2 describe the relationship between an FC Fabric and
i nterconnect technol ogi es not defined by Fibre Channel standards
(e.g., ATMand SONET). FC-BB-2 is the Fibre Channel docunent
describing the rel ati onshi ps between FC and TCP/I P, including the FC
use of FCIP.

FC-SW 2 describes the switch conponents of an FC Fabric and FC FS
descri bes the FC Frane format and basic control features of Fibre
Channel

Additional information regarding T11l activities is available on the
conmittee's web site ww. t11. org.
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2.2. This Specification and Fi bre Channel Standards

When consi dering the chall enge of transporting FC Franes over an IP
Network, it is logical to divide the standardization effort between
TCP/ 1P requirenents and Fi bre Channel requirenents. This
specification covers the TCP/IP requirenents for transporting FC
Frames; the Fibre Channel docunments described in section 2.1 cover
the Fi bre Channel requirenents.

This specification addresses only the requirenents necessary to
properly utilize an IP Network as a conduit for FC Franes. The
result is a specification for an FCIP Entity (see section 5.4).

A product that tunnels an FC Fabric through an | P Network MJST
conbine the FCIP Entity with an FC Entity (see section 5.3) using an
i npl ement ation specific interface. The requirenments placed on an FC
Entity by this specification to achieve proper delivery of FC Franes
are sumarized in appendix H Mre informati on about FC Entities can
be found in the Fibre Channel standards and an exanple of an FC
Entity can be found in FCG-BB-2 [3].

No attenpt is being made to define a specific APl between an FC P
Entity and an FC Entity. The approach is to specify required
functional interactions between an FCIP Entity and an FC Entity (both
of which are required to forward FC franes across an | P Network), but
all ow i npl ementers to choose how these interactions will be realized.

3. Term nol ogy
Terns used to describe FCIP concepts are defined in this section

FC End Node - An FC device that uses the connection services provided
by the FC Fabric.

FC Entity - The Fibre Channel specific functional conponent that
conbines with an FCIP Entity to forman interface between an FC
Fabric and an I P Network (see section 5.3).

FC Fabric - An entity that interconnects various Nx_Ports (see [5])
attached to it, and is capable of routing FC Franes using only the
destination ID information in an FC Frame header (see appendix F).

FC Fabric Entity - A Fibre Channel specific el enent containing one
or nore Interconnect Ports (see FC-SW2 [4]) and one or nore
FC/FCIP Entity pairs. See FC-BB-2 [3] for details about FC Fabric
Entities.
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FC Frame - The basic unit of Fibre Channel data transfer (see
appendi x F).

FC Frame Receiver Portal - The access point through which an FC
Frame and tinme stanp enter an FCIP Data Engine fromthe FC Entity.

FC Frame Transnmitter Portal - The access point through which a
reconstituted FC Frane and tinme stanp | eave an FCI P Data Engine to
the FC Entity.

FC/FCIP Entity pair - The conbination of one FC Entity and one FCI P
entity.

FCI P Data Engine (FCIP_DE) - The conponent of an FCIP Entity that
handl es FC Frame encapsul ati on, de-encapsul ation, and transm ssion
FCI P Franes through a single TCP Connection (see section 5.6).

FCIP Entity - The entity responsible for the FCI P protocol exchanges
on the I P Network and enconpasses FCIP_LEP(s) and FCIP Control and
Services nodul e (see section 5.4).

FCIP Frane - An FC Frame plus the FC Frame Encapsul ation [ 19]
header, encoded SOF and encoded EOF that contains the FC Frame
(see section 5.6.1).

FCIP Link - One or nore TCP Connections that connect one FCIP_LEP to
anot her (see section 5.2).

FCI P Li nk Endpoint (FCIP_LEP) - The conponent of an FCIP Entity
that handles a single FCIP Link and contains one or nore FCl P_DEs
(see section 5.5).

Encapsul at ed Frane Receiver Portal - The TCP access point through
which an FCIP Frane is received fromthe |IP Network by an FCI P
Dat a Engi ne.

Encapsul ated Frane Transnitter Portal - The TCP access point through
which an FCIP Frame is transnmitted to the IP Network by an FCI P
Dat a Engi ne.

FCI P Special Frame (FSF) - A specially formatted FC Frane cont ai ni ng
i nformati on used by the FCIP protocol (see section 7).
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4. Protocol Summary

The FCI P protocol is sumuarized as foll ows:

1

2)

3)

4)

5)

6)

7)

8)

9)

The primary function of an FCIP Entity is forwardi ng FC Franes,
enpl oyi ng FC Frane Encapsul ation described in [19].

Viewed fromthe I P Network perspective, FCIP Entities are peers
and conmuni cate using TCP/IP. Each FCIP Entity contains one or
nmore TCP endpoints in the |P-based network

Viewed fromthe FC Fabric perspective, pairs of FCIP Entities, in
conbination with their associated FC Entities, forward FC Franes

between FC Fabric elenents. The FC End Nodes are unaware of the

exi stence of the FCI P Link

FC Primtive Signals, Primtive Sequences, and Class 1 FC Franes
are not transnmitted across an FCI P Li nk because they cannot be
encoded using FC Franme Encapsul ation [19].

The path (route) taken by an encapsul ated FC Frane foll ows the
normal routing procedures of the I P Network

An FCIP Entity MAY contain nultiple FCIP Link Endpoints, but each
FCI P Li nk Endpoint (FCI P_LEP) conmuni cates with exactly one other
FCl P_LEP.

When multiple FCIP_LEPs with nultiple FCIP_DEs are in use,

sel ection of which FCIP_DE to use for encapsul ating and
transmitting a given FC Frane is covered in FG-BB-2 [3]. FCP
Entities do not actively participate in FC Frane routing.

The FCIP Control and Services nodul e MAY use TCP/IP quality of
service features (see section 10.2).

It is necessary to statically or dynanically configure each FCIP
entity with the | P addresses and TCP port nunbers corresponding to
FCIP Entities with which it is expected to initiate comrunication
I f dynami c di scovery of participating FCIP Entities is supported,
the function SHALL be perfornmed using the Service Location
Protocol (SLPv2) [17]. It is outside the scope of this
specification to describe any static configuration nethod for
participating FCIP Entity discovery. Refer to section 8.1.2.2 for
a detailed description of dynam ¢ discovery of participating FCIP
Entities using SLPv2.
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10)

11)

12)

13)

14)

Before creating a TCP Connection to a peer FCIP Entity, the FCIP
Entity attenpting to create the TCP connection SHALL statically or
dynanically deternine the | P address, TCP port, expected FC Fabric
Entity Wrld Wde Name, TCP Connection Paraneters, and Quality of
Service Information.

FCIP Entities do not actively participate in the discovery of FC
source and destination identifiers. Discovery of FC addresses
(accessible via the FCIP Entity) is provided by techni ques and
protocols within the FC architecture as described in FCGFS [5] and
FC-SW2 [4].

To support | P Network security (see section 9), FCIP Entities

MUST:

1) inplenment cryptographically protected authentication and
cryptographic data integrity keyed to the authentication
process, and

2) inplenent data confidentiality security features.

On an individual TCP Connection, this specification relies on
TCP/IP to deliver a byte streamin the sane order that it was
sent.

This specification assunes the presence of and requires the use of
TCP and FC data | oss and corruption nmechani snms. The error
detection and recovery features described in this specification
conpl enent and support these existing nechanisns.
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5. The FC P Model
5.1. FC P Protocol Model
The rel ati onship between FCIP and other protocols is illustrated in
figure 1.
R + FCOP Link #------mmmmm e a oo - - +
| FCl P | :::::::::::l FCl P |
Fomm e o - [ Fomm e o - + Fomm e o - [ Fomm e o - +
| FC2 | | TCP | | TCP | | FC2 |
Fom e oo - + Fom e oo - + Fom e oo - + Fom e oo - +
| FC1 | | P | | P | | FC1 |
oo + oo + oo + oo +
| FCO0 | |  LINK | |  LINK | | FCO0 |
Fomm e o - + Fomm e o - + Fomm e o - + Fomm e o - +
| | PHY | | PHY | |
| Fomm + Fomm + |
| | | |
| | | P Net wor k | |
\Y R + \Y
to Fibre to Fibre
Channel Channel
Fabric Fabric
Key: FC-0 - Fibre Channel Physical Media Layer
FC-1 - Fibre Channel Encode and Decode Layer
FC-2 - Fibre Channel Franming and Fl ow Control Layer
TCP - Transm ssion Control Protocol
IP - Internet Protocol
LINK - I P Link Layer
PHY - |P Physical Layer
Figure 1: FCI P Protocol Stack Mdel
Note that the objective of the FCIP Protocol is to create and
mai ntain one or nore FCIP Links to transport data.
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5.2. FCA P Link

The FCIP Link is the basic unit of service provided by the FCIP
Protocol to an FC Fabric. As shown in figure 2, an FCI P Link
connects two portions of an FC Fabric using an I P Network as a
transport to forma single FC Fabric.

AVAVAVAVAVA AVAVAVAVAVA AVAVAVAVAVA
\ FC / \ I P / \ FC /
/|  Fabric \=========/ Network \=========/ Fabric \
(VAVAVAVAVAY (VAVAVAVAVAY (VAVAVAVAVAY
| |
[ <--------- FCIP Link -------- >|

Figure: 2 FC P Link Mdel

At the points where the ends of the FCIP Link nmeet portions of the FC
Fabric, an FCIP Entity (see section 5.4) conbines with an FC Entity
as described in section 5.3 to serve as the interface between FC and
I P.

An FCI P Link SHALL contain at |east one TCP Connection and MAY
contain nore than one TCP Connection. The endpoints of a single TCP
Connection are FCI P Data Engi nes (see section 5.6). The endpoints of
a single FCIP Link are FCI P Link Endpoints (see section 5.5).
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5.3. FC Entity

An inplementation that tunnels an FC Fabric through an | P Network
MUST conbine an FC Entity with an FCIP Entity (see section 5.4) to
forma conplete interface between the FC Fabric and I P Network as
shown in figure 3. An FC Fabric Entity may contain nultiple
instances of the FC FCIP Entity pair shown on either the right-hand
or left-hand side of figure 3.

| <--------- FCOP Link -------- >

I I
R + IAVAVAVAVAVA R +
| FC P | \ IP / | FC P |
| Entity |=========/ Network \ =====| Entity
S + \VAVAVAVAVAYI S +
I FC I I FC I
| Entity | | Entity |
Fomm e - + Fomm e - +

I I

AVAVAVAVAVA AVAVAVAVAVA
\ FC / \ FC /
/| Fabric \ /| Fabric \
\VAVAVAVAVAV] \VAVAVAVAVAV]

Figure 3: Mddel for Two Connected FC/FCIP Entity Pairs

In general, the conbination of an FCIP Link and two FC/ FCI P Entity
pairs is intended to provide a non-Fi bre Channel backbone transport
bet ween Fi bre Channel conponents. For exanple, this comnbination can
be used to function as the hard-wire connection between two Fibre
Channel switches.

The interface between the FC and FCIP Entities is inplenentation
specific. The functional requirenents placed on an FC Entity by this
specification are listed in appendix H  Mre information about FC
Entities can be found in the Fibre Channel standards and an exanpl e
of an FC Entity can be found in FC-BB-2 [ 3].
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5.4. FCIP Entity
The nodel for an FCIP Entity is shown in figure 4.

FCIP Entity
oo +
| FCl P | :
[Control and|--------------“-“““-““-“““-“““““------- +
| Services | |
| Modul e |
e + |
| e T I U ey + |
| E - - +Ho----+ |
| | +----- ARl H oo -t |
| || +----] FC P Link Endpoint |----+]|
| [11 L + |1 |
.............................................. [1]-....:
| |11 |11 |
| |11 _ |11 0<--+
| |11 uni que TCP |11 | |
| [ 1] connections-->|| | | |
| [11 |11 | |
Fome oo + AVAVAVAVAVARN
| FC | \ I P /|
| Entity | I/ Network \ |
o + YAVAVAVAVAVES
| |
IAVAVAVAVAVA R R +
\ FC / +->TCP port for
/| Fabric \ i nconi ng
\VAVAVAVAVAYI connections

Figure 4: FCIP Entity Mde

The FCIP Entity receives TCP connect requests on behal f of the
FCIP_LEPs that it manages. |In support of this, the FCIP Entity is
the sole owner of at |east one TCP port/IP Address conbi nati on used
to form TCP Connections. The TCP port may be the FCIP well known
port at a given IP Address. An FC Fabric to I P Network interface
product SHALL provide each FC FCIP Entity pair contained in the
product with a uni que conbination of FC Fabric Entity Wrld Wde
Identifier and FCFCIP Entity ldentifier values (see section 7).

An FCIP Entity contains an FCIP Control and Services Mdule to

control FCIP link initialization, FCIP |ink dissolution, and to
provide the FC Entity with an interface to key I P Network features.
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The interfaces to the IP Network features are inplenentation
specific, however, REQU RED TCP/IP functional support is specified in
t hi s docunent, including:

-  TCP Connections - see section 8

- Security - see section 9

- Performance - see section 10

- Dynamic Discovery - see section 8.1.2.2

The FCI P Link Endpoints in an FCIP Entity provide the FC Frane
encapsul ati on and transm ssion features of FClP.

5.5. FC P Link Endpoint (FClP_LEP)

As shown in figure 5, the FCIP Link Endpoint contains one FCIP Data
Engi ne for each TCP Connection in the FCI P Link.

o e e oa oo +
E - tmmmmmm e eeeaaaas +Ho----+
|+ ----- B S +|----+
|| +----] FCIP Data Engine |----+
R +
[11 |1
[ RS + AVAVAVAVAVA
| FC | \ I P /
| Entity | /' Network \
Fom e + \VAVAVAYAYAY,
|
AVAVAVAVAVA
\ FC /
[ Fabric \
\VAVAVAVYAVAVYI

Figure 5: FC P Link Endpoint Mde

Each time a TCP Connection is formed with a new FC FCIP Entity pair
(including all the actions described in section 8.1), the FCP
Entity SHALL create a new FCI P Li nk Endpoi nt contai ning one FCI P Data
Engi ne.

An FCIP_LEP is a transparent data translation point between an FC
Entity and an I P Network. A pair of FCIP_LEPs conmuni cati ng over one
or nmore TCP Connections create an FCIP Link to join two islands of an
FC Fabric, producing a single FC Fabric.
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The I P Network over which the two FCI P_LEPs conmunicate is not aware
of the FC payloads that it is carrying. Likew se, the FC End Nodes
connected to the FC Fabric are unaware of the TCP/IP based transport
enpl oyed in the structure of the FC Fabric.

An FClI P_LEP uses nornmal TCP based flow control nechanisns for
managi ng its internal resources and natching themw th the advertised
TCP Recei ver Wndow Size (see sections 8.3.2, 8.5). An FCl P_LEP MAY
conmuni cate with its local FC Entity counterpart to coordinate fl ow
control

5.6. FCI P Data Engi ne (FCl P_DE)

The nodel for one of the multiple FCIP_DEs that MAY be present in an
FCI P_LEP is shown in figure 6.

o e e e e e e e e e e e e e e e +
| |
F | -+ o e e e ee e ae e aaaaa + +-
C | pl | Encapsul ation | | pl N
--> 1] ---> Engi ne [--->]2]--> e
E |-+ B S + +-| t
n | | 1w
t | -+ R R + +| Po
i | pl | De-Encapsul ation | | pl r
t <--|4]<---] Engi ne [ <---13|<-- k
y | -+ tmmmmmm e eeeaaaas + +-
| |
o e e e e e e e e e e e e e e e +

Figure 6: FCI P Data Engi ne Mbde

Data enters and | eaves the FClI P_DE through four portals (pl - p4).
The portals do not process or exami ne the data that passes through
them They are only the naned access points where the FCl P_DE
interfaces with the external world. The nanes of the portals are as
fol | ows:

pl) FC Frame Receiver Portal - The interface through which an FC
Frame and tinme stanp enters an FCIP_DE fromthe FC Entity.

p2) Encapsul ated Frane Transmitter Portal - The TCP interface through
which an FCIP Frame is transnitted to the IP Network by an
FCl P_DE.

p3) Encapsul ated Frane Receiver Portal - The TCP interface through
which an FCIP Frane is received fromthe IP Network by an
FCl P_DE
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p4) FC Frane Transnitter Portal - The interface through which a

reconstituted FC Frane and tinme stanp exits an FCIP_DE to the FC
Entity.

The work of the FCIP_DE is done by the Encapsul ati on and De-
Encapsul ati on Engi nes. The Engi nes have two functions:

1

2)

Encapsul ati ng and de-encapsul ati ng FC Franmes using the
encapsul ation format described in FC Frame Encapsul ation [19] and
in section 5.6.1 of this docunent, and

Det ecting sonme data transm ssion errors and perform ng nininal
error recovery as described in section 5.6.2.

Data flows through a pair of IP Network connected FCIP_DEs in the
foll owi ng seven steps:

1

2)

3)

4)

5)

6)

An FC Franme and tinme stanp arrives at the FC Frane Receiver Porta
and is passed to the Encapsul ati on Engine. The FC Franme is
assuned to have been processed by the FC Entity according to the
applicable FC rules and is not validated by the FCIP_DE. |If the
FC Entity is in the Unsynchronized state with respect to a tine
base as described in the FC Frane Encapsul ation [19]

specification, the tine stanp delivered with the FC Frane SHALL be
zero.

In the Encapsul ati on Engi ne, the encapsul ation format described in
FC Frame Encapsul ation [19] and in section 5.6.1 of this docunent
SHALL be applied to prepare the FC Frane and associated tinme stanp
for transm ssion over the |IP Network.

The entire encapsul ated FC Frame (a.k.a. the FCIP Frane) SHALL be
passed to the Encapsul ated Frame Transmitter Portal where it SHALL
be inserted in the TCP byte stream

Transm ssion of the FCIP Frame over the IP Network follows all the
TCP rul es of operation. This includes, but is not linited to, the
i n-order delivery of bytes in the stream as specified by TCP [6].

The FCIP Frame arrives at the partner FCIP Entity where it enters
the FCI P_DE through the Encapsul ated Frane Receiver Portal and is
passed to the De-Encapsul ati on Engi ne for processing.

The De-Encapsul ati on Engi ne SHALL validate the incom ng TCP byte
stream as described in section 5.6.2.2 and SHALL de-encapsul ate
the FC Frane and associated tinme stanp according to the
encapsul ati on format described in FC Frane Encapsul ation [19] and
in section 5.6.1 of this docunent.
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7) In the absence of errors, the de-encapsulated FC Frane and tine
stanp SHALL be passed to the FC Frane Transmitter Portal for
delivery to the FC Entity. FError handling is discussed in section
5.6.2.2.

Every FC Frane that arrives at the FC Frane Receiver Portal SHALL be
transmitted on the I P Network as described in steps 1 through 4
above. In the absence of errors, data bytes arriving at the
Encapsul at ed Frane Receiver Portal SHALL be de-encapsul ated and
forwarded to the FC Frane Transmitter Portal as described in steps 5
t hrough 7.

5.6.1. FC P Encapsul ati on of FC Franes

The FCI P encapsul ation of FC Franes enpl oys FC Frane Encapsul ati on
[19].

The features from FC Frane Encapsul ation that are unique to
i ndi vidual protocols SHALL be applied as follows for the FCI P
encapsul ati on of FC Franes.

The Protocol# field SHALL contain 1 in accordance with the I ANA
Consi der ati ons annex of FC Frane Encapsul ation [19].

The Protocol Specific field SHALL have the format shown in figure 7.
Note: the word nunbers in figure 7 are relative to the conplete FC
Frame Encapsul ati on header, not to the Protocol Specific field.

L R L R T Bit-----------m e |
o| |
ri 1111111111222222222233
d01234567890123456789012345678901
e T +
1] replication of encapsulation word O |
S S S S +
2| pFl ags | Reserved | - pFl ags | -Reserved
. . . . +

Figure 7: FClI P Usage of FC Frame Encapsul ati on Protocol Specific
field

Wrd 1 of the Protocol Specific field SHALL contain an exact copy of
word O in FC Frane Encapsul ation [19].

The pFlags (protocol specific flags) field provides information about

the protocol specific usage of the FC Encapsul ati on Header. Figure 8
shows the defined pFlags bits.
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Figure 8 pFlags Field Bits

The SF (Special Frane) bit indicates whether the FCIP Frane is an
encapsul ated FC Frane or an FSF (FCI P Special Frame, see section 7).
When the FCI P Frame contains an encapsul ated FC Franme, the SF bit
SHALL be 0. When the FCIP Frane is an FSF, the SF bit SHALL be 1

The FSF SHALL only be sent as the first bytes transmitted in each
direction on a newly formed TCP Connection and only one FSF SHALL be
transmitted in each direction at that tine (see section 8.1). After
that all FCIP Frames SHALL have the SF bit set to O.

The Ch (Changed) bit indicates whether an echoed FSF has been
intentionally altered (see section 8.1.3). The Ch bit SHALL be O
unl ess the FSF bit is 1. Wen the initial TCP Connection FSF is
sent, the Ch bit SHALL be 0. |If the recipient of a TCP connect
request echoes the FSF without any changes, then the Ch bit SHALL
continue to be 0. |If the recipient of a TCP connect request alters
the FSF before echoing it, then the Ch bit SHALL be changed to 1

The -pFlags field SHALL contain the ones conplenent of the contents
of the pFlags field.
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Table 1 sumuari zes the usage of the pFlags SF and Ch bits.

B T Ty o m e e e e e e e e e e e e e ma— oo +
| | | Originated |

| SF| Ch | or Echoed | Validity/Description |
B e +
| O O n/a | Encapsul ated FC Frane

B T T T Ty oo e e e e e e e e e e eme e oo +
| O] 1] n/ a | Always 111 egal

B T ey S +
| 1] O] Oiginated | Oiginated FSF |
B e +
| 1] 1| Oiginated | Always Il egal

B T T T Ty oo e e e e e e e e e e eme e oo +
| 1] O] Echoed | Echoed FSF without changes |
B T ey S +
| 1] 1| Echoed | Echoed FSF with changes |
B e +

| Note 1: Echoed FSFs nmmy contain changes resulting from |
transm ssion errors, necessitating the conparison between
sent and received FSF bytes by the FSF origi nator described
in section 8.1.2.3. |
|
|
|

Note 2: Columm positions in this table do not reflect the
bit positions of the SF and Ch bits in the pFlags field.

|
|
|
|
|
Table 1: pFlags SF and Ch bit usage summary

The Reserved pFlags bits SHALL be O.

The Reserved field (bits 23-16 in word 2): SHALL contain O.

The -Reserved field (bits 7-0 in word 2): SHALL contain 255 (or
OxFF) .

The CRCV (CRC Valid) Flag SHALL be set to O.
The CRC field SHALL be set to O.

In FCIP, the SOF and EOF codes listed as Cass 2, Cass 3, and d ass
4 in the FC Frane Encapsul ation [19] are |egal
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5.6.2. FCIP Data Engine Error Detection and Recovery
5.6.2.1. TCP Assistance Wth Error Detection and Recovery

TCP [6] requires in order delivery, generation of TCP checksuns, and
checki ng of TCP checksuns. Thus, the byte stream passed from TCP to
the FCIP_LEP will be in order and free of errors detectable by the

TCP checksum The FCIP_LEP relies on TCP to performthese functions.

5.6.2.2. FErrors in FCIP Headers and Di scardi ng FCI P Franes

Byt es delivered through the Encapsul ated Frane Receiver Portal that
are not correctly delimted as defined by the FC Frane Encapsul ation
[19] are considered to be in error

The failure of the Protocol# and Version fields in the FCl P Frane
header to contain the values defined for an FCIP Frane SHALL be
consi dered an error.

Further, some errors in the encapsulation will result in the FCIP_DE
| osi ng synchronization with the FC Frames in the byte streamentering
t hrough the Encapsul ated Frame Recei ver Port al

The Frane Length field in the FC Frane Encapsul ati on header is used
to determne where in the data streamthe next FC Encapsul ated Header
is located. The following tests SHALL be performed to verify
synchroni zation with the byte streamentering the Encapsul ated Frane
Recei ver Portal, and synchronization SHALL be considered lost if any
of the tests fail:

1) Frane Length field validation -- 15 < Frane Length < 545;
2) Conparison of Frame Length field to its ones conpl enent; and
3) Avalid EOF is found in the word preceding the start of the next
FCI P header as indicated by the Frane Length field, to be tested
as follows:
1) Bits 24-31 and 16-23 contain identical |egal EOF values (the
list of legal EOF values is in the FC Frane Encapsul ati on
[19]); and

2) Bits 8-15 and 0-7 contain the ones conpl enent of the EOF val ue
found in bits 24-31.

Note: The range of valid Frame Length values is derived as foll ows.

The FCI P Frame header is seven words, one word each is required for
t he encoded SOF and EOF val ues, the FC Frane header is six words, and
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the FC CRC requires one word, yielding a base Frame Length of 16
(7+1+1+6+1) words, if no FC Payload is present. Since the FC Payl oad
is optional, any Frane Length value greater than 15 is valid. The
maxi mum FC Payl oad size is 528 words, neaning that any Franme Length
val ue up to and including 544 (528+16) is valid.

I f synchronization is lost, the FC Frane SHALL NOT be forwarded on to
the FC Entity and further recovery SHALL be handl ed as defined by
section 5.6.2.3.

In addition to the tests above, the validity and positioning of the
following FCIP Franme informati on SHOULD be used to detect
encapsul ation errors that may or nay not affect synchronization

a) Protocol# ones conplenent field (1 test);

b) Version ones conplenent field (1 test);

c) Replication of encapsulation word O in word 1 (1 test);

d) Reserved field and its ones conplenent (2 tests);

e) Flags field and its ones conplenent (2 tests);

f) CRCfieldis equal to zero (1 test);

g) SOF fields and ones conplenent fields (4 tests);

h) Format and val ues of FC header (1 test);

i) CRC of FC Franme (2 tests);

j) FC Frane Encapsul ation header information in the next FCP
Frane (1 test).

At least 3 of the 16 tests |isted above SHALL be perfornmed. Failure
of any of the above tests actually performed SHALL indicate an
encapsul ati on error and the FC Frane SHALL NOT be forwarded on to the
FC Entity. Further, such errors SHOULD be considered carefully,
since sone may be synchronization errors

Whenever an FClI P_DE di scards bytes delivered through the Encapsul at ed
Frame Receiver Portal, it SHALL cause the FCIP Entity to notify the
FC Entity of the condition and provide a suitable description of the
reason bytes were di scarded.

The burden for recovering fromdiscarded data falls on the FC Entity

and ot her conponents of the FC Fabric, and is outside the scope of
this specification.
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5.6.2.3. Synchronization Failures

If an FCI P_DE determines that it cannot find the next FCI P Frane
header in the byte streamentering through the Encapsul ated Frame
Recei ver Portal, the FCIP_DE SHALL do one of the follow ng:

a) close the TCP Connection [6] [7] and notify the FC Entity with the
reason for the closure;

b) recover synchronization by searching the bytes delivered by the
Encapsul ated Frane Receiver Portal for a valid FCI P Frane header
having the correct properties (see section 5.6.2.2), and
di scardi ng bytes delivered by the Encapsul ated Frane Receiver
Portal until a valid FCIP Frane header is found; or

c) attenpt to recover synchronization as described in b) and if
synchroni zati on cannot be recovered, close the TCP Connection as
described in a), including notification of the FC Entity with the
reason for the closure.

If the FCI P_DE attenpts to recover synchronization, the
resynchroni zation algorithmused SHALL neet the follow ng
requirenents:

a) discard or identify with an EOFa (see appendi x section F.1) those
FC Frames and fragnents of FC Frames identified before
synchroni zati on has agai n been conpletely verified. The nunber of
FC Frames not forwarded may vary based on the algorithm used

b) return to forwarding FC Franes through the FC Frane Transnitter
Portal only after synchronization on the transnmitted FCI P Frame
stream has been verified; and

c) close the TCP/IP connection if the algorithmends wi thout
verifying successful synchronization. The probability of failing
to synchroni ze successfully and the time necessary to deterni ne
whet her or not synchronization was successful may vary with the
al gorithm used.

An exanpl e al gorithm neeting these requirenents can be found in
appendi x D.

The burden for recovering fromthe discarding of FCIP Franes during
the optional resynchronization process described in this section
falls on the FC Entity and ot her conponents of the FC Fabric, and is
out side the scope of this specification
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6.

Checking FC Frame Transit Times in the | P Network

FC-BB-2 [3] defines how the neasurenent of |IP Network transit time is
performed, based on the requirenents stated in the FC Frane

Encapsul ation [19] specification. The choice to place this

i npl enentation requirenent on the FC Entity is based on a desire to
include the transit time through the FCIP Entities when conputing the
I P Network transit tine experienced by the FC Franes.

Each FC Franme that enters the FCI P_DE through the FC Franme Receiver
Portal SHALL be acconpanied by a tinme stanp value that the FC P_DE
SHALL place in the Tine Stanp [integer] and Tine Stanp [fraction]
fields of the encapsul ation header of the FCIP Frane that contains
the FC Franme. |f no synchronized time stanp value is available to
acconpany the entering FC Franme, a value of zero SHALL be used.

Each FC Franme that exits the FCIP_DE t hrough the FC Frane Transnitter
Portal SHALL be acconpanied by the time stanp value taken fromthe
FCI P Frane that encapsul ated the FC Frane.

The FC Entity SHALL use suitable internal clocks and either Fibre
Channel services or an SNTP Version 4 server [26] to establish and
mai ntain the required synchronized tinme value. The FC Entity SHALL
verify that the FC Entity it is communicating with on an FCIP Link is
usi ng the sane synchronized time source, either Fibre Channe

servi ces or SNTP server.

Note that since the FC Fabric is expected to have a single
synchroni zed time val ue throughout, reliance on the Fi bre Channe
services neans that only one synchronized tine value is needed for
all FCIP_DEs regardl ess of their connection characteristics.
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7. The FCIP Special Franme (FSF)
7.1. FC P Special Frane Format

Figure 9 shows the FSF format.

e Bit--------mme e |
ol |
r 1111111111222222222233
d0123456789012345678901234567890 1]
S S S S +
0] Pr ot ocol # | Ver si on | -Protocol # | - Ver si on |
| (0x01) | (0x01) | (OXFE) | (OXFE) |
R R R R +
1] Pr ot ocol # | Ver si on | -Protocol# | -Version |
| (0x01) | (0x01) | (OxFE) | (OxFE) |
S S S S +
2| pFl ags | Reserved | - pFl ags | -Reserved |
| | (0x00) | | (OxFF) |
R o e e e R o e e e +
3| Fl ags | Frame Length | -Flags | -Frane Length |
| (0Ob000000)| (0b0000010011) | (Ob111111)| (0b1111101100) |
S o e - S o e - +
4] Tinme Stanp [integer] |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +
5] Time Stanp [fraction] |
o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me o +
6| CRC (Reserved in FCIP) |
| (0x00- 00- 00- 00) |
o e e m e e e e e e e e e e oo oo - o e e m e e e e e e e e e e oo oo - +
7| Reser ved | - Reserved |
| (0x00- 00) | ( OXFF- FF) |
o m e e e e e e e e a o a oo o m e e e e e e e e a o a oo +
8| |
+----- Source FC Fabric Entity Wrld Wde Nanre @ ----- +
9
AU .
10| |
+o-- - Source FC/FCIP Entity Identifier —  ----- +
11| |
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
12| |
+o---- Connection Nonce  ----- +
13| |
S S o m e e e e e e e e a o a oo +
(Conti nued)

Figure 9: FSF Format (part 1 of 2)
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e Bit-------cmme e |
ol |
r 1111111111222222222233
d0123456789012345678901234567890 1]
| |
| (Concl uded) |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee e +
14| Connection | Reserved | Connection Usage Code |
| Usage Flags | (0x00) | <defined in FC BB-2> |
Fom e e e e e oo oo Fom e e e e e oo oo Fom e m e e e e e e e e e e e +
15| |
+-- - Destination FC Fabric Entity World Wde Nane  ----- +
16| |
o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +
17| K A TOV |
Fom e m e e e e e e e e e e e Fom e m e e e e e e e e e e e +
18| Reserved | - Reserved |
| (0x00- 00) | (OXFF- FF) |
o m e e e e e eae oo o m e e e e e eae oo +

Figure 9: FSF Format (part 2 of 2)

The FSF SHALL only be sent as the first bytes transmtted in each
direction on a newy fornmed TCP Connection, and only one FSF SHALL be
transmitted in each direction.

The contents of the FSF SHALL be as described for encapsul ated FC
Frames, except for the fields described in this section.

Al'l FSFs SHALL have the pFlags SF bit set to 1 (see section 5.6.1).

The Source FC Fabric Entity Wrld Wde Nane field SHALL contain the
Fi bre Channel Nane_ldentifier [5] for the FC Fabric entity associ ated
with the FCFCIP Entity pair that generates (as opposed to echoes)
the FSF. For example, if the FC Fabric entity is a FC Switch, the FC
Fabric Entity World Wde Nanme field SHALL contain the Switch_Nane
[4]. The Source FC Fabric Entity World Wde Name SHALL be world wi de
uni que.

The Source FC/ FCIP Entity Identifier field SHALL contain a uni que
identifier for the FCFCIP Entity pair that generates (as opposed to
echoes) the FSF. The value is assigned by the FC Fabric entity whose
worl d wi de nane appears in the Source FC Fabric Entity Wrld Wde
Name fi el d.

Not e: The conbi nation of the Source FC Entity Wrld Wde Nanme and

Source FC/FCIP Entity Identifier fields uniquely identifies every
FC/FCIP Entity pair in the I P Network.
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The Connection Nonce field shall contain a 64-bit random nunber
generated to uniquely identify a single TCP connect request. In
order to provide sufficient security for the connection nonce, the
Randommess Recomendations for Security [9] SHOULD be foll owed

The Connection Usage Flags field identifies the types of SOF val ues
[19] to be carried on the connection as shown in figure 10.

Fi gure 10: Connection Usage Flags Field Format

If the SO-f bit is one, then FC Franes containing SOFf are intended
to be carried on the connection

If the SOF?2 bit is one, then FC Franes contai ning SOFi 2 and SOFn2
are intended to be carried on the connecti on.

If the SOF?3 bit is one, then FC Franes contai ning SOFi 3 and SOFn3
are intended to be carried on the connecti on.

If the SOF?4 bit is one, then FC Franmes containing SOFi 4, SOFn4, and
SOFc4 are intended to be carried on the connection

Al or none of the SOFf, SOF?2, SOF?3, and SOF?4 bits MAY be set to
one. |If all of the SOFf, SOF?2, SOF?3, and SOF?4 bits are zero, then
the types of FC Franes intended to be carried on the connection have
no specific relationship to the SOF code.

The FCIP Entity SHALL NOT enforce the SOF usage described by the
Connection Usage Flags field and SHALL only use the contents of the
field as described bel ow.

The Connection Usage Code field contains Fibre Channel defined

i nformati on regardi ng the intended usage of the connection as
specified in FGBB-2 [3].

Raj agopal , et al. St andards Track [ Page 25]



RFC 3821 FC P July 2004

The FCIP Entity SHALL use the contents of the Connection Usage Fl ags
and Connection Usage Code fields to | ocate appropriate QS settings
in the "shared" database of TCP Connection information (see section
8.1.1) and apply those settings to a newy forned connection

The Destination FC Fabric Entity Wrld Wde Nanme field MAY contain
the Fibre Channel Nane_ldentifier [5] for the FC Fabric entity
associated with the FC/FCIP Entity pair that echoes (as opposed to
generates) the Special Frane.

The K A TOV field SHALL contain the FC Keep Alive Tineout value to be
applied to the new TCP Connection as specified in FCG-BB-2 [3].

For each new inconing TCP connect request and subsequent FSF
received, the FCIP Entity SHALL send the contents of the Source FC
Fabric Entity World Wde Name, Source FC/ FCIP ldentifier, Connection
Usage Fl ags and Connection Usage Code fields to the FC Entity al ong
with the other connection information (e.g., FCIP_LEP and FCI P_DE

i nformation).

7.2. Overview of FSF Usage in Connection Establishnent

When a new TCP Connection is established, an FCIP Special Franme makes
one round trip fromthe FCIP Entity initiating the TCP connect
operation to the FCIP Entity receiving the TCP connect request and
back. This FSF usage serves three functions:

- ldentification of the FCIP Link endpoints

- Conveyance of a few critical parameters shared by the FC FCI P
Entity pairs involved in the FCI P Link

- Configuration discovery (used in place of SLP only when all owed by
site security policies)

The specific format and protocol requirenents for this usage of the
FSF are found in sections 7.1 and 8.1.2.3. This section provides an
overvi ew of the FSF usage w thout stating requirenents.

Because FCIP is only a tunnel for a Fibre Channel Fabric and because
the Fabric has its own complex link setup algorithmthat can be

enpl oyed for many FCIP | ink setup needs, it is desirable to mnimze
the conplexity of the FSF usage during TCP Connection setup. Wth
this in mnd, this FSF usage is not a login or paraneter negotiation
mechanism A single FSF transits each newWy established TCP
connection as the first bytes sent in each direction
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Note: This usage of the FSF cannot be elimnated entirely because a
new y created TCP Connection nmust be associated with the correct FCIP
Li nk before FC Fabric initialization of the connection can comrence.

The first bytes sent fromthe TCP connect request initiator to the
receiver are an FSF identifying both the sender and who the sender
thinks is the receiver. |If the contents of this FSF are correct and
acceptable to the receiver, the unchanged FSF is echoed back to the
sender. This send/echo process is the only set of actions that

all ows the TCP Connection to be used to carry FC Fabric traffic. |If
the send and unchanged echo process does not occur, the algorithm
followed at one or both ends of the TCP Connection results in the
closure of the TCP Connection (see section 8.1 for specific algorithm
requi renents).

Note: Oning to the linmted manner in which the FSF is used and the
requi renent that the FSF be echoed without changes before a TCP
Connection is allowed to carry user data, no error checking beyond
that provided by TCP is deened necessary.

As descri bed above, the prinmary purpose of the FSF usage during TCP
Connection setup is identifying the FCIP Link to which the new TCP
Connection belongs. Fromthese beginnings, it is only a smal
stretch to envision using the FSF as a sinplified configuration

di scovery tool, and the mechanics of such a usage are described in
section 8. 1.

However, use of the FSF for configuration discovery |acks the broad
range of capabilities provided by SLPv2 and nost particularly |acks
the security capabilities of SLPv2. For these reasons, using the FSF
for configuration discovery is not appropriate for all environnents.
Thus the choice to use the FSF for discovery purposes is a policy
choice to be included in the TCP Connection Establishment "shared"
dat abase described in section 8.1.1.

When FSF-based configuration discovery is enabled, the nornal TCP
Connection setup rules outlined above are nodified as foll ows.

Normal Iy, the algorithmexecuted by an FCIP Entity receiving an FSF
i ncludes verifying that its own identification information in the
arriving FSF is correct and closing the TCP Connection if it is not.
This can be viewed as requiring the initiator of a TCP connect
request to know in advance the identity of the FCIP Entity that is
the target of that request (using SLP, for exanple), and through the
FSF effectively saying, "I think I'mtalking to X." |If the party at
the other end of the TCP connect request is really Y, then it sinply
hangs up.
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8.

8.

8.

1

1

FSF- based discovery allows the "I think I'"'mtalking to X' to be
replaced with "Please tell ne who | amtalking to?", which is
acconpl i shed by replacing an explicit value in the Destination FC
Fabric Entity Wrld Wde Name field with zero.

If the policy at the receiving FCIP Entity all ows FSF-based

di scovery, the zero is replaced with the correct Destination FC
Fabric Entity World Wde Nanme value in the echoed FSF. This is stil
subject to the rules of sending with unchanged echo, and so cl osure
of TCP Connection occurs after the echoed FSF is received by the TCP
connect initiator.

Despite the TCP Connection closure, however, the TCP connect
initiator now knows the correct Destination FC Fabric Entity Wrld
Wde Nanme identity of the FCIP Entity at a given | P Address and a
subsequent TCP Connection setup sequence probably will be successful.

The Ch bit in the pFlags field (see section 5.6.1) allows for
differentiation between changes in the FSF resulting from

transm ssion errors and changes resulting fromintentional acts by
the FSF recipient.

TCP Connecti on Managenent
TCP Connecti on Establishment
1. Connection Establishment Mde

The description of the connection establishnment process is a nodel
for the interactions between an FC Entity and an FCIP Entity during
TCP Connection establishment. The nodel is witten in terns of a
"shared" database that the FCIP Entity consults to determine the
properties of the TCP Connections to be fornmed conbined with routine
calls to the FC Entity when connections are successfully established.
Whet her the FC Entity contributes information to the "shared"
database is not critical to this nodel. However, the fact that the
FCIP Entity MAY consult the database at any tinme to determine its
actions relative to TCP Connection establishment is inportant.

It is inmportant to renenber that this description is only a nodel for
the interactions between an FC Entity and an FCIP Entity. Any

i npl enentation that has the sane effects on the FC Fabric and I P

Net work as those described using the nodel neets the requirenents of
this specification. For exanple, an inplenentation might replace the
"shared" database with a routine interface between the FC and FC P
Entities.
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8.1.2. Creating New TCP Connections
8.1.2.1. Non-Dynanic Creation of New TCP Connecti ons

When an FCIP Entity discovers that a new TCP Connection needs to be
established, it SHALL determine the I P Address to which the TCP
Connection is to be nade and establish all enabled IP security
features for that | P Address as described in section 9. Then the
FCIP Entity SHALL determine the follow ng information about the new
connection in addition to the I P Address:

- The expected Destination FC Fabric Entity Wrld Wde Nane of the
FC/FCIP Entity pair to which the TCP Connection is being nade

- TCP Connection Paraneters (see section 8.3)
- Quality of Service Information (see section 10)

Based on this information, the FCIP Entity SHALL generate a TCP
connect request [6] to the FCI P Well-Known Port of 3225 (or other
configuration specific port nunber) at the specified | P Address.

If the TCP connect request is rejected, the FCIP Entity SHALL act to
limt unnecessary repetition of attenpts to establish simlar
connections. For exanple, the FCIP Entity mght wait 60 seconds
before trying to re-establish the connection.

If the TCP connect request is accepted, the FCIP Entity SHALL foll ow
the steps described in section 8.1.2.3 to conplete the establishment
of a new FClI P_DE

It is RECOMWENDED that an FCIP Entity not initiate TCP connect
requests to another FCIP Entity if incom ng TCP connect requests from
that FCIP Entity have al ready been accepted.

8.1.2.2. Dynanmic Creation of New TCP Connections
I f dynami c discovery of participating FCIP Entities is supported, the
function SHALL be performed using the Service Location Protoco
(SLPv2) [17] in the manner defined for FCI P usage [20].
Upon di scovering that dynam c di scovery is to be used, the FCIP
Entity SHALL enable I P security features for the SLP di scovery
process as described in [20] and then

1) Determine the one or nore FCIP Discovery Donmain(s) to be used in
t he dynam c di scovery process;
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2) Establish an SLPv2 Service Agent to advertise the availability of
this FCIP Entity to peer FCIP Entities in the identified FCIP
Di scovery Domai n(s); and

3) Establish an SLPv2 User Agent to | ocate service advertisements for
peer FCIP Entities in the identified FCIP D scovery Domain(s).

For each peer FCIP Entity dynamnically discovered through the SLPv2
User Agent, the FCIP Entity SHALL establish all enabled IP security
features for the discovered | P Address as described in section 9 and
then determne the follow ng informtion about the new connection

- The expected Destination FC Fabric Entity Wrld Wde Nanme of the
FC/FCIP Entity pair to which the TCP Connection is being nade

- TCP Connection Paraneters (see section 8.3)
- Quality of Service Information (see section 10)
Based on this information, the FCIP Entity SHALL generate a TCP

connect request [6] to the FCI P Well-Known Port of 3225 (or other
configuration specific port nunber) at the I P Address specified by

the service advertisenent. |f the TCP connect request is rejected,
act to limt unnecessary repetition of attenpts to establish sinmlar
connections. |If the TCP connect request is accepted, the FCIP Entity

SHALL follow the steps described in section 8.1.2.3 to conplete the
establ i shment of a new FCl P_DE.

It is reconmmended that an FCIP Entity not initiate TCP connect
requests to another FCIP Entity if inconmng TCP connect requests from
that FCIP Entity have al ready been accepted.

8.1.2.3. Connection Setup After a Successful TCP Connect Request

Whet her Non-Dynam ¢ TCP Connection creation (see section 8.1.2.1) or
Dynami ¢ TCP Connection creation (see section 8.1.2.2) is used, the
steps described in this section SHALL be followed to take the TCP
Connection setup process to conpletion

After the TCP connect request has been accepted, the FCIP Entity
SHALL send an FClI P Special Frane (FSF, see section 7) as the first
bytes transnitted on the newy formed connection, and retain a copy
of those bytes for later conparisons. Al fields in the FSF SHALL be
filled in as described in section 7, particularly:

- The Source FC Fabric Entity World Wde Name field SHALL contain

the FC Fabric Entity Wrld Wde Nane for the FC/ FCIP Entity pair
that is originating the TCP connect request;
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- The Source FC/ FCIP Entity ldentifier field SHALL contain a uni que
identifier that is assigned by the FC Fabric entity whose world
wi de name appears in the Source FC Fabric Entity Wrld Wde Nane
field;

- The Connection Nonce field SHALL contain a 64-bit random nunber
that differs in value fromany recently used Connection Nonce
value. In order to provide sufficient security for the connection
nonce, the Randommess Recommendations for Security [9] SHOULD be
fol l owed; and

- The Destination FC Fabric Entity World Wde Nane field SHALL
contain 0 or the expected FC Fabric Entity Wrld Wde Nane for the
FC/FCIP Entity pair whose destination is the TCP connect request.

After the FSF is sent on the newy formed connection, the FCIP Entity
SHALL wait for the FSF to be echoed as the first bytes received on
the newly fornmed connection

The FCIP Entity MAY apply a timeout of not |ess than 90 seconds while
waiting for the echoed FSF bytes. |If the tineout expires, the FCI P
Entity SHALL cl ose the TCP Connection and notify the FC Entity with
the reason for the closure.

If the echoed FSF bytes do not exactly match the FSF bytes sent
(words 7 through 17 inclusive) or if the echoed Destination FC Fabric
Entity Wrld Wde Nane field contains zero, the FCIP Entity SHALL

cl ose the TCP Connection and notify the FC Entity with the reason for
the cl osure.

The FCIP Entity SHALL only performthe follow ng steps if the echoed
FSF bytes exactly match the FSF bytes sent (words 7 through 17
i ncl usive).

1) Instantiate the appropriate Quality of Service (see section 10)
conditions on the newly created TCP Connecti on

2) If the IP Address and TCP Port to which the TCP Connection was
made is not associated with any other FClIP_LEP, create a new
FCIP_LEP for the new FCI P Link

3) Create a new FCIP_DE within the newy created FCIP_LEP to service
t he new TCP Connection, and

4) Informthe FC Entity of the new FCI P_LEP, FCl P_DE, Destination FC

Fabric Entity World Wde Name, Connection Usage Fl ags, and
Connecti on Usage Code.
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8.1.3. Processing Incom ng TCP Connect Requests

The FCIP Entity SHALL Iisten for new TCP Connection requests [6] on
the FCI P Wl | -Known Port (3225). An FCIP Entity MAY al so accept and
establish TCP Connections to a TCP port nunber other than the FCI P
Wl | - Known Port, as configured by the network adnministrator in a
manner outside the scope of this specification

The FCIP Entity SHALL determine the followi ng information about the
requested connection

- \Wether the "shared" database (see section 8.1.1) allows the
requested connection

- \Whether IP security setup has been perfornmed for the I P security
features enabl ed on the connection (see section 9)

If the requested connection is not allowed, the FCIP Entity SHALL
reject the connect request using appropriate TCP neans. |If the
requested connection is allowed, the FC Entity SHALL ensure that
required I P security features are enabl ed and accept the TCP connect
request.

After the TCP connect request has been accepted, the FCIP Entity
SHALL wait for the FSF sent by the originator of the TCP connect
request (see section 8.1.2) as the first bytes received on the
accepted connecti on.

The FCIP Entity MAY apply a tinmeout of no |l ess than 90 seconds while
waiting for the FSF bytes. If the tineout expires, the FCIP Entity
SHALL cl ose the TCP Connection and notify the FC Entity with the
reason for the closure.

Note: One nethod for attacking the security of the FC P Link
formati on process (detailed in section 9.1) depends on keeping a TCP
connect request open w thout sending an FSF. |npl enentations should
bear this in mnd in the handling of TCP connect requests where the
FSF is not sent in a tinely nanner.

Upon recei pt of the FSF sent by the originator of the TCP connect
request, the FCIP Entity SHALL inspect the contents of the follow ng
fields:

- Connection Nonce,

- Destination FC Fabric Entity Wrld Wde Nane,
- Connection Usage Flags, and

- Connection Usage Code.
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If the Connection Nonce field contains a value identical to the nost
recently received Connection Nonce fromthe same | P Address, the FCIP
Entity SHALL cl ose the TCP Connection and notify the FC Entity with
the reason for the closure

If an FCIP Entity receives a duplicate FSF during the FCI P Link
formati on process, it SHALL close that TCP Connection and notify the
FC Entity with the reason for the closure.

If the Destination FC Fabric Entity Wrld Wde Nane contains 0, the
FCIP Entity SHALL take one of the followi ng three actions:

1) Leave the Destination FC Fabric Entity Wrld Wde Nane field and
Ch bit both 0;

2) Change the Destination FC Fabric Entity Wrld Wde Nane field to
match FC Fabric Entity Wrld Wde Nane associated with the FCIP
Entity that received the TCP connect request and change the Ch bit
to 1; or

3) Close the TCP Connection w thout sending any response.

The choi ce between the above actions depends on the anticipated usage
of the FCIP Entity. The FCIP Entity may consult the "shared"
dat abase when choosi ng bet ween the above acti ons.

| f:

a) The Destination FC Fabric Entity World Wde Name contains a non-
zero val ue that does not match the FC Fabric Entity World Wde
Nane associated with the FCIP Entity that received the TCP connect
request, or

b) The contents of the Connection Usage Fl ags and Connection Usage
Code fields is not acceptable to the FCIP Entity that received the
TCP connect request, then the FCIP Entity SHALL take one of the
foll owing two actions:

1) Change the contents of the unacceptable fields to correct/
acceptabl e values and set the Ch bit to 1; or

2) Cose the TCP Connection w thout sending any response.

If the FCIP Entity nmakes any changes in the content of the FSF, it
SHALL also set the Ch bit to 1

I f any changes have been made in the received FSF during the
processi ng descri bed above, the follow ng steps SHALL be perf orned:
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1) The changed FSF SHALL be echoed to the originator of the TCP
connect request as the only bytes transnitted on the accepted
connecti on;

2) The TCP Connection SHALL be closed (the FC Entity need not be
notified of the TCP Connection closure in this case because it is
not indicative of an error); and

3) Al of the additional processing described in this section SHALL
be ski pped.

The renmaining steps in this section SHALL be perfornmed only if the
FCIP Entity has not changed the contents of the above nentioned
fields to correct/acceptabl e val ues.

If the Source FC Fabric Entity Wrld Wde Nane and Source FC/ FCl P
Entity ldentifier field values in the FSF do not match the Source FC
Fabric Entity World Wde Nanme and Source FC FCIP Entity ldentifier
associated with any other FCIP_LEP, the FCIP Entity SHALL:

1) Echo the unchanged FSF to the originator of the TCP connect
request as the first bytes transmitted on the accepted connecti on;

2) Instantiate the appropriate Quality of Service (see section 10.2)
conditions on the newy created TCP Connection, considering the
Connecti on Usage Flags and Connection Usage Code fields, and
"shared" database information (see section 8.1.1) as appropriate,

3) Create a new FCI P_LEP for the new FCI P Li nk,

4) Create a new FCIP_DE within the newy created FCIP_LEP to service
the new TCP Connection, and

5) Informthe FC Entity of the new FCl P_LEP, FClI P_DE, Source FC
Fabric Entity Wrld Wde Name, Source FC/ FCIP Entity ldentifier,
Connection Usage Fl ags, and Connection Usage Code.

If the Source FC Fabric Entity Wrld Wde Nane and Source FC FCI P
Entity lIdentifier field values in the FCIP Special Frame match the
Source FC Fabric Entity Wrld Wde Nanme and Source FC/FCIP Entity
Identifier associated with an existing FCIP_LEP, the FCIP Entity
SHALL:

1) Request that the FC Entity authenticate the source of the TCP

connect request (see FC-BB-2 [3]), providing the follow ng
information to the FC Entity for authentication purposes:
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a) Source FC Fabric Entity Wrld Wde Nane,
b) Source FC/FCIP Entity Identifier, and
c) Connection Nonce.

The FCIP Entity SHALL NOT use the new TCP Connection for any
purpose until the FC Entity authenticates the source of the TCP
connect request. |If the FC Entity indicates that the TCP connect
request cannot be properly authenticated, the FCIP Entity SHALL
cl ose the TCP Connection and skip all of the remaining steps in
this section.

The definition of the FC Entity SHALL i nclude an authentication
mechani sm for use in response to a TCP connect request source that
comuni cates with the partner FC FCIP Entity pair on an existing
FCI P Link. This authentication nechani sm should use a previously
aut henticated TCP Connection in the existing FCIP Link to

aut henti cate the Connection Nonce sent in the new TCP Connecti on
setup process. The FCIP Entity SHALL treat failure of this

aut hentication as an authentication failure for the new TCP
Connecti on setup process.

2) Echo the unchanged FSF to the originator of the TCP connect
request as the first bytes transmtted on the accepted connection

3) Instantiate the appropriate Quality of Service (see section 10.2)
conditions on the newWy created TCP Connection, considering the
Connecti on Usage Fl ags and Connection Usage Code fields, and
"shared" database information (see section 8.1.1) as appropriate,

4) Create a new FCIP_DE within the existing FCIP_LEP to service the
new TCP Connection, and

5) Informthe FC Entity of the FCIP_LEP, Source FC Fabric Entity
Wrld Wde Name, Source FC/ FCIP Entity ldentifier, Connection
Usage Fl ags, Connection Usage Code, and new FCl P_DE

Note that the originator of TCP connect requests uses the | P Address
and TCP Port to identify which TCP Connections belong to which

FCI P_LEPs while the recipient of TCP connect requests uses the Source
FC Fabric Entity World Wde Nane, and Source FC/ FCIP Entity
Identifier fields fromthe FSF to identify which TCP Connecti on

bel ong to which FCIP_LEPs. For this reason, an FCIP Entity that both
originates and recei ves TCP connect requests is unable to match the
FCI P_LEPs associated with originated TCP connect requests to the

FCl P_LEPs associated with received TCP connect requests.
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8.1.4. Sinmultaneous Connection Establishnment

If two FCIP Entities perform sinultaneous open operations, then two
TCP Connections are formed and the SF originates at one end on one
connection and at the other end on the other. Connection setup
proceeds as descri bed above on both connections, and the steps
descri bed above properly result in the formation of two FCI P Links
bet ween the same FCIP Entities

This is not an error. Fibre Channel is perfectly capable of handling
two approxi mately equal connections between FC Fabric el ements.

The decision to setup pairs of FCIP Links in this manner is
considered to be a site policy decision that can be covered in the
"shared" database described in section 8.1.1.

8.2. dosing TCP Connections

The FCIP Entity SHALL provide a nechani smw th acknow edgenent by
which the FC Entity is able to cause the closing of an existing TCP
Connection at any tinme. This allows the FC Entity to close TCP
Connections that are producing too many errors, etc.

8.3. TCP Connection Paraneters

In order to provide efficient managenent of FCI P_LEP resources as
wel |l as FCI P Link resources, consideration of certain TCP Connecti on
paranmeters i s reconmended

8.3.1. TCP Sel ective Acknow edgenent Option

The Sel ective Acknow edgenent option RFC 2883 [18] allows the
receiver to acknow edge nultiple |lost packets in a single ACK
enabling faster recovery. An FCIP Entity MAY negotiate use of TCP
SACK and use it for faster recovery fromlost packets and holes in
TCP sequence nunber space.

8.3.2. TCP W ndow Scal e Option

The TCP W ndow Scal e option [8] allows TCP w ndow sizes |arger than
16-bit limts to be advertised by the receiver. 1t is necessary to
allow data in long fat networks to fill the available pipe. This
also inplies buffering on the TCP sender that natches the
(bandwi dt h*del ay) product of the TCP Connection. An FClP_LEP uses
locally avail abl e mechani snms to set a wi ndow size that natches the
avail abl e 1 ocal buffer resources and the desired throughput.
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8.3.3. Protection Agai nst Sequence Nunber Wap

It is RECOWENDED that FCIP Entities inplenent protection against

wr apped sequence nunbers PAWS [8]. It is quite possible that within
a single connection, TCP sequence nunmbers wap within a tinmeout
wi ndow.

8.3.4. TCP_NODELAY Option

FCIP Entities should disable the Nagle Al gorithm as described in RFC
1122 [7] section 4.2.3.4. By tradition, this can be acconplished by
setting the TCP_NODELAY option to one at the local TCP interface.

8.4. TCP Connection Considerations

In idle node, a TCP Connection "keep alive" option of TCP is normally
used to keep a connection alive. However, this timeout is fairly

| arge and nay prevent early detection of |oss of connectivity. In
order to facilitate faster detection of |oss of connectivity, FC
Entities SHOULD i npl enent sone form of Fi bre Channel connection
failure detection (see FC-BB-2 [3]).

When an FCIP Entity discovers that TCP connectivity has been | ost,
the FCIP Entity SHALL notify the FC Entity of the failure including
i nformation about the reason for the failure.

8.5. Flow Control WMapping between TCP and FC

The FCIP Entity and FC Entity are connected to the I P Network and FC
Fabric, respectively, and they need to follow the flow contro
mechani snms of both TCP and FC, which work independently of each

ot her.

This section provides guidelines as to howthe FCIP Entity can nap
TCP flow control to status notifications to the FC Entity.

There are two scenarios in which the flow control nanagenent becones
cruci al

1) When there is line speed m smatch between the FC and I P
i nterfaces.

Even though it is RECOMVENDED that both of the FC and IP
interfaces to the FC Entity and FCIP Entity, respectively, be of
conpar abl e speeds, it is possible to carry FCtraffic over an IP
Network that has a different |ine speed and bit error rate.
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2) Wen the FC Fabric or I P Network encounters congestion

Even when both the FC Fabric or I P network are of conparable
speeds, during the course of operation, the FC Fabric or the IP
Net wor k coul d encounter congestion due to transient conditions.

The FC Entity uses Fibre Channel nechanisns for flow control at the
FC Frame Receiver Portal based on infornmation supplied by the FCIP
Entity regarding flow constraints at the Encapsul ated Frane
Transmitter Portal. The FCIP Entity uses TCP nechani snms for flow
control at the Encapsul ated Frame Receiver Portal based on

i nformati on supplied by the FC Entity regarding flow constraints at
the FC Franme Transnitter Portal

Coordi nati on of these flow control mechani sms, one of which is credit
based and the other of which is w ndow based, depends on a
pai nst aki ng design that is outside the scope of this specification

9. Security

FCIP utilizes the I Psec protocol suite to provide data
confidentiality and authentication services, and | KE as the key
managenent protocol. This section describes the requirenments for
vari ous conponents of these protocols as used by FCI P, based on FCI P
operating environnents. Additional consideration for use of |Psec
and |KE with the FCIP protocol can be found in [21]. In the event
that requirements in [21] conflict with requirenents stated in this
docunent, the requirenments in this docunment SHALL prevail .

9.1. Threat Mbdels

Using a general purpose, w de-area network, such as an | P Network, as
a functional replacenent for physical cabling introduces sone
security problenms not normally encountered in Fibre Channel Fabrics.
FC interconnect cabling is typically protected physically from

out side access. Public IP Networks allow hostile parties to inpact
the security of the transport infrastructure.

The general effect is that the security of an FC Fabric is only as
good as the security of the entire IP Network that carries the FCIP
Li nks used by that FC Fabric. The follow ng broad cl asses of attacks
are possible:

1) Unaut horized Fibre Channel elenments can gain access to resources
t hrough nornal Fi bre Channel Fabric and processes. Although this
is avalid threat, securing the Fibre Channel Fabrics is outside
the scope of this docunment. Securing the IP Network is the issue
considered in this specification.
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2)

3)

4)

5)

6)

7)

8)

9)

Unaut hori zed agents can nonitor and nani pul ate Fi bre Channe
traffic fl ow ng over physical nedia used by the IP Network and
accessible to the agent.

TCP Connections may be hijacked and used to instantiate an invalid
FCI P Li nk between two peer FCIP Entities.

Valid and invalid FCIP Frames nay be injected on the TCP
Connecti ons.

The payl oad of an FCIP Frane nmay be altered or transforned. The
TCP checksum FCI P ones conpl enent checks, and FC frane CRC do not
protect against this because all of themcan be nodified or
regenerated by a nmalicious and deterni ned adversary.

Unaut hori zed agents can masquerade as valid FCIP Entities and
di sturb proper operation of the Fibre Channel Fabric.

Deni al of Service attacks can be nounted by injecting TCP
Connection requests and ot her resource exhaustion operations.

An adversary may | aunch a variety of attacks against the discovery
process [17].

An attacker may exploit the FSF authentication mechani smof the
FCI P Link formation process (see section 8.1.3). The attacker
coul d observe the FSF contents sent on an initial connection of an
FCI P Link and use the observed nonce, Source FC FCIP Entity
Identifier, and other FSF contents to forman FCI P Link using the
attacker’s own previously established connection, while
resetting/ bl ocking the observed connection. Although the use of
timeout for reception of FSF reduces the risk of this attack, such
an attack is possible. See section 9.3.1 to protect against this
specific attack.

The existing | Psec Security Architecture and protocol suite [10]
offers protection fromthese threats. An FCIP Entity MJST i npl enent
portions of the IPsec protocol suite as described in this section
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9.2. FC Fabric and I P Network Depl oynment Model s

In the context of enabling a secure FCI P tunnel between FC SANs, the
foll owi ng characteristics of the I P Network depl oynent are useful to
not e.

1) The FCIP Entities share a peer-to-peer relationship. Therefore,
the adninistration of security policies applies to all FCP
Entities in an equal manner. This differs froma true Cdient-
Server rel ationship, where there is an inherent difference in how
security policies are adm ni stered.

2) Policy adninistration as well as security depl oynent and
configuration are constrained to the set of FCIP Entities, thereby
posing | ess of a requirenment on a scal able mechanism For
exanpl e, the validation of credentials can be relaxed to the point
where deploying a set of pre-shared keys is a viable technique.

3) TCP Connections and the IP Network are termnated at the FCIP
Entity. The granularity of security inplementation is at the
| evel of the FCI P tunnel endpoint (or FCIP Entity), unlike other
applications where there is a user-level term nation of TCP
Connections. User-|evel objects are not controllable by or
visible to FCIP Entities. Al user-level security related to FCIP
is the responsibility of the Fibre Channel standards and is
outside the scope of this specification

4) When an FCIP Entity is deployed, its IP addresses will typically
be statically assigned. However, support for dynam c |P address
assignnent, as described in [33], while typically not required,
cannot be rul ed out.

9.3. FC P Security Conponents

FCI P Security conpliant inplenentations MJST inplenment ESP and the

| Psec protocol suite based cryptographic authentication and data
integrity [10], as well as confidentiality using al gorithns and
transforns as described in this section. A so, FCIP inplenentations
MUST neet the secure key managenent requirenments of |Psec protoco
Suite.

9.3.1. |Psec ESP Authentication and Confidentiality

FCIP Entities MJST inplenent |IPsec ESP [12] in Tunnel Mode for
providing Data Integrity and Confidentiality. FC P Entities MAY

i npl ement | Psec ESP in Transport Mde, if depl oyment considerations
require use of Transport Mdde. Wen ESP is utilized, per-packet data
origin authentication, integrity, and replay protection MUST be used.
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If Confidentiality is not enabled but Data Integrity is enabled, ESP
with NULL Encryption [15] MJST be used.

| Psec ESP for message aut hentication conputes a cryptographi c hash
over the payload that is protected. While |IPsec ESP nandates
conpliant inplenmentations to support certain algorithns for deriving
this hash, FCIP inplenentations:

- MJST inplement HVAC with SHA-1 [11]
- SHOULD i npl ement AES in CBC MAC node with XCBC extensions [23]
- DES in CBC nbde SHOULD NOT be used due to i nherent weaknesses

For ESP Confidentiality, FCIP Entities:

- MJIST inplement 3DES in CBC node [16]
- SHOULD i npl ement AES in CTR node [22]
- MJST inplenment NULL Encryption [15]

9.3.2. Key Managenent

FCIP Entities MJST support |IKE [14] for peer authentication,

negoti ati on of Security Associations (SA), and Key Managenent using
the IPsec DO [13]. WManual keying SHALL NOT be used for establishing
an SA since it does not provide the necessary elenents for rekeying
(see section 9.3.3). Confornmant FCI P i npl enentations MJUST support
peer authentication using pre-shared keys and MAY support peer

aut hentication using digital certificates. Peer authentication using
public key encryption methods outlined in IKE [14] sections 5.2 and
5.3 SHOULD NOT be used.

| KE Phase 1 establishes a secure, MAC-authenticated channel for
communi cati ons for use by | KE Phase 2. FCI P inplenentations MJST
support | KE Main Mbde and SHOULD support Aggressive Mde.

| KE Phase 1 exchanges MJST explicitly carry the Identification
Payload fields (IDi and IDir). Conformant FCI P inpl enentati ons MJST
use ID IPV4 _ADDR, ID IPV6_ADDR (if the protocol stack supports |Pv6),
or ID FQDN ldentification Type values. The | D USER FQDN, |P Subnet,

| P Address Range, | D _DER ASN1_DN, and | D _DER ASN1_GN Identification
Type val ues SHOULD NOT be used. The ID KEY_ ID Identification Type
val ues MJUST NOT be used. As described in [13], the port and protocol
fields in the Identification Payl oad MUST be set to zero or UDP port
500.

FCIP Entities negotiate paraneters for SA during | KE Phase 2 only

using "Quick Mdde". For FCIP Entities engaged in | KE "Quick Mde",
there is no requirenent for PFS (Perfect Forward Secrecy). FCP
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i mpl enent ati ons MJST use either I D | PV4A_ADDR or | D | PV6_ADDR
I dentification Type values (based on the version of |IP supported).
O her Identification Type values MJUST NOT be used.

Since the nunber of Phase 2 SAs may be limted, Phase 2 delete
messages may be sent for idle SAs. The receipt of a Phase 2 delete
message SHOULD NOT be interpreted as a reason for tearing down an
FCIP Link or any of its TCP connections. Wen there is new activity
on that idle link, a new Phase 2 SA MJST be re-established.

For a given pair of FCIP Entities, the same | KE Phase 1 negotiation

can be used for all Phase 2 negotiations; i.e., all TCP Connections
that are bundled into the single FCIP Link can share the sanme Phase 1
results.

Repeat ed rekeyi ng using "Quick Mbde" on the sanme shared secret will
reduce the cryptographic properties of that secret over time. To
overcone this, Phase 1 SHOULD be invoked periodically to create a new
set of IKE shared secrets and related security paraneters

| KE Phase 1 establishnent requires the followi ng key distribution and
FCIP Entities:

- MJST support pre-shared | KE keys.

- MAY support certificate-based peer authentication using digita
si gnatures

- SHOULD NOT use peer authentication using the public key encryption
nmet hods outlined in sections 5.2 and 5.3 of [14].

When pre-shared keys are used, |KE Main Mdde is usable only when both
peers of an FCIP Link use statically assigned | P addresses. Wen
support for dynamically assigned |IP Addresses is attenpted in
conjunction with Main Mbde, use of group pre-shared keys would be
forced, and the use of group pre-shared keys in conbination with Main
Mode i s not reconmended as it exposes the deployed environnent to
man-in-the-nmddle attacks. Therefore, if either peer of an FCI P Link
uses dynamical |y assi gned addresses, Aggressive Mbdde SHOULD be used
and Main Mbde SHOULD NOT be used.

When Digital Signatures are used, either I KE Main Mde or |KE
Aggressive Mbde may be used. 1In all cases, access to locally stored
secret information (pre-shared key, or private key for digita
signing) MJUST be suitably restricted, since conpromi se of secret
information nullifies the security properties of |KE/|IPsec protocols.
Such mechani snms are outside the scope of this docunent. Support for
| KE Cakl ey Groups [27] is not required.
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For the purpose of establishing a secure FCIP Link, the two
participating FCIP Entities consult a Security Policy Database (SPD).
The SPD is described in IPsec [10] Section 4.4.1. FCIP Entities may
have nore than one interface and I P Address, and it is possible for
an FCIP Link to contain nmultiple TCP connections whose FCl P endpoi nt
| P Addresses are different. 1In this case, an |KE Phase 1 SA is
established for each FCIP endpoint |IP Address pair. Wthin | KE Phase
1, FAAP inplementations nust support the 1D _|PV4A_ADDR, |D_| PV6_ADDR
(if the protocol stack supports IPv6), and ID FQDN Identity Payl oads.
I f FCI P Endpoint addresses are dynamically assigned, it may be
beneficial to use ID FQDN, and for this reason, |P_FQN ldentity

Payl oad MUST be supported. Oher identity payl oads (1D USER FQDN

| D DER ASN1_GN, | D KEY_ID) SHOULD NOT be used.

At the end of successful |KE negotiations both FCIP Entities store
the SA paraneters in their SA database (SAD). The SAD is descri bed
in I Psec [10] Section 4.4.3. The SAD contains the set of active SA
entries, each entry containing Sequence Counter Overflow, Sequence
Nunmber Counter, Anti-replay Wndow, and the Lifetine of the SA. FCP
Entities SHALL enploy a default SA Lifetinme of one hour and a default
Anti-replay w ndow of 32 sequence numnbers.

When a TCP Connection is established between two FCl P_DEs, two
unidirectional SAs are created for that connection and each SA is
identified in the formof a Security Paraneter Index (SPI). One SA
is associated with the incoming traffic flow and the other SAis
associated with the outgoing traffic flow The FCIP_DEs at each end
of the TCP connection MJIST maintain the SPIs for both its inconing
and outgoi ng FClI P Encapsul ated Franes.

FCIP Entities MAY provi de adm nistrative managenent of
Confidentiality usage. These nanagenment interfaces SHOULD be
provided in a secure manner, so as to prevent an attacker from
subverting the security process by attacking the managenent

i nterface.

9.3.3. ESP Replay Protection and Rekeyi ng | ssues

FCIP Entities MJST inplenment Replay Protection agai nst ESP Sequence

Number wrap, as described in [14]. |In addition, based on the cipher
al gorithm and the nunber of bits in the cipher block size, the
validity of the key may becone conpronmised. In both cases, the SA

needs to be re-established.
FCIP Entities MJUST use the results of | KE Phase 1 negotiation for

initiating an | KE Phase 2 "Qui ck Mbde" exchange and establish new
SAs.
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To enable snooth transition of SAs, it is RECOWENDED t hat both FCI P
Entities refresh the SPI when the sequence nunber counter reaches
2731 (i.e., half the sequence nunber space). It also is RECOMMENDED
that the receiver operate with multiple SPIs for the same TCP
Connection for a period of 2731 sequence nunber packets before aging
out an SPI.

When a new SPI is created for the outgoing direction, the sending
side SHALL begin using it for all new FCI P Encapsul ated Franes
Frames that are either in-flight, or re-sent due to TCP

retransm ssions, etc. MAY use either the new SPI or the one being
repl aced.

9.4. Secure FCIP Link Operation
9.4.1. FCP Link Initialization Steps

FCIP i npl enentations nay all ow enabling and disabling security
mechani snms at the granularity of an FCIP Link. |f enabled, the
following FCIP Link Initialization steps MIST be foll owed.

When an FCIP Link is initialized, before any FCI P TCP Connections are
established, the local SPDis consulted to determine if |IKE Phase 1
has been conpleted with the FCIP Entity in the peer FCIP Entity, as
identified by the WW

If Phase 1 is already conpleted, |KE Phase 2 proceeds. Oherw se,

| KE Phase 1 MJUST be conpl eted before I KE Phase 2 can start. Both IKE
Phase 1 and Phase 2 transactions use UDP Port 500. If |IKE Phase 1
fails, the FCIP Link initialization termnates and notifies the FC
entity with the reason for the termnation. herw se, the FCIP Link
initialization noves to TCP Connection Initialization

As described in section 8.1, FCIP Entities exchange an FSF for
formng an FCIP Link. The use of ESP Confidentiality is an effective
count er measur e agai nst any perceived security risks of FSF.

9.4.2. TCP Connection Security Associations (SAs)

Each TCP connection MJST be protected by an | KE Phase 2 SA. Traffic
fromone or nore than one TCP connection nmay flow within each | Psec
Phase 2 SA. Wile it is possible for an | KE Phase 2 SA to protect
mul ti ple TCP connections, all packets of a TCP connection are
protected using only one | KE Phase 2 SA
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9. 4.

10.

10.

If different Quality of Service settings are applied to TCP
connections, it is advisable to use a different |Psec SA for these
connections. Attenpting to apply a different quality of service to
connections handl ed by the sanme | Psec SA can result in reordering,
and falling outside the replay wi ndow. For additional details, see
[21].

FCI P i mpl enent ati ons need not verify that the | P addresses and port
nunbers in the packet match any locally stored per-connection val ues,
| eaving this check to be perfornmed by the | Psec |ayer.

An inplenentation is free to performseveral |KE Phase 2 negotiations
and cache themin its local SPls, although entries in such a cache
can be flushed per current SA Lifetinme settings.

3. Handling Data Integrity and Confidentiality Violations

Upon dat agram reception, when the ESP packet fails an integrity
check, the receiver MJST drop the datagram which will trigger TCP
retransm ssion. |f many such datagrans are dropped, a receiving FCI P
Entity MAY close the TCP Connection and notify the FC Entity with the
reason for the closure.

An i npl enentation SHOULD foll ow guidelines for auditing all auditable
ESP events per |Psec [10] Section 7.

Integrity checks MUST be performed if Confidentiality is enabl ed.
Per f or mance
1. Performance Considerations

Traditionally, the |inks between FC Fabric conponents have been
characterized by |ow |l atency and hi gh throughput. The purpose of
FCIP is to provide functionality equivalent to these Iinks using an

| P Network, where |ow | atency and hi gh throughput are not as certain.
It follows that FCIP Entities and their counterpart FC Entities
probably will be interested in optimal use of the |IP Network.

Many options exist for ensuring high throughput and | ow | at ency
appropriate for the distances involved in an I P Network. For
exanple, a private P Network m ght be constructed for the sole use
of FCIP Entities. The options that are within the scope of this
specification are discussed here.

One option for increasing the probability that FCIP data streans wl|
experience | ow | atency and hi gh throughput is the IP QoS techni ques
di scussed in section 10.2. This option can have val ue when applied
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10.

to a single TCP Connection. Depending on the sophistication of the
FC Entity, further value nmay be obtained by having nmultiple TCP
Connections with differing QS characteristics.

There are many reasons why an FC Entity mght request the creation of
nmul ti ple TCP Connections within an FCIP_LEP. These reasons include a
desire to provide differentiated services for different TCP data
connections between FCIP_LEPs, or a preference to separately queue
different streanms of traffic not having a common in-order delivery
requirenent.

At the time a new TCP Connection is created, the FC Entity SHALL
specify to the FCIP Entity the QoS characteristics (including but not
limted to | P per-hop-behavior) to be used for the lifetime of that
connection. This MAY be achi eved by having

a) only one set of QoS characteristics for all TCP Connecti ons;

b) a default set of QS characteristics that the FCIP Entity applies
in the absence of differing instructions fromthe FC Entity; or

c) a sophisticated nechani smfor exchangi ng QoS requirenments
i nformati on between the FC Entity and FCIP Entity each tine a new
TCP Connection is created.

Once established, the QoS characteristics of a TCP Connecti on SHALL
NOT be changed, since this specification provides no nechani sm for
the FC Entity to control such changes. The mechani smfor providing
different QoS characteristics in FCIP is the establishnent of a

di fferent TCP Connections and associ ated FCl P_DEs.

When FCIP is used with a network with a | arge (bandw dt h*del ay)
product, it is RECOMVENDED that FCl P_LEPs use the TCP mechani snms
(wi ndow scal i ng and w apped sequence protection) for Long Fat
Net wor ks (LFNs) as defined in RFC 1323 [24].

2. IP Qality of Service (QS) Support

Many net hods of providing QoS have been devised or proposed. These
include (but are not linmted to) the follow ng:

- Milti-Protocol Label Switching (MPLS) -- RFC 3031 [ 32]
- Differentiated Services Architecture (diffserv) -- RFC 2474 [ 28],
RFC 2475 [29], RFC 2597 [30], and RFC 2598 [31] -- and other forns

of per-hop-behavi or (PHB)
- Integrated Services, RFC 1633 [25]
- | EEE 802.1p
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11.

11.

The purpose of this specification is not to specify any particul ar
formof IP QS, but rather to specify only those issues that nust be
addressed in order to naxinize interoperability between FC P

equi prent that has been manufactured by different vendors.

It is RECOWENDED that sone formof preferential QS be used for FCIP
traffic to mnimze |latency and packet drops. No particular form of
QS i s recommended.

If a PHBIP QS is inplenmented, it is RECOMENDED that it
interoperate with diffserv (see RFC 2474 [28], RFC 2475 [29], RFC
2597 [30], and RFC 2598 [31]).

If no formof preferential QS is inplenented, the DSCP field SHOULD
be set to '000000° to avoid negative inpacts on other network
components and services that may be caused by uncontroll ed usage of
non-zero val ues of the DSCP field.
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Appendi x A - Fibre Channel Bit and Byte Nunbering Gui dance

Bot h Fi bre Channel and | ETF standards use the same byte transm ssion
order. However, the bit and byte nunbering is different.

Fi bre Channel bit and byte nunbering can be observed if the data
structure heading, shown in figure 11, is cut and pasted at the top
of figure 7, figure 9, and figure 17.

| e Bit-------mmme - |
ol I
rf3322222222221111111111

dj10987654321098765432109876543210

Figure 11: Fibre Channel Data Structure Bit and Byte Numbering
Fi bre Channel bit nunbering for the pFlags field can be observed if

the data structure heading, shown in figure 12, is cut and pasted at
the top of figure 8.

| 31 30 29 28 27 26 25 24
Figure 12: Fibre Channel pFlags Bit Nunbering
Fi bre Channel bit nunbering for the Connection Usage Flags field can

be observed if the data structure heading, shown in figure 13, is cut
and pasted at the top of figure 10.

| 31 30 29 28 27 26 25 24

Figure 13: Fibre Channel Connection Usage Flags Bit Nunbering
Appendi x B - | ANA Consi derati ons

| ANA has nmade the followi ng port assignnents to FCIP:

- fcip-port 3225/tcp FCP
- fcip-port 3225/ udp FCI P

| ANA has changed the authority for these port allocations to
reference this RFC

Use of UDP with FCIP is prohibited even though | ANA has allocated a
port.
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The FC Franme encapsul ation used by this specification enploys
Protocol # value 1, as described in the | ANA Consi derations appendi x
of the FC Frame Encapsul ation [19] specification

Appendi x C - FCI P Usage of Addresses and ldentifiers

In support of network address translators, FCIP does not use IP
Addresses to identify FCIP Entities or FCIP_LEPs. The only use of IP
Addresses for identification occurs when initiating new TCP connect
requests (see section 8.1.2.3) where the | P Address destination of
the TCP connect request is used to answer the question: "Have

previ ous TCP connect requests been made to the sane destination FCIP
Entity?" The correctness of this assunption is further checked by
sending the Destination FC Fabric Entity Wrld Wde Nane in the FCIP
Speci al Frame (FSF) and having the val ue checked by the FCIP Entity
that receives the TCP connect request and FSF (see section 8.1.3).

For the purposes of processing incom ng TCP connect requests, the
source FCIP Entity is identified by the Source FC Fabric Entity Wrld
W de Nane and Source FC/ FCIP Entity ldentifier fields in the FSF sent
fromthe TCP connect requestor to the TCP connect recipient as the
first bytes following the TCP connect request (see section 8.1.2.3
and section 8.1.3).

FC-BB-2 [3] provides the definitions for each of the foll ow ng FSF
fields:

- Source FC Fabric Entity Wrld Wde Nane,
- Source FCFCIP Entity Identifier, and
- Destination FC Fabric Entity Wrld Wde Nane.

As described in section 8.1.3, FCIP Entities segregate their
FCl P_LEPs bet ween

- Connections resulting from TCP connect requests initiated by the
FCIP Entity, and

- Connections resulting from TCP connect requests received by the
FCI P Entity.

Wthin each of these two groups, the following information is used to
further identify each FCI P_LEP:

- Source FC Fabric Entity Wrld Wde Nane,

- Source FCFCIP Entity Identifier, and
- Destination FC Fabric Entity Wrld Wde Nane.
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Appendi x D - Exanpl e of Synchronization Recovery Al gorithm
The contents of this annex are informative.

Synchroni zati on may be recovered as specified in section 5.6.2.3. An
exanpl e of an algorithmfor searching the bytes delivered to the
Encapsul ated Frane Receiver Portal for a valid FCIP Frane header is
provided in this annex.

Thi s resynchroni zation uses the principle that a valid FCI P data
stream nmust contain at |east one valid header every 2176 bytes (the
maxi mum | ength of an encapsul ated FC Frane). Al though other data
patterns containing apparently valid headers nmay be contained in the
stream the FC CRC or FCIP Frane validity of the data patterns
contained in the data streamw |l always be either interrupted by or
resynchroni zed with the valid FCI P Frane headers.

Consi der the case shown in figure 14. A series of short FCIP Franes,
perhaps froma trace, are enbedded in larger FCIP Franes, say as a
result of a trace file being transferred fromone di sk to another
The headers for the short FCIP Frames are denoted SFH and the |ong
FCI P Frane headers are nmarked as LFH

B T T S T g S S
Ll S | S| | S| S| L |9
|Fl | F | Fl | Fl |FI |Fl  |Fl...
|H | H | H | H [H |H |H
B S R T S S i S S S e
| |

[ <--------- 2176 bytes-------- >|

Figure 14: Exanple of resynchroni zation data stream

A resynchroni zation attenpt that starts just to the right of an LFH
will find several SFH FCI P Franmes before discovering that they do not
represent the transnmitted streamof FCIP Franes. Wthin 2176 bytes
pl us or mnus, however, the resynchronization attenpt will encounter
an SFH whose | ength does not match up with the next SFH because the
LFH will fall in the niddle of the short FCI P Frame pushing the next
header farther out in the byte stream

Not e that the resynchroni zation al gorithm cannot forward any
prospective FC Franes to the FC Frane Transmitter Portal because,
until synchronization is conpletely established, there is no
certainty that anything that |ooked like an FCIP Franme really was
one. For exanple, an SFH might fortuitously contain a |length that
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points exactly to the beginning of an LFH. The LFH would identify
the correct beginning of a transnitted FCIP Frane, but that in no way
guarantees that the SFH was al so a correct FCIP Frane header

There exi st sone data streans that cannot be resynchronized by this
algorithm |If such a data streamis encountered, the algorithm
causes the TCP Connection to be cl osed.

The resynchroni zati on assunes that security and authentication
procedures outside the FCIP Entity are protecting the valid data
stream from bei ng replaced by an intrudi ng data stream contai ni ng
valid FClI P data.

The followi ng steps are one exanpl e of how an FCI P_DE ni ght
resynchronize with the data streamentering the Encapsul ated Frane
Recei ver Portal

1) Search for candidate and strong headers:

The data streamentering the Encapsul ated Frane Receiver Portal is
searched for 12 bytes in a row containing the required val ues for

a) Protocol field,

b) Version field,

c) ones conplenent of the Protocol field,

d) ones conpl enent of the Version field,

e) replication of encapsulation word O in word 1, and
f) pFlags field and its ones conpl enent.

If such a 12-byte grouping is found, the FCl P_DE assunes that it
has identified bytes 0-2 of a candidate FCI P encapsul ati on header

Al bytes up to and including the candi date header byte are
di scar ded

I f no candi date header has been found after searching a specified
nunber of bytes greater than sone nultiple of 2176 (the maxi num

I ength of an FCI P Frame), resynchroni zation has failed and the
TCP/ 1 P connection is closed.

Wrd 3 of the candi date header contains the Frame Length and Fl ags
fields and their ones conplenents. |f the fields are consistent
with their ones conpl enents, the candi date header is considered a
strong candi date header. The Franme Length field is used to
determine where in the byte streamthe next strong candi date
header should be and processing continues at step 2).
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2)

3)

Use multiple strong candi date headers to |locate a verified
candi dat e header:

The Frame Length in one strong candi date header is used to skip

i ncomi ng bytes until the expected | ocation of the next strong
candi dat e header is reached. Then the tests described in step 1)
are applied to see if another strong candi date header has
successful ly been | ocated.

Al'l bytes skipped and all bytes in all strong candi date headers
processed are discarded.

Strong candi date headers continue to be verified in this way for
at | east 4352 bytes (twice the maxi mrumlength of an FCI P Frane).
If at any time a verification test fails, processing restarts at
step 1 and a retry counter is increnented. |If the retry counter
exceeds 3 retries, resynchronization has failed and the TCP
Connection is closed, and the FC entity is notified with the
reason for the closure.

After strong candi date headers have been verified for at |east
4352 bytes, the next header identified is a verified candi date
header, and processing continues at step 3).

Note: If a strong candi date header was part of the data content of
an FCIP Franme, the FCIP Frane defined by that or a subsequent
strong candi date header will eventually cross an actual header in
the byte stream As a result it will either identify the actua
header as a strong candi date header or it will |ose
synchroni zati on agai n because of the extra 28 bytes in the |ength,
returning to step 1 as described above.

Use multiple strong candi date headers to locate a verified
candi dat e header:

I ncom ng bytes are inspected and discarded until the next verified
candi dat e header is reached. |Inspection of the inconing bytes

i ncludes testing for other candi date headers using the criteria
described in step 1. Each verified candi date header is tested
against the tests listed in section 5.6.2.2 as would nornally be

t he case.

Verified candi date headers continue to be located and tested in
this way for a mininumof 4352 bytes (twi ce the naxi mum | ength of
an FCIP Frame). |If all verified candi date headers encountered are
valid, the last verified candidate header is a valid header. At
this point the FCI P_DE stops discarding bytes and begi ns nor nmal
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FCI P de-encapsul ation, including for the first tinme since
synchroni zati on was | ost, delivery of FC Franmes through the FC
Frame Transnitter Portal according to normal FCIP rules.

If any verified candi date headers are invalid but neet all the
requirenents of a strong candi date header, increnment the retry
counter and return to step 2). |If any verified candi date headers
are invalid and fail to neet the tests for a strong candi date
header, or if inspection of the bytes between verified candidate
headers di scovers any candi date headers, increnent the retry

counter and return to step 1. If the retry counter exceeds 4
retries, resynchronization has failed and the TCP/IP connection is
cl osed.
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A flowchart for this algorithmcan be found in figure 15.

Synchroni zation is |ost

\Y

Search for candi date header

| |
| |
R T >|
| | Found Not Found
| | (Strong candi date) |
| | |
| | |
| | SRR >cl ose TCP
| v Connect i on
| | | and notify
| | Enough strong candi date | the FC Entity
| +---- 3| headers identified? | with the reason
| | | | for closure
| | | No Yes |
| | | (Verified candi date)
| | | |
| |
N

|
|
|
v

Enough verified candidate
headers val i dat ed?

No Yes
(Resynchr oni zed)

|
% | Resune

| | + ---> Nor mal

| Synchronization | De- encapsul ati on
| Lost ? |

| |

| No Yes |

| |

Fi gure 15: Fl ow di agram of sinple synchroni zati on exanpl e
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Appendi x E - Relationship between FCIP and I P over FC (I PFC)
The contents of this annex are informative.

| PFC (RFC 2625) describes the encapsul ati on of I P packets in FC
Franes. It is intended to facilitate |IP communi cati on over an FC
net wor k.

FCI P describes the encapsul ation of FC Frames in TCP segnents, which
in turn are encapsul ated inside | P packets for transporting over an
I P network. It gives no consideration to the type of FC Frane that
is being encapsul ated. Therefore, the FC Frane may actually contain
an | P packet as described in the I P over FC specification (RFC
2625). In such a case, the data packet woul d have

- Data Link Header
- | P Header

-  TCP Header

- FCI P Header

- FC Header

- | P Header

Note: The two | P headers would not be identical to each other. One
woul d have information pertaining to the final destination, while the
other woul d have information pertaining to the FCIP Entity.

The two documents focus on different objectives. As nentioned above,
i npl ementation of FCIP will lead to I P encapsulation within IP

VWi |l e perhaps inefficient, this should not lead to issues with IP
comuni cation. One caveat: if a Fibre Channel device is

encapsul ating | P packets in an FC Frane (e.g., an | PFC device), and
that device is conmunicating with a device running | P over a non-FC
medi um a second | PFC device may need to act as a gateway between the
two networks. This scenario is not specifically addressed by FCIP.

There is nothing in either of the specifications to prevent a single

device frominpl enenting both FCIP and | P-over-FC (I PFC), but this is
i mpl ement ation specific, and is beyond the scope of this docunent.
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Appendi x F - FC Frane For nat

Note: All users of the words "character" or "characters" in this
section refer to 8bit/10bit Iink encodi ng wherein each 8 bit
"character”™ within a link frame is encoded as a 10 bit "character”
for link transm ssion. These words do not refer to ASCI I, Unicode,
or any other formof text characters, although octets from such
characters will occur as 8 bit "characters" for this encoding. This
usage is enployed here for consistency with the ANSI T11 standards
that specify Fibre Channel

The contents of this annex are informative.

Al'l FC Franmes have a standard format (see FC-FS [5]) nuch like LAN s
802.x protocols. However, the exact size of each FC Frane varies
dependi ng on the size of the variable fields. The size of the
variable field ranges fromO to 2112-bytes as shown in the FC Frane
Format in figure 16, resulting in the mninumsize FC Frane of 36
bytes and t he maxi num size FC Frane of 2148 bytes. Valid FC Frane

| engths are always a nmultiple of four bytes.

[ [ TS B Sy [ [ +
| SOF | Frame | Opti onal | Frame | CRC | EOF |
| (4B) | Header | Header | Payl oad | (4B) | (4B)

| | (24B) [ <o--oonooeiea oo >| | |
| | | Data Field = (0-2112B) | | |
R e F - [ TSy - R e R e +

Figure 16: FC Frane For mat
SOF and EOF Delinmiters

On an FC link, Start-of-Frane (SOF) and End-Of - Frane (ECF) are
called Ordered Sets and are sent as special words constructed from
the 8B/ 10B comma character (K28.5) followed by three additiona

8B/ 10B data characters nmaking themuniquely identifiable in the
data stream

On an FC link, the SOF delinmter serves to identify the beginning
of an FC Frane and prepares the receiver for FC Frane reception
The SOF contains information about the FC Frane’s d ass of

Service, position within a sequence, and in sone cases, connection
st at us.

The EOF delinmiter identifies the end of the FC Frane and the fina
FC Frame of a sequence. |In addition, it serves to force the
running disparity to negative. The EOF is used to end the
connection in connection-oriented cl asses of service.
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A special EOF delimiter called EOFa (End O Franme - Abort) is used
to termnate a partial FC Frane resulting froma nalfunction in a
link facility during transmission. Since an FCIP Entity functions
like a transmission link with respect to the rest of the FC
Fabric, FCIP_DEs nmay use EOFa in their error recovery procedures

It is therefore inportant to preserve the infornation conveyed by
the delimters across the | P-based network, so that the receiving
FCIP Entity can correctly reconstruct the FC Frame in its origina
SOF and EOF format before forwarding it to its ultimte FC
destination on the FC |ink

When an FC Frane is encapsul ated and sent over a byte-oriented
interface, the SOF and EOF deliniters are represented as sequences
of four consecutive bytes, which carry the equival ent C ass of
Service and FC Frane ternmnation information as the FC ordered
sets.

The representation of SOF and ECF in an encapsul ation FC Franme is
described in FC Frame Encapsul ation [19].

Fr ame Header

The FC Frane Header is transparent to the FCIP Entity. The FC
Frame Header is 24 bytes long and has several fields that are
associated with the identification and control of the payl oad.
Current FC Standards allow up to 3 Optional Header fields [5]:

- Networ k_Header (16-bytes)
- Associ ati on_Header (32-bytes)
- Device_Header (up to 64-bytes).

Franme Payl oad

The FC Frane Payload is transparent to the FCIP Entity. An FC
application level payload is called an Infornmation Unit at the
FC-4 Level. This is napped into the FC Frane Payl oad of the FC
Frane. A large Information Unit is segnented using a structure
consi sting of FC Sequences. Typically, a Sequence consists of
nmore than one FC Frane. FCI P does not maintain any state

i nformati on regarding the relationship of FC Frames within an FC
Sequence.

CRC
The FC CRC is 4 bytes long and uses the sane 32-bit polynonia

used in FDDI and is specified in ANSI X3.139 Fi ber Distributed
Data Interface. This CRC value is calcul ated over the entire FC
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header and the FC payload; it does not include the SO and EOF
delimters.

Not e: When FC Franes are encapsulated into FCIP Franmes, the FC
Frame CRC is untouched by the FCIP Entity.

Appendi x G - FC Encapsul ati on For nat

Thi s annex contains a reproduction of the FC Encapsul ati on For nmat
[19] as it applies to FCIP Frames that encapsul ate FC Franes. The
information in this annex is not intended to represent the FCIP
Special Frame (FSF) that is described in section 7.

The information in this annex was correct as of the tine this
speci fication was approved. The information in this annex is
i nformative only.

If there are any differences between the infornmation here and the FC
Encapsul ati on Fornmat specification [19], the FC Encapsul ati on For nat
speci fication takes precedence.

If there are any differences between the information here and the
contents of section 5.6.1, then the contents of section 5.6.1 take
pr ecedence.

Figure 17 applies the requirements stated in section 5.6.1 and in the
FC Encapsul ation Frame format resulting in a sunmary of the FC Frame
format. Where FCIP requires specific values, those values are shown
i n hexadecimal in parentheses. Detailed requirenents for the FCIP
usage of the FC Encapsul ation Format are in section 5.6.1.
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e Bit-------cmme e |
ol |
r 1111111111222222222233
d01234567890123456789012345678901
S S S S +
0] Pr ot ocol # | Ver si on | -Protocol # | - Ver si on

| (0x01) | (0x01) | (OXFE) | (OXFE)
e e I e +
1] Pr ot ocol # | Ver si on | -Protocol# | -Version

| (0x01) | (0x01) | (OxFE) | (OxFE)
S S S S +
2| pFl ags | Reserved | - pFl ags | -Reserved

| (0x00) | (0x00) | (OxFF) | (OxFF)

N I Ry N I Ry +
3| Fl ags | Frame Length | -Flags | -Frane Length

| (0x00) | | (0x3F) | |
S o e - S o e - +
4] Tinme Stanp [integer] |
e T +
5] Time Stanp [fraction] |
e e~ +
6| CRC (Reserved in FCIP)

| (0x00- 00- 00- 00)

S S S S +
7] SOF | SOF | - SOF | - SOF |
. . . . +
8] |
+----- FC Frame content (see appendix F) ----- +
L --------------- S S S L
nj ECF | ECF | - EOF | - EOF
. . . . +

Figure 17: FC P Franme For mat

The nanes of fields are generally descriptive on their contents and
the FC Encapsul ati on Format specification [19] is referenced for
details. Field names preceded by a nminus sign are ones conpl enent
val ues of the naned field.

Note: Figure 17 does not represent the FSF that is described in
section 7.
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Appendix H - FCI P Requirements on an FC Entity

The contents of this annex are informative for FCI P but might be
consi dered normative on FC BB-2.

The capabilities that FCIP requires of an FC Entity incl ude:

1

2)

3)

4)

5)

6)

7)

8)

9)

The FC Entity nust deliver FC Franes to the correct FCIP Data
Engi ne (in the correct FCIP Link Endpoint).

Each FC Franme delivered to an FCI P_DE nust be acconpani ed by a
time value synchronized with the clock maintained by the FC Entity
at the other end of the FCIP Link (see section 6). If a
synchroni zed tinme value is not available, a value of zero nust
acconpany the FC Frame

When FC Franes exit FCIP Data Engine(s) via the FC Frame
Transmitter Portal (s), the FC Entity should forward themto the FC
Fabric. However, before forwarding an FC Frane, the FC Entity
nmust conpute the end-to-end transit time for the FC Frane using
the tine value supplied by the FCIP_DE (taken fromthe FC P
header) and a synchronized time value (see section 6). |If the
end-to-end transit time exceeds the requirenents of the FC Fabric,
the FC Entity is responsible for discarding the FC Frane.

The only delivery ordering guarantee provided by FCIP is correctly
ordered delivery of FC Franes between a pair of FClI P Data Engi nes
FCI P expects the FC Entity to inplement all other FC Frame
delivery ordering requirenents.

When a TCP connect request is received and that request woul d add
a new TCP Connection to an existing FCIP_LEP, the FC Entity nust
aut henticate the source of the TCP connect request before use of
the new TCP connection is all owed.

The FC Entity nay participate in determning allowed TCP
Connections, TCP Connection paraneters, quality of service usage,
and security usage by nodifying interactions with the FCIP Entity
that are nodelled as a "shared" database in section 8.1.1.

The FC Entity may require the FCIP Entity to perform TCP cl ose
requests.

The FC Entity may recover from connection failures.

The FC Entity nust recover fromevents that the FCIP Entity cannot
handl e, such as:
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a) loss of synchronization with FCIP Frane headers fromthe
Encapsul ated Frane Receiver Portal requiring resetting the TCP
Connecti on; and

b) recovering fromFCI P Franes that are discarded as a result of
synchroni zati on problens (see section 5.6.2.2 and section
5.6.2.3).

10) The FC Entity nust work cooperatively with the FCIP Entity to
manage fl ow control problenms in either the P Network or FC
Fabri c.

11) The FC Entity may test for failed TCP Connecti ons.
Note that the Fibre Channel standards nust be consulted for a
conpl et e understandi ng of the requirenments placed on an FC
Entity.

Table 2 shows the explicit interactions between the FCIP Entity
and the FC Entity.

Fom e e e e e o oo B o m e m e e e e e e e e e e e e emeao - +
| | | I'nformation/Paraneter Passed and |
| | | Di rection |
| Reference | R R T R R T +
| Section | Condi tion | FQP Entity---> | <---FC Entity |
B o e e oo o e e oo o e e oo +
| 5.6 | FC Frane ready | | Provide FC |
| FCI P Data | for IP transfer | | Frane and |
| Engine | | | tine stanp at |
| | | | FC Franme |
| | | | Receiver Portal |
B o e e oo o e e oo o e e oo +
| WAW = Wrld Wde Nane |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| conti nued |
o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee oo +

Table 2: FC/ FCIP Entity pair interactions (part 1 of 5)
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. . B . +
| | | Information/Paraneter Passed and |
| | | Di rection |
| Reference | R LR R LR +
| Section | Condi ti on | FQAP Entity--->| <---FC Entity |
S S S S +
| conti nued |
N . dommemeeeaaaaaa dommemeeeaaaaaa dommemeeeaaaaaa +
| 5.6 | FCI P Frane | Provide FC | |
| FCI P Data | received from | Frame and | |
| Engine | P Network | time stanp at | |
| | | FC Frane Trans- | |
| | | mtter Portal | |
N . . . . +
| 5.6.2.2 | FC P_DE | I'nformFC | |
| Errors | discards bytes | Entity that | |
| in FQAP | delivered | bytes have been | |
| Headers and | through | discarded with | |
| Discarding | Encapsul ated | reason | |
| FCIP Franes | Franme Receiver | | |
| | Portal | | |
Fom e e e e e o oo B B B +
| 5.6.2.3 | FCIP Entity | I'nformFC | |
| Synchron- | closes TCP | Entity that TCP | |
| ization | Connection due | Connection has | |
| Failures | to synchron- | been cl osed | |
| | ization failure | with reason | |
| | | for closure | |
B S S S S +
| 8.1.2.3 | Receipt of the | InformFC | |
| Connection | echoed FSF | Entity that TCP | |
| Setup | takes too long | Connection has | |
| Following a | or the FSF | been cl osed | |
| Successful | contents have | with reason | |
| TCP Connect | changed | for closure | |
| Request | | | |
N . . . +
| WA = Wrld Wde Nane |
e . +
| conti nued |
o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +

Table 2: FCFCIP Entity pair interactions (part 2 of 5)
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T oo o m e e e e e e e e e e eee s +
| | | Information/Paraneter Passed and |
| | | Di rection |
| Reference | R LR R LR +
| Section | Condi tion | FCIP Entity--->| <---FC Entity |
S S S S +
| conti nued |
S e e e oo e e e oo e e e oo +
| 8.1.2.1 | New TCP | I'nformFC | |
| Non-Dynamic | Connection | Entity of | |
| Creation of | created based | new or existing | |
| a New TCP | on "shared" | FCI P_LEP and | |
| Connections | database | new FCI P_DE | |
| | information | along with | |
| | | Destination FC | |
| | | Fabric Entity | |
| | | WAN, Connection | |
| | | Usage Flags, | |
| | | Connection | |
| | | Usage Code and | |
| | | Connection | |
| | | Nonce | |
B S S S S +
| 8.1.2.2 | New TCP | I'nformFC | |
| Dynanic | Connection | Entity of | |
| Creation of | created based | new or existing | |
| a New TCP | on SLP service | FCIP_LEP and | |
| Connections | advertisenent | new FCl P_DE | |
| | and "shared" | along with | |
| | database | Destination FC | |
| | information | Fabric Entity | |
| | | WAN, Connection | |
| | | Usage Flags, | |
| | | Connection | |
| | | Usage Code and | |
| | | Connection | |
| | | Nonce | |
S e e e oo e e e oo e e e oo +
| WA = World Wde Nane |
o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e emao o +
| conti nued |
o s e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +

Table 2. FC/ FCIP Entity pair interactions (part 3 of 5)
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T e +
| | I nfornmati on/ Paranet er Passed and |
| | Di rection |
| Reference I e S +
| Section | Condi ti on FCIP Entity--->| <---FC Entity |
S T TS oy +
| conti nued |
S e T +
| 8.1.3 | New TCP I nform FC |
| Processing | Connection Entity of |
| I'ncom ng | created based new or existing |
| TCP Connect | on incoming TCP | FC P_LEP and |
| Requests | Connect request new FCl P_DE |
| | and "shared" along with |
| | database Source FC |
| | information Fabric Entity |
| | WAN, Source |
| | FC/ FCIP Entity |
| | I dentifier, |
| | Connecti on |
| | Usage Fl ags, |
| | Connecti on |
| | Usage Code and |
| | Connecti on |
| | Nonce |
S e T +
| 8.1.3 | TCP Connect Request FC Yes or No |
| Processing | Request wants Entity to answer about |
| I'ncom ng | to add a new aut henticate whet her the |
| TCP Connect | TCP Connection t he source of source of the |
| Requests | to an existing the TCP Connect TCP Connect |
| | FC P_LEP Request Request can be |
| | aut henti cat ed |
Fom e e e e e o oo Ly +
| 8.1.3 | Receipt of the I nform FC |
| Processing | FSF takes too Entity that TCP |
| I'ncomi ng | long or Connecti on has |
| TCP Connect | duplicate been cl osed |
| Requests | Connection with reason |
| | Nonce val ue for closure |
B S Ty +
| WA = Wrld Wde Nane |
o o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eee oo +
| conti nued |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme— oo +
Table 2: FC FCIP Entity pair interactions (part 4 of 5)
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T oo o m e e e e e e e e e e eee s +
| | | I'nformation/Paraneter Passed and

| | | Di rection |
| Reference | R LR R LR +
| Section | Condi tion | FCIP Entity--->| <---FC Entity
S S S S +
| concl uded |
S e e e oo e e e oo e e e oo +
| 8.2 | FC Entity | Acknow edgenent | ldentification

| dosing TCP | determ nes | of TCP | of the FCIP_DE

| Connections | that a TCP | Connection | whose TCP |
| | Connection | closure | Connection |
| | needs to be | | needs to be |
| | closed | | closed |
B o e e oo o e e oo o e e oo +
| 8.4 | Discovery that | InformFC | |
| TCP | TCP connectiv- | Entity that TCP | |
| Connection | ity has been | Connection has | |
| Considera- | |ost | been cl osed | |
| tions | | with reason | |
| | | for closure | |
Fom e e e e e o oo B B B +
| 9.4.1 | IKE phase 1 | I'nformFC | |
| FCIP | failed, result- | Entity that TCP | |
| Link | ingintermn- | Connection can | |
| Initializ- | ation of link | not be opened | |
| ation Steps | initialization | with reason for | |
| | | failure | |
B S S S S +
| 9.4.3 | Excessive | I'nformFC | |
| Handling | nunbers of | Entity that TCP | |
| data | dropped | Connection has | |
| integrity | datagrans | been cl osed | |
| and confi- | detected and | with reason |

| dentiality | TCP Connection | for closure | |
| violations | closed | | |
T oo oo oo +
| RFC 3723 | TCP Connection | InformFC | |
| | closed due to | Entity that TCP | |
| Handling SA | SA paraneter | Connection has | |
| paranmeter | msmatch | been cl osed |

| msmatches | problens | with reason |

| | | for closure | |
S e e e oo e e e oo e e e oo +
| WA = Wrld Wde Nane |
o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e emao o +

Table 2: FCFCIP Entity pair interactions (part 5 of 5)

Raj agopal , et al. St andards Track [ Page 68]



RFC 3821 FC P July 2004

Editors and Contributors Acknow edgenents

During the devel opnent of this specification, Mirali Rajagopal

El i zabet h Rodri guez, Vi Chau, and Ral ph Weber served consecutively as
editors. Raj Bhagwat contributed substantially to the initial basic
FCl P concepts.

Venkat Rangan contributed the Security section and continues to
coordi nate security issues with the ips Wrking Goup and | ETF.

Andy Hell and contributed a substantial revision of Performance
section, aligning it with TCP/IP QS concepts.

Dave Peterson contributed the dynanic discovery section and edits to
RFC 3822.

Ani|l Rijhsinghani contributed material related to the FCIP M B and
edits the FCIP M B docunent.

Bob Snively contributed nmaterial related to error detection and
recovery including the bulk of the synchronization recovery exanple
annex.

Law ence J. Laners contributed nunerous ideas focused on keeping FCI P
conpatible with B Port devices.

Ml an Merhar contributed several of the FCI P conceptual nodifications
necessary to support NATs.

Don Fraser contributed material related to link failure detection and

reporting.
Bill Krieg contributed a restructuring of the TCP Connection setup
sections that made themnore linear with respect to tinme and nore
readabl e.

Several T11 | eaders supported this effort and advised the editors of
this specification regarding coordination with T11 docunments and
projects. These T11 | eaders are: Jim Nelson (Franing and Signaling),
Nei | Wanamaker (Frami ng and Signaling), Craig Carlson (Ceneric
Services), Ken Hrata (Switch Fabric), Miurali Rajagopal (Backbone),
Steve Wlson (Switch Fabric), and Mchael O Donnell (Security

Pr ot ocol s).

Raj agopal , et al. St andards Track [ Page 69]



RFC 3821 FC P July 2004

Editors and Contri butors Addresses

Nei | Wanamaker
Akar a

10624 | carus Court
Austin, TX 78726
USA

Phone: +1 512 257 7633
Fax: +1 512 257 7877
EMai | : nwananaker @kar a. com

Ral ph Weber

ENDL Texas, representing Brocade
Suite 102 PMB 178

18484 Preston Road

Dal | as, TX 75252

USA

Phone: +1 214 912 1373
EMai | : roweber @eee. org

El i zabeth G Rodriguez
Dot Hill Systens Corp.
6305 El Canmino Real
Carl shad, CA 92009
USA

Phone: +1 760 431 4435
EMai | : elizabeth.rodriguez@othill.com

Steve Wl son

Brocade Comm Systens, Inc.
1745 Technol ogy Drive

San Jose, CA. 95110

USA

Phone: +1 408 333 8128
EMail : swil son@rocade. com

Raj agopal , et al. St andards Track [ Page 70]



RFC 3821 FC P July 2004

Bob Snively

Brocade Comm Systens, Inc.
1745 Technol ogy Drive

San Jose, CA 95110

USA

Phone: +1 408 303 8135
EMai | : rsnivel y@rocade. com

Davi d Pet er son

Cisco Systenms - SRBU
6450 Wedgwood Road
Mapl e Grove, MN 55311
USA

Phone: +1 763 398 1007
Cell: +1 612 802 3299
EMai | : dap@i sco.com

Donald R Fraser

Hew et t - Packard

301 Rockrimon Blvd., Bldg. 5
Col orado Springs, CO 80919
USA

Phone: +1 719 548 3272
EMai | : Don. Fraser @P. com

R Andy Hell and

Li ght Sand Comuni cations, 1nc.
375 Los Coches Street

M pitas, CA 95035

USA

Phone: +1 408 404 3119
Fax: +1 408 941 2166
EMai | : andyh@i ght sand. com

Raj Bhagwat

Li ght Sand Comuni cati ons, 1nc.
24411 Ridge Route Dr.

Suite 135

Laguna Hills, CA 92653

USA

Phone: +1 949 837 1733 x104
EMail: rajb@ightsand. com

Raj agopal , et al. St andards Track [ Page 71]



RFC 3821 FC P July 2004

Bill Krieg

Lucent Technol ogi es
200 Lucent Lane
Cary, NC 27511

USA

Phone: +1 919 463 4020
Fax: +1 919 463 4041
EMai | : bkrieg@ ucent.com

M chael E. O Donnel |
McDATA Cor por ati on

310 I nterl ocken Parkway
Broonfield, CO 80021
USA

Phone: +1 303 460 4142
Fax: +1 303 465 4996
EMai | : nodonnel | @rcdat a. com

Ani | Rij hsinghani
McDATA Cor por ati on

310 Interl ocken Par kway
Broonfield, CO 80021
USA

Phone: +1 508 870 6593
EMail: anil.rijhsinghani @tdata.com

Mlan J. Merhar
43 Nagog Park
Pi rus Net wor ks
Acton, MA 01720
USA

Phone: +1 978 206 9124
EMail: M1 an@irus.com

Craig W Carlson

QLogi ¢ Corporation
6321 Bury Drive

Eden Prairie, M\ 55346
USA

Phone: +1 952 932 4064
EMai | : craig.carl son@l ogi c. com

Raj agopal , et al. St andards Track [ Page 72]



RFC 3821 FC P July 2004

Venkat Rangan
Rhapsody Networ ks Inc.
3450 W Warren Ave.
Frenont, CA 94538

USA

Phone: +1 510 743 3018
Fax: +1 510 687 0136
EMai | : venkat @ hapsodynet wor ks. com

Law ence J. Laners

SAN Val | ey Systens, Inc.
6320 San | gnaci o Ave.
San Jose, CA 95119-1209
USA

Phone: +1 408 234 0071
EMail: |jlamers@ eee.org

Mural i Raj agopal

Br oadcom Cor por ati on
16215 Alton Par kway
I rvine, CA 92619

USA

Phone: +1 949 450 8700
EMail : nuralir@roadcom com

Ken Hirata

Vi xel Corporation

15245 Alton Parkway, Suite 100
Irvine, CA 92618

USA

Phone: +1 949 788 6368
Fax: +1 949 753 9500
EMmi | : ken. hirata@:i xel.com

Vi Chau

USA
Enmai | : vchaul@ox. net

Raj agopal , et al. St andards Track [ Page 73]



RFC 3821 FC P July 2004

Ful I Copyright Statenent

Copyright (C) The Internet Society (2004). This docunent is subject
to the rights, licenses and restrictions contained in BCP 78, and
except as set forth therein, the authors retain all their rights.

Thi s docunent and the infornmation contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATlI ON HE/ SHE REPRESENTS
OR |'S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS CR | MPLI ED,

I NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF THE

| NFORMATI ON HEREI'N W LL NOT | NFRI NGE ANY RI GHTS CR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intellectual Property

The |1 ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or mnight not be avail able; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of | PR disclosures nade to the | ETF Secretariat and any
assurances of licenses to be made available, or the result of an
attenpt nmade to obtain a general |icense or permi ssion for the use of
such proprietary rights by inplenmenters or users of this
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The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
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