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Abst r act

This meno describes a set of practices intended to enable an

aut horitative name server operator to provide access to a single
naned server in nultiple locations. The primary notivation for the
devel opnent and depl oynent of these practices is to increase the
distribution of Domain Name System (DNS) servers to previously
under-served areas of the network topology and to reduce the |atency
for DNS query responses in those areas.

1. Introduction

This meno describes a set of practices intended to enable an

aut horitative name server operator to provide access to a single
naned server in multiple locations. The primary notivation for the
devel opnent and depl oynent of these practices is to increase the

di stribution of DNS servers to previously under-served areas of the
networ k topol ogy and to reduce the latency for DNS query responses in
those areas. This document presunes a one-to-one nmappi ng between
named aut horitative servers and administrative entities (operators).
Thi s docunent contains no guidelines or recommendati ons for caching
nane servers. The shared unicast system described here is specific
to IPv4; applicability to IPv6 is an area for further study. It
shoul d al so be noted that the system described here is related to
that described in [ ANYCAST], but it does not require dedicated
address space, routing changes, or the other elenents of a ful
anycast infrastructure which that docunent descri bes.
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2. Architecture
2.1 Server Requirenents

Operators of authoritative nane servers may wish to refer to

[ SECONDARY] and [ROOT] for general gui dance on appropriate practice
for authoritative nanme servers. |In addition to proper configuration
as a standard authoritative nane server, each of the hosts
participating in a shared-unicast system should be configured wth
two network interfaces. These interfaces nmay be either two physica
interfaces or one physical interface nmapped to two | ogica

interfaces. One of the network interfaces should use the I Pv4 shared
uni cast address associated with the authoritative name server. The
other interface, referred to as the adninistrative interface bel ow,
shoul d use a distinct | Pv4 address specific to that host. The host
shoul d respond to DNS queries only on the shared-unicast interface.
In order to provide the nbst consistent set of responses fromthe
mesh of anycast hosts, it is good practice to limt responses on that
interface to zones for which the host is authoritative.

2.2 Zone file delivery

In order to mnimze the risk of man-in-the-m ddl e attacks, zone
files should be delivered to the adnministrative interface of the
servers participating in the mesh. Secure file transfer nethods and
strong aut hentication should be used for all transfers. |If the hosts
in the nesh nake their zones available for zone transfer, the

adm ni strative interfaces should be used for those transfers as well
in order to avoid the problens with potential routing changes for TCP
traffic noted in section 2.5 bel ow

2.3 Synchroni zation

Aut horitative nane servers may be |oosely or tightly synchronized,
dependi ng on the practices set by the operating organi zation. As
noted below in section 4.1.2, lack of synchronizati on anong servers
usi ng the sane shared uni cast address could create problens for sone
users of this service. 1In order to nmininize that risk, swtch-overs
fromone data set to another data set should be coordinated as nuch
as possible. The use of synchronized cl ocks on the participating
hosts and set times for switch-overs provides a basic | evel of

coordi nation. A nore conplete coordination process would involve:

a) receipt of zones at a distribution host

b) confirmation of the integrity of zones received

c) distribution of the zones to all of the servers in the nesh
d) confirmation of the integrity of the zones at each server
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e) coordination of the switchover tines for the servers in the
nmesh

f) institution of a failure process to ensure that servers that
did not receive correct data or could not sw tchover to the new
data ceased to respond to inconming queries until the problem
coul d be resol ved

Dependi ng on the size of the nesh, the distribution host may al so be
a participant; for authoritative servers, it may al so be the host on
whi ch zones are generat ed.

Thi s docunent presunes that the usual DNS failover nmethods are the
only ones used to ensure reachability of the data for clients. It
does not advise that the routes be withdrawn in the case of failure;
it advises instead that the DNS process shutdown so that servers on
ot her addresses are queried. This recommendation reflects a choice
bet ween performance and operational conplexity. Wile it would be
possi bl e to have sone process withdraw the route for a specific
server instance when it is not available, there is considerable
operational conplexity involved in ensuring that this occurs
reliably. G ven the existing DNS fail over nethods, the nargina

i nprovenent in performance will not be sufficient to justify the
additional conplexity for nost uses.

2.4 Server Placenent

Though the geographic diversity of server placenment hel ps reduce the
effects of service disruptions due to local problens, it is diversity
of placenent in the network topology which is the driving force
behi nd these distribution practices. Server placenent should
enphasi ze that diversity. |Ideally, servers should be placed

topol ogically near the points at which the operator exchanges routes
and traffic with other networks.

2.5 Routing

The organi zation adninistering the mesh of servers sharing a unicast
address nust have an aut ononopus system nunber and speak BGP to its
peers. To those peers, the organi zati on announces a route to the
net wor k cont ai ni ng the shared-uni cast address of the name server.
The organi zation’s border routers nust then deliver the traffic
destined for the nane server to the nearest instantiation. Routing
to the administrative interfaces for the servers can use the normal
routing nethods for the admi nistering organization

One potential problemw th using shared uni cast addresses is that

routers forwarding traffic to them may have nore than one avail abl e
route, and those routes nmay, in fact, reach different instances of
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the shared uni cast address. Applications |ike the DNS, whose
communi cation typically consists of independent request-response
nmessages each fitting in a single UDP packet present no problem

O her applications, in which rmultiple packets nust reach the sane
endpoint (e.g., TCP) may fail or present unworkabl e perfornmance
characteristics in sone circunstances. Split-destination failures
may occur when a router does per-packet (or round-robin) |oad
sharing, a topology change occurs that changes the relative metrics
of two paths to the sane anycast destination, etc.

Four things mtigate the severity of this problem The first is that
UDP is a fairly high proportion of the query traffic to nane servers
The second is that the aimof this proposal is to diversify

t opol ogi cal placenment; for nost users, this nmeans that the

coordi nation of placenment will ensure that new i nstances of a nane
server will be at a significantly different cost metric from existing
i nstances. Sone set of users may end up in the mddle, but that
should be relatively rare. The third is that per packet |oad sharing
is only one of the possible |oad sharing nechani sns, and ot her
nmechani sns are increasing in popularity.

Lastly, in the case where the traffic is TCP, per packet |oad sharing
is used, and equal cost routes to different instances of a nane
server are avail able, any DNS i npl enentati on whi ch neasures the
performance of servers to select a preferred server will quickly
prefer a server for which this problem does not occur. For the DNS
fail over nechanisns to reliably avoid this problem however, those
usi ng shared unicast distribution nmechani sms nust take care that al
of the servers for a specific zone are not participants in the same
shar ed- uni cast nmesh. To guard even agai nst the case where nultiple
meshes have a set of users affected by per packet |oad sharing al ong
equal cost routes, organizations inplenenting these practices should
al ways provide at |east one authoritative server which is not a
participant in any shared uni cast nesh. Those depl oyi ng shar ed-

uni cast meshes should note that any specific host may becomne
unreachable to a client should a server fail, a path fail, or the
route to that host be withdrawn. These error conditions are,
however, not specific to shared-unicast distributions, but would
occur for standard uni cast hosts.

Since | CVMP response packets mght go to a different menber of the
mesh than that sending a packet, packets sent with a shared unicast
source address should al so avoid using path MIU di scovery.

Appendi x A. contains an ASCI| diagram of an exanple of a sinple
i npl enentation of this system |Init, the odd nunbered routers
deliver traffic to the shared-unicast interface network and filter
traffic fromthe adm nistrati ve network; the even nunbered routers

Har di e I nf or mat i onal [ Page 4]



RFC 3258 Distributing Authoritative Nane Servers April 2002

3.

deliver traffic to the administrative network and filter traffic from
t he shared-uni cast network. These are depicted as separate routers
for the ease this gives in explanation, but they could easily be
separate interfaces on the same router. Sinmilarly, a |ocal NTP
source is depicted for synchronization, but the |evel of
synchroni zati on needed woul d not require that source to be either
local or a stratum one NTP server

Adm ni strati on

3.1 Points of Contact

A single point of contact for reporting problens is crucial to the
correct administration of this system |If an external user of the
system needs to report a problemrelated to the service, there nust
be no anbiguity about whomto contact. |If internal nonitoring does
not indicate a problem the contact may, of course, need to work wth
the external user to identify which server generated the error

Security Considerations

As a core piece of Internet infrastructure, authoritative name
servers are conmmon targets of attack. The practices outlined here
increase the risk of certain kinds of attacks and reduce the risk of
ot hers.

4.1 I ncreased Ri sks

4.1.1 Increase in physical servers

The architecture outlined in this docunent increases the nunber of
physi cal servers, which could increase the possibility that a server
nm s-configuration will occur which allows for a security breach. In
general, the entity adm nistering a nmesh should ensure that patches
and security mechani sns applied to a single nmenber of the nmesh are
appropriate for and applied to all of the nenbers of a nesh.
"CGenetic diversity" (code fromdifferent code bases) can be a usefu
security neasure in avoiding attacks based on vulnerabilities in a
specific code base; in order to ensure consistency of responses from
a single named server, however, that diversity should be applied to
di fferent shared-uni cast neshes or between a nmesh and a rel ated

uni cast authoritative server

4.1.2 Data synchroni zati on probl ens

The | evel of system c synchroni zation described above shoul d be
augrment ed by synchroni zation of the data present at each of the
servers. Wile the DNSitself is a | oosely coupled system debuggi ng
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problens with data in specific zones would be far nore difficult if
two different servers sharing a single unicast address mght return
different responses to the sanme query. For exanple, if the data
associ ated with www. exanpl e. com has changed and the admi ni strators of
the domain are testing for the changes at the exanpl e.com
authoritative name servers, they should not need to check each

i nstance of a naned authoritative server. The use of NIP to provide
a synchronized time for switch-over elininates some aspects of this
probl em but mechanisnms to handle failure during the switchover are
required. In particular, a server which cannot rmake the sw tchover
must not roll-back to a previous version; it nust cease to respond to
queries so that other servers are queried

4.1.3 Distribution risks

If the mechani smused to distribute zone files anmobng the servers is
not well secured, a man-in-the-mddle attack could result in the
injection of false information. Digital signatures will alleviate
this risk, but encrypted transport and tight access lists are a
necessary adjunct to them Since zone files will be distributed to
the administrative interfaces of neshed servers, the access contro
list for distribution of the zone files should include the

adm nistrative interface of the server or servers, rather than their
shared uni cast addresses.

4.2 Decreased Ri sks

The increase in nunmber of physical servers reduces the |ikelihood
that a denial -of-service attack will take out a significant portion
of the DNS infrastructure. The increase in servers also reduces the
ef fect of machine crashes, fiber cuts, and |ocalized disasters by
reduci ng the nunber of users dependent on a specific nachine.
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8. Full Copyright Statenent
Copyright (C) The Internet Society (2002). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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