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Abst r act

Many of the support functions necessary to exploit the nechani sns by
which differing levels of service can be provided are limted in
scope and a conplete framework is non-existent. Various efforts at
such a framework have received a great deal of attention and
represent a historical shift in scope for many of the organizations
| ooking to address this problem The purpose of this docunent is to
expl ore the problens of defining a Service managenment framework and
to exanmine sone of the issues that still need to be resol ved.

1. Introduction

Efforts to provide nmechanisnms to distinguish the priority given to
one set of packets, or flows, relative to another are well underway
and in many nodern | P networks, best effort service will be just one
of the many services being offered by the network as opposed to it
being the only service provided. Unfortunately, nany of the support
functions necessary to exploit the nmechani sns by whi ch network | eve
service can be provided are linited in scope and a conpl ete framework
i s non-existent. Conpounding the problemis the varied understandi ng
of exactly what the scope of "service" is in an IP network. [P, in
contrast to connection oriented network technologies, will not be
able to limt the definition of service managenent sinply to end to
end connectivity, but will conbine service nanagenent with regards to
transport with the service requirenments of the actual applications
and how they are using the network. The phenonenal growth in data
networks as well as the growh in application bandw dth usage has had
t he consequence that the existing nethods of nanagenent are not
sufficient to handle the growi ng demands of scal e and conplexity.
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The network and servi ce nanagenent issue is going to be a nmjor
probl em facing the networks of the future. This realizationis a
significant notivating factor in various efforts within the IP
community which has been traditionally reluctant to take on issues of
this type [1]. The purpose of this docunent is to explore the

probl ens of devel oping a franmework for nanagi ng the network and
services and to exani ne sone of the issues that recent efforts have
uncover ed.

2. The Probl em of Managenent Standards

Net wor k and service level issues traditionally are handled in IP
net wor ks by engi neering the network to provide the best service

possible for a single class of service. |Increasingly there is a
desire that I P networks be used to carry data with specific QS
constraints. |IP networks will require a tremendous anount of
managenent information to provision, nmaintain, validate, and bill for

these new services. The control and distribution of nanagenent

i nformati on in conplex comruni cati ons networks is one of the nost
sophi sticated tasks a network nanagenment framework nust resolve. This
i s conpounded by the likelihood that devices in IP networks will be
vari ed and have differing managenent capabilities, ranging from
compl ex computing and switching platfornms to personal hand held
devices and everything in between. Scaling and perfornance
requirenents will nake the task of defining a single nmanagenent
framework for these networks extrenmely conpl ex.

In the past standardization efforts have suggested a sinplified node
for managenent on the hypothesis that it can be extrapolated to sol ve
conpl ex systens. This prenise has often proved to be w thout nerit
because of the difficulty of devel opi ng such a nodel that neets both
t he operators heterogeneous, nulti-vendor need and network equi pnent
vendors specific needs. At the center of efforts to devise a
standard nmanagenent nodel are attenpts to develop an architecture or
framework to control the managenent information. The sane conflicting
operator vs. vendor forces are present in the effort to establish a
common framework architecture as are in the efforts to develop a
common i nformation nodel

Net wor k operators requirenents call for a framework that will permt
centralized managenment of the network and require the m nimal
resources to operate and maintain while still providing trenendous

flexibility in choice of equipnent and creativity of defining
services [2]. Operators nay be |less able to support change in their
Operational Support Systens (OSS) then they are in the network
infrastructure because the OSS is tightly integrated into the
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organi zati ons business practices. The need for flexibility, and the
other desires identified above, operators expect to have neet by
havi ng equi pnent vendors support open and conmon interfaces.

Devi ce manufactures have a need for managenent that will best
represent the features and capabilities of the equi pnent they are
devel opi ng and any managenent sol ution that hinders the ability of
t he equi pnent vendors to efficiently bring innovation to the narket
is contrary to their objectives.

The conmon framework for solving the nmanagenent needs of operators
and equi pnent vendors has been based on a centralized approach with a
t he manager agent architecture. Wile providing a very

strai ghtforward approach to the problem of information nanagenent,
this approach, and its variations, has not proved to scale well or
allowed the flexibility required in today’'s nodern data networks
Scaling and flexibility are especially a problemwhere there are many
sophi sticated network devices present. Methods of control nust be
found that work and scale at the sane speeds as that of the contro

pl ane of the network itself if a major concern of the nmanagenent
systemis with the dynam c control of traffic in a network
Increasingly it is a requirenent that custonmers at the edge of the
network be able to have access to managenent functionality. A
centralized nmanagenent approach may not provide the nost conveni ent
architecture to allow this capability.

Framewor ks based on a decentralized approach to the nmanagenent
architecture have gained nonentumin recent years, but nust address
the possibility of having redundant managenent information throughout
the network. A decentralized framework nay have advantages with
regards to scaling and speed of operation, but information and state
managenent becones conplex in this approach, resulting in additiona
conplication in devel opi ng such systens.

The conpl exity of managing a network increases dramatically as the
nunber of services and the nunber and conplexity of devices in the
network increases. The success of | P networks can be partially
traced to the successful separation of transport control mechanisns
fromthe conplexity of service managenent, including billing. As the
trend in IPis to allow for classes of traffic that will have both
transport and service dependencies it has become apparent that nmany
of the nmanagenent problens are beconmi ng nore conplex in nature and
are starting to resenble those of the traditional telecom provisioned
service environment. In the telecomenvironnment no such separation
exi sts between transport control nechani sns and service. The Tel ecom
community has struggled for years to come up with a standard sol ution
for the problemin national and international standardization bodies
and achi eved a debatabl e anount of industry acceptance.
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Unfortunately, the hard | earned | essons of how to nmanage the

i nt erdependenci es between service and transport will be of
guestionabl e use to the IP comunity because of the nmuch nore linited
concept of service in the tel ecomuni cations environment.

Rul es based nmanagenent has received nmuch attention as a nethod to
reduce nuch of the overhead and operator intervention that was
necessary in traditional managenent systens. The potential exists
that a rul es-based system could reduce the rate at which nanagenent
information is increasing, but given the trenmendous growth in this
information, the problens with the control of that information wll
continue to exist. Rules add additional issues to the conplexity of
managi ng a network and as such will contribute to the information
control problem

2.1. I P QoS Managenent

Much of the current managenent efforts are focused on solving contro
issues for IP Q@S [3]. A nunber of open questions exist with the IP
QoS architecture which will make it difficult to define a nanagenent
architecture until they are resolved. These are well docunented in
"Next steps for the IP QS architecture"” [4], but fromthe nmanagenent
per spective warrant enphasi zi ng.

Current | P QoS architectures have not defined if the service will be
per-application or only a transport-|layer option. This will have
significant inmpact both froma control perspective and froma billing
and service assurance one.

The assunption is that the routing best effort path will be used for
both best effort traffic and for traffic of a different service
level. 1In addition to those issues raised in [4], best effort path
routing may not be able to identify the paraneters necessary to
identify routes capabl e of sustaining distinguished service traffic.

In any architecture where a premumservice will be offered it is a
strong requirenent that the service be neasurabl e and sustai nabl e.
Provi sioning that service will require a coherent view of the network
and not just the device managenent view that is currently inplenmented
i n nmost networks.

2.2. Prom se of rul es-based Managenent

Management standardi zation efforts in the I P community have so far
been concerned prinmarily with what is cormmonly referred to as

"el enent nmanagenent” or "device managenent" [5]. Cenerally there is
agreement as to the scope of el enent managenent. Once outside that
domain efforts to divide that task al ong cl ear boundari es have proved
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elusive with many of the terns being used having their roots in the
tel econmuni cations industry and as such being of potentially limted
use for I P managenent [1]. Confusion resulting fromthe anbiguity
associ ated with what functions conpose managenent beyond those

i ntended for the elenent, is conpounded by the broad scope for which
networ k and servi ce managenent standards apply. Terns such a

busi ness goal s, service nmanagenent, and applicati on nanagenent are
not sufficiently defined to insure there will not be di sagreement as
to the actual scope of the nanagenent functions needed and to what
extent interrelationships will exists between them

It is within this hazy domain that nuch of the recent efforts in

rul es-based managenent have been proposed as a potential solution
Efforts to devise a framework for policy managenent is an exanpl e of
one of the nost popular recent activities. Proposed requirements for
pol i cy managenent | ook very nuch |ike pre-existing netwrk managenent
requirenents [2], but specific nodels needed to define policy itself
and related to the definition of policy to control DiffServ and RSVP
based QS are under devel opnent.

2.3. Service Managenent Requirenents

Efforts to define the requirenents for a service managenent system

are hindered by the different needs of network operators. 1In an
i ndustry where nuch has been witten about the trend towards
convergence there still exist fundamental differences in the business

needs of operators.
2.3.1. Enterprise

The managenent requirenents fromboth the operations and the network
perspective have sone interesting characteristics in the enterprise
envi ronnment when conpared to the public network. |In the enterprise
end to end traffic managenent is inplenented wthout the burden of
complex tariff issues. Service Level Agreenents, while increasing in
the enterprise, do not have the sane operations inpact as in the
public network. The high costs associated with inplenmenting non-
reputabl e auditing systens are usually not present. This results in
a substantial reduction in the nunber of expressions necessary to
represent a particul ar networks busi ness nodel

In the world of best effort service, rul es-based managenent presents

the possibility to give the |IT departnent a tool the nake the network
appear to not be overloaded by prioritizing traffic. This is done by
prioritizing delay sensitive traffic (Wb browsing) fromtraffic that
is not delay sensitive (Email) or by prioritizing the traffic froma

particul ar |location or source. This will, depending on the conposite
of an enterprises traffic, increase the useful life of the network
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wi t hout adding additional capacity. This does not cone w thout
tradeoffs. Both the purchase and managenent costs associated with
the system nust be calculated as well as the cost of the added
conmpl exity of adding additional control information to the network

2.3.2. Service Provider

It has for a long tinme been a goal of service providers to have a
centralized nmanagenment system \hile the notivation for this is very
straightforward there exi st sone fundanental obstacles in achieving
this goal. Service providers often do not want to be tied to a
single vendor and certainly do not want to be limted to only one
nodel of any single vendors equipnent. At the sane tine bottomline
costs are of paranount inportance which often result in networks not
bei ng as heterogeneous as operators would like. Centralized
managenent inplies a scal able systemable to nmanage potentially many
het er ogeneous pi eces of equi pment. The anount of data necessary to
achieve this is contrary to the scalability requirenent. In response
to this problemit has been attenpted nmany tines to identify the
common nodel that represents the subset common to all devices
Unfortunately all too often this set is either too conpl ex,

i ncreasing the cost of devices, or too limted to preclude |arge
anounts of device specific data thus defeating the purpose. For such
a managenent nodel to be successful at the service |level, the

servi ces bei ng nodel ed nust be standardi zed. This is counter
intuitive to the conpetitive nodel of which the service provider
operates. To be successful speed to market has becone a key el enent
that differentiates one service provider fromanother. Constraints
pl aced on equi pnent nmanufacturers and the managenent infrastructure
by a centralized managenent systemare also detrinental to this goal
Wiile for a linted set of well defined services a central nanagenent
approach is feasible, such a systemcan very quickly become a ngjor
contributor to the very problens it was intended to solve

3. Network and Servi ce Managenent

Currently many of the efforts to define a framework for nmanagenent

are described in very inplenentation independent terns. |n actua
fact the inplenmentation of that framework directly affects for what
situations the managenent systemw || be nost beneficial. Wile many

past attenpts to define a conmon nanagenent framework have failed it
may be in the area of service managenent that such efforts finally
gain industry acceptance. It nmay be in the donmain of service
managenent that informati on nodels can be defined that are
sufficiently specific to be useful and at that same tine not have a
negative inpact on the equi pnent or service providers business needs.
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This section will discuss some of the issues that need to be resol ved
with regards to a service managenent framework to meet the
requi renents of the nodern | P network

Some of the key concerns | ooking at a nanagenment system architecture
i ncl ude:

- The managenent interface and nodel s supported
- The managenent system architecture
- \Where and how functionality is realized

3.1. Architecture for information nanagenent

Networ ks will consist of network el enents that have existed prior to
efforts to define a standard infornati on nodel, rul es-based or
otherw se, and el ements depl oyed after. This problem has been
addressed by sonme of the recent efforts in policy nmanagenent. Those
el ements that take into account policy are terned policy aware while
those that do not are termed policy unaware. The distinction being
made that aware devices can interpret the policy information nodel or
schenma. These issues apply equally to other standard nanagenent
information. In reality it is unlikely that any device will be fully
policy aware for long, as the policy information nodel evolves, early
devices will be only policy aware for those aspects of the nodel that
had been defined at the tinme. Key to success of any nanagenent
framework is ability to handle revision and evol ution. A nunber

nmet hods exi sts provide this functionality. One is designing the

i nformati on nodels so that it can be extended but still be
practically used in their original form A second is to provide an
adaptation or proxy layer. Each has advantages and di sadvant ages.

Met hods that attenpt to extend the original nodel often overly
constrain thensel ves. Were the existing nodel cannot be extended
new branches nust be formed in the nodel that contain core managenent
functionality.

Adapt ati on net hods can create perfornmance and scal ability problens
and add conmplexity to the network by creating additional network
elements. A sinmilar situation exists if the managenment framework is
so flexible as to allow network elenents to store locally information
or choose to have information stored renotely. From a device
perspective, the criteria will be if the device can afford the logic
based on other requirenents it is designed to neet, and if the
informati on can be retrieved in such a way as to support the
performance and scalability requirenments that are the subject of the
information. A dichotony exists where there will be information that
for reasons of performance and scalability will be transferred
directly to the network elenents in sone situations, and in other
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situations, will exist in the nanagenent plan. |P nanagenent efforts
have left the level of detail needed to define the actual |ocation of
t he managenent information to the inplementation. 1In a service

managenent framework it may be necessary to achieve the desired
results to supply a nore conplete framework along the |lines of detai
provided by the ITU- T tel econmuni cati ons nmanagenent network efforts
where the interfaces and functionality across interfaces has been
clearly defined.

Information will need to exist in nultiple |ocations sinultaneously
in any network architecture. As the quantity and conplexity of that
informati on increases linmtations quickly devel op. Changes in the

i nformati on may need to be propagated in close to real time, further
adding to the conplication.

3.1.1. Rul es-based Managenent

A networ k managenent franmework can be viewed as being divided into
two essential functions. The first deals with the aspects of
managi ng the managenent information while the second deals with the
aspects of transferring that managenent information into the network.
The fundanmental difference between rul es based managenent and

exi sting network managenment standards is that the managenent
information is expressed as rules that reflect a desired | evel of
service fromthe network as opposed to device specific nmanagenent
informati on. Many of the infornmati on managenent requirenents of
tradi tional managerment systens still apply in a rul es-based
environnment. The network is conposed of specific devices and it is
at the point where rules are conveyed as device specific managenent
information that this formof managenent will encounter sone of its
greatest challenges. A necessary conponent of a solution to this
problemw ||l be a generic information nodel to which rules can be
applied and a franework architecture for distributing rules

t hroughout the network. The task of finding the proper generic node
that is not too great a burden to inplenment and yet provides a | eve
of detail sufficient to manage a network has proved to be
historically extrenely difficult. In many ways the degree to which
rul es based nmanagenment will be able to solve managenent problens is
dependent on the success of efforts to define a generic nodel and
have it be widely inplenented [1].

One concept often discussed along with policy deals with the
integration of |egacy devices into the policy franework. The
presunption is that |egacy devices would be able to participate in
the policy decision by having policy information translated into the
nati ve managenent interface. For this to succeed a device would have
to support a functionality for which policy would be specified. This
would Iinmt the useful ness of this approach to only information
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logically abstracted to the native interface of the device. G ven
that existing standard managenent interfaces do not support such
functionality, all such devices would need to have a proprietary
interface inplenented. The interface being based on the existing
interface supported by the device would potentially not have the
scaling capabilities needed for a policy nmanagenent system Unlike a
standard network nanagenent interface, were managenent information
can be distributed between the adaptation |layer and the network

el ement, rul es based managenent information may not be so easily

di stri but ed.

The framework for integrating rules based managenent systemwith

exi sting network devices is not readily apparent and further study is
needed. The problemexists further when one considers that there
will be early policy aware devices that nmay not be aware as the
policy nodels are extended. The partially policy aware devi ces may
represent additional architectural issues as it may not be possible
to expect consistency in what aspects of policy a given devices

i mpl enents if there does not exist formal sets of nmandatory
functionality with clear evolution paths. It is paranount if the
pol i cy managenment framework is going to able to evolve to accomodate
t he ever-increasi ng nunber of services likely to be supported by IP
networ ks of the future that an evolution path be built into the

f ramewor k.

3.2. Policy Protocol

The need for a policy protocol is inportant in the context of a
policy aware element that is performing a certain 'service'. It is
important to note here that not all elenments will be aware of al
service policies related to every service at all tinmes. Therefore it
makes sense for an element to be aware of a certain service policy if
that elenent is required for a given service at any instant in tine.

Wth the dynam cs of a network where el enents and |inks go up and
down, a notion of a 'policy protocol’ nay becone necessary. The idea
of a 'policy protocol’ that runs in a nulti-service network requiring
mul ti-service policies. For exanple; consider two arbitrary end
nodes having nmultiple routing paths between them Let’s then assune
that a certain path carries a certain service based on sone Intserv
bandwi dth reservation technique. Let’s also then deduce that the

el ements al ong that path have sone el enent specific policy statenents
that have been configured on themto support that requirenent. |If
now at any given instance any link or any elenment were to be

unavail able along that path, the 'policy protocol’ should be
initiated to automatically go and configure the same service-policies
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on the elements al ong anot her routed path connecting the very sane
end points, so that there is no disruption in service and so that no
human/ operator intervention is required.

The association of policy with the policy target is an area where
consi derabl e study may need to be done. Sone issues are if this
needs to be explicitly done or if the policy can be so witten that a
common description of the target is also included? Allow ng a policy
target to retrieve those policies that are relevant to it.

4. Concl usi ons

Under st andi ng the set of problens facing | P network nanagenent in
general will be key in defining a conprehensive franmework
architecture that neets the needs of operators. Additional risks are
created by appl yi ng new managenent techni ques to the nanagenent of IP
networ ks. The consequence of inplenenting managenent operations
based on architectures that nmay not be conpatible with existing
managenent systens will still need to be expl ored.

G ven that many network devices in |IP networks are naking routing
deci si ons based on information received via routing protocols it
seens sensible that they al so nake QoS decisions in a simlar

f ashi on.

H storically the broader the scope of a network managenent

standardi zation effort the less likely it has been to succeed.
Managenent standardi zation efforts nust be careful to have clearly
defined goals and requirenents |l ess they to experience the sane fate
as previous such efforts.

As | P continues to extend it’'s concept of service beyond that of best
effort to include, anong other things, differentiate treatnent of
packets, it will become increasingly necessary to have mechani snms
capabl e of supporting these extensions. Efforts to define a comon
managenent nodel and franmework have proven to be historically
elusive. Information nodels, whether they be traditional or rules-
based, nust address these past problens. The desire to keep a
conpetitive advantage, and the reality that a common nodel, to be
truly comon, will not provide sufficient detail to fully nmanage a
device, has often slowed the acceptance on the part of equi pnment
vendors to this approach.

As | P continues to extend it’'s concept of service beyond that of best
effort to include, anong other things, differentiate treatnent of
packets it will becone increasingly necessary to have nechani sns
capabl e of supporting these extensions.
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5. Security Considerations

The exchange of managenent information in a network is one of the
nost sensitive froma security perspective. Managenent protocols
must address security to insure the integrity of the data. A
managenent architecture nust provide for security considerations from
its inception to insure the authenticity of the information provider
and that the security nechani sns not be so cunbersone as to nmake them
not feasible to inplenent.
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