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Pref ace

Thi s docunent conbi nes the idea of address translation described in
RFC 1631 with real-tine | oad share algorithns to introduce Load Share
Net wor k Address Translators(or, sinply LSNATs). LSNATs woul d
transparently offl oad network | oad on a single server and distribute
the | oad across a pool of servers.

Abst r act

Net wor k Address Translators (NATs) translate |IP addresses in a
datagram transparent to end nodes, while routing the datagram NATs
have traditionally been been used to allow private network domains to
connect to d obal networks using as few as one globally unique IP
address. In this docunent, we extend the use of NATs to offer Load
share feature, where session |load can be distributed across a pool of
servers, instead of directing to a single server. Load sharing is
beneficial to service providers and system admini strators alike in
grappling with scalability of servers with increasing session |oad.

1. Introduction
Tradi tionally, Network Address Translators, or sinply NATs were used
to connect private network donmains to globally unique public domain

I P networks. Applications originate in private domai ns and NATs woul d
transparently transl ate datagrans belonging to these applications in
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either direction. This docunent conbines the characteristic of
transparent address translation with real-tinme |oad share al gorithmns
to introduce Load Share Network Address Transl ators.

The probl em of Load sharing or Load bal ancing is not new and goes
back nmany years. A variety of techniques were applied to address the
problem Sone very ad-hoc and platform specific and sone enpl oyi ng
cl ever schenmes to reorder DNS resource records. REF [11] uses DNS
zone transfer programin nanme servers to periodically shuffle the
order of resource records for server nodes based on a pre-determ ned
| oad bal ancing al gorithm The problemwi th this approach is that
reordering time periods can be very large on the order of ninutes and
does not reflect real-tinme |oad variations on the servers. Secondly,
all hosts in the server pool are assunmed to have equal capability to
offer all services. This nmay not often be the case. In addition

there may be requirenment to support |oad balancing for a few specific
services only. The | oad share approach outlined in this docunent
addresses both these concerns and offers a solution that does not
require changes to clients or servers and one that can be tailored to
i ndi vidual services or for all services.

For the rem nder of this docunent, we will refer to NAT routers that
provi de | oad sharing support as LSNATs. Unlike traditional NATs,
LSNATs are not required to operate between private and public donain
routing realns al one. LSNATs al so operate in a single routing realm
and provide | oad sharing functionality.

The need for Load sharing arises when a single server is not able to
cope with increasing demand for multiple sessions simnultaneously.
Cearly, load sharing across multiple servers would enhance

responsi veness and scale well with session |oad. Popul ar applications
i nundating servers would include Wb browsers, renmote login, file
transfer and nail applications.

When a client attenpts to access a server through an LSNAT router
the router selects a node in server pool, based on a | oad share

al gorithmand redirect the request to that node. LSNATs pose no
restriction on the organi zati on and rearrangenent of nodes in server
pool. Nodes in a pool may be replaced, new nodes may be added and
others may be in transition. Changes of this kind to server pool can
be shielded fromclient nodes by naking LSNAT router the focal point
for change nanagenent.

There are limtations to using LSNATs. Firstly, it is nmandatory that
all requests and responses pertaining to a session between a client
and server be routed via the same LSNAT router. For this reason, we
recomend LSNATs to be operated on a single border router to a stub
domai n in which the server pool would be confined. This would ensure
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2.

that all traffic directed to servers fromclients outside the domain
and vice versa would necessarily traverse the LSNAT border router
Later in the docunment, we will exanine a special case of LSNAT setup
whi ch gets around the topol ogical constraint on server pool. Another
limtation of LSNATs is the inability to switch | oads between hosts
in the mdst of sessions. This is because LSNATs neasure load in
granularity of sessions. Once a session is assigned to a host, the
session cannot be noved to a different host till the end of that
session. Other limtations, inherent to NATs, as outlined in REF [1]
are al so applicable to LSNATs.

As with traditional NATs, LSNATs have the di sadvantage of taking away
the end-to-end significance of an | P address. The nmj or advant age,
however, is that it can be installed w thout changes to clients or
servers.

Term nol ogy and concepts used

2.1. TU ports, Server ports, Cient ports

For the rem nder of this docunent, we will refer TCP/UDP ports
associated with an I P address sinply as "TU ports"

For nost TCP/IP hosts, TU port range 0-1023 is used by servers
listening for incomng connections. Clients trying to initiate a
connection typically select a TU port in the range of 1024-65535.
However, this convention is not universal and not always followed. It
is possible for client nodes to initiate connections using a TU port
nunber in the range of 0-1023, and there are applications |istening
on TU port nunbers in the range of 1024-65535.

A complete list of TU port services nmay be found in REF [2]. The TU
ports used by servers to listen for incomng connections are called
"Server Ports" and the TU ports used by clients to initiate a
connection to server are called "Client Ports”

2.2. Session flow vs. Packet flow

Connection or session flows are different from packet flows. A
session flow indicates the direction in which the session was
initiated with reference to a network port. Packet flowis the
direction in which the packet has traversed with reference to a
network port. A session flowis uniquely identified by the direction
in which the first packet of that session traversed.

Take for exanple, a telnet session. The tel net session consists of
packet flows in both inbound and outbound directions. Qutbound telnet
packets carry term nal keystrokes fromthe client and inbound tel net
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packets carry screen displays fromthe telnet server. Perforning
address translation for a telnet session would involve translation of
i ncom ng as well as outgoing packets belonging to that session

Packets belonging to a TCP/ UDP session are uniquely identified by
the tuple of (source |IP address, source TU port, target |IP address,
target TU port). | CWVP sessions that correlate queries and responses
using query id are uniquely identified by the tuple of (source IP
address, |CW Query ldentifier, target |IP address). For |ack of

wel | - known ways to distinguish, all other types of sessions are

| unped together and distinguished by the tuple of (source |IP address,
| P protocol, target |P address).

2.3. Start of session for TCP, UDP and ot hers

The first packet of every TCP session tries to establish a session
and contains connection startup information. The first packet of a
TCP session nmay be recogni zed by the presence of SYN bit and absence
of ACK bit in the TCP flags. Al TCP packets, with the exception of
the first packet nust have the ACK bit set.

The first packet of every session, be it a TCP session, UDP session
| CMP query session or any other session, tries to establish a
session. However, there is no determnistic way of recognizing the
start of a UDP session or any other non-TCP session

Start of session is significant with NATs, as a state describing
transl ation paraneters for the session is established at the start
of session. Packets pertaining to the session cannot undergo
translation, unless a state is established by NAT at the start of
sessi on.

2.4. End of session for TCP, UDP and ot hers

The end of a TCP session is detected when FIN is acknow edged by both
hal ves of the session or when either half receives RST bit in TCP
flags field. Wthin a short period (say, a couple of seconds) after
one of the session partners sets RST bit, the session can be safely
assuned to have been term nated

For all other types of session, there is no determnistic way of
determ ning the end of session unless you know the application
protocol. Many heuristic approaches are used to termi nate sessions.
You can nmeke the assunption that TCP sessions that have not been used
for say, 24 hours, and non-TCP sessions that have not been used for
say, 1 minute, are termnated. Often this assunption works, but
sonmetines it doesn't. These idle period session tinmeouts may vary
consi derably across the board and nmay be nade user configurable.
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Anot her way to handl e session ternminations is to tinmestanp sessions
and keep themas long as possible and retire the |ongest idle session
when it becones necessary.

2.5. Basic Network Address Transl ation (Basic NAT)

Basic NAT is a nethod by which hosts in a private network donain are
al | oned access to hosts in the external network transparently. A

bl ock of external addresses are set aside for translating addresses
of private hosts as the private hosts originate sessions to
applications in external domain. Once an external address is bound by
the NAT device to a specific private address, that address binding
remains in place for all subsequent sessions originating fromthe
same private host. This binding may be terninated when there are no
sessions left to use the binding.

2.6. Network Address Port Transl ation (NAPT)

Net wor k Address Port Transl ati on(NAPT) is a nethod by which hosts in
a private network domain are allowed sinmultaneous access to hosts in
the external network transparently using a single registered address.
This is made possible by multiplexing transport |ayer identifiers of
private hosts into the transport identifiers of the single assigned
external address. For this reason, only the applications based on TCP
and UDP protocols are supported by NAPT. | CWP query based
applications are also supported as the | CVWP header carries a query
identifier that is used to corelate responses with requests.

Sessions other than TCP, UDP and | CMP query type are sinply not
permitted fromlocal nodes, serviced by a NAPT router

2.7. Load share

Load sharing for the purpose of this docunent is defined as the
spread of session |oad anongst a cluster of servers which are
functionally simlar or the same. 1In other words, each of the nodes
in cluster can support a client session equally well with no

di scernible difference in functionality. Once a node is assigned to
service a session, that session is bound to that node til

term nation. Sessions are not allowed to swap between nodes in the

m dst of session.

Load sharing nay be applicable for all services, if all hosts in
server cluster carry the capability to carry out all services.
Alternately, load sharing may be linited to one or nore specific
services al one and not to others.
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Note, the term "Session |oad" used in the context of |oad share is
different fromthe term"system|oad" attributed to hosts by way of
CPU, nmenory and ot her resource usage on the system

3. Overview of Load sharing

Whil e both traditional NATs and LSNATs perform address transl ations,
and provide transparent connectivity between end nodes, there are

di stinctions between the two. Traditional NATs initiate translations
on out bound sessions, by binding a private address to a gl oba
address (basic NAT) or by binding a tuple of private address and
transport identifier (such as TCP/UDP port or ICPM query ID) to a
tupl e of global address and transport identifier. LSNATs, on the
other hand, initiate translations on inbound sessions, by binding
each session represented by a tuple such as (client address, client
TU port, virtual server address, server TU port) to one of server
pool nodes, selected based on a real-tinme |oad-share algorithm A
virtual server address is a globally unique |P address that
identifies a physical server or a group of servers that can provide
simlar or same functionality.

For the rem nder of this docunent, we will refer traditional NATs
sinmply as NATs and refer LSNATs exclusively in the context of I|oad
share, wi thout inplying traditional NAT functionality.

LSNATs are not linmted to operate between private and public donain
routing realns. LSNATs nay operate within a single routing realmw th
gl obal ly unique | P addresses, just as well as between private and
public network domains. The only requirenment is that server pool be
confined to a stub domain, accessible to clients outside the domain
through a single LSNAT border router. However, as you will notice
later, this topology limtation on server pool can be overcome under
certain configurations.

Load Share NAT operates as follows. A client attenpts to access a
server by using the server virtual address. The LSNAT router
transparently redirects the request to one of the hosts in server
pool, selected using a real-tinme |load sharing algorithm Miltiple
sessions may be initiated fromthe same client, and each session
could be directed to a different host based on | oad bal ance across
server pool hosts at the tine. If |load share is desired for just a
few specific services, the configuration on LSNAT could be defined to
restrict load share for just the services desired.
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In the case where virtual server address is sanme as the interface
address of an LSNAT router, server applications (such as telnet) on
LSNAT router nust be disabled for external access on that address.
This is the lintation to using address owned by LSNAT router as the
virtual server address.

Load share NAT operation is also applicable during individual server
upgrades as follows. Say, a server, that needs to be upgraded is
statically mapped to a backup server on the inbound. Subsequent to
thi s mappi ng, new session requests to the original server would be
redirected by LSNAT to the backup server. As an extension, it is

al so possible to statically map a specific TU port service on a
server to that of backup sever.

W illustrate the operation of LSNAT in the followi ng subsections,
where (a) servers are confined to a stub domain, and belong to

gl obal Il y uni que address space as shared by clients, (b) servers are
confined to private address space stub domain, and (c) servers are
not restrained by any topological linitations.

3.1 Operation of LSNAT in a globally unique address space

In this section, we will illustrate the operation of LSNAT in a

gl obal I y uni que address space. The border router wth LSNAT enabl ed
on WAN |ink would performload sharing and address transl ations for

i nbound sessi ons. However, sessions outbound fromthe hosts in server
pool will not be subject to any type of translation, as all nodes
have gl obally uni que I P addresses.

In the exanple below, servers S1 (172.85.0.1), S2(172.85.0.2) and
S3(172.85.0.3) forma server pool, confined to a stub donain. LSNAT
on the border router is enabled on the WAN Iink, such that the
virtual server address S(172.87.0.100) is mapped to the server poo
consi sting of hosts S1, S2 and S3. When a client 198.76.29.7
initiates a HITP session to the virtual server S, the LSNAT router
exam nes the | oad on hosts in server pool and selects a host, say Sl
to service the request. The transparent address and TU port
transl ati ons perforned by the LSNAT router becone apparent as you
follow the down arrow line. | P packets on the return path go through
simlar address translation. Suppose, we have another client
198.23.47.2 initiating telnet session to the same virtual server S
The LSNAT woul d deternmine that host S3 is a better choice to service
this session as Sl is busy with a session and redirect the session to
S3. The second session redirection path is delineated with col ons.
The procedure continues for any nunber of sessions the same way.
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Notice that this requires no changes to clients or servers. Al the
configuration and mappi ng necessary would be linited just to the
LSNAT router.

\ |/
S +
| Backbone Router
R +
WAN |
|
Stub domain border ....... [ .ot
|
{s=198.76.29.7, 2745, v | {s=198. 23.47.2, 3200,
d=172.87.0.100, 80 } v | d=172.87.0.100, 23}
AR e +
v | Border Router with
v | LSNAT enabl ed on
v | WAN interface |
L +
v |
% | LAN
...... V----------------------'---
{s=198.76.29.7, 2745, v | | | : {s=198. 23. 47. 2, 3200,
d=172.85.0.1, 80 } | | | d=172.85.0.3, 23}
+- -+ +- -+ +- -+
| S1] | S2] | S3|
I--1 I--1 I--1
/ \ / \ / \

172.85.0.1 172.85.0.2 172.85.0.3
Figure 1: Operation of LSNAT in d obally unique address space
3.2. Operation of LSNAT in conjunction with a private network

In this section, we will illustrate the operation of LSNAT in
conjunction with NAT on the sane router. The NAT configuration is
required for translation of outbound sessions and could be either
Basi ¢ NAT or NAPT. The illustration below will assune NAPT on the
out bound and LSNAT on the inbound on WAN i nk

Say, an organization has a private IP network and a WAN link to
backbone router. The private network’s stub router is assigned a
globally valid address on the WAN |link and the renmi ning nodes in the
organi zation have | P addresses that have only | ocal significance. The
border router is NAPT configured on the outbound all owi ng access to
external hosts, using the single registered | P address.
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path go through sinmlar address translation
client 198.23.47.2 initiating tel net session
LSNAT woul d deternine that host S3 is a
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to S3. The second session redirection path
The procedure continues for any nunber of

\ |
R +
| Backbone Rout er
Fom e e e e e oo oo +

WAN |

|

| {s=198. 23.47.2, 3200,
| : d=198. 76. 28. 4, 23}
__________________ +-

v| Border Router with |:

v| LSNAT and NAPT | :
v| enabl ed on WAN [ i nk|
Y R I +:
% | :
% | LAN
______ V_____________________ -_———— - -
{s=198.76.29.7, 2745, v | | | : {s=198.23.47.2, 3200,
d=10. 0. 0. 1, 80 } | | d=10. 0. 0. 3, 23 }

+- -+ +- -+ +- -+
| S1j | S2] | S3|
|--1 |--1 |--1

[\ [\ [\

10.0.0.1 10.0.0.2 10.0.0.3

Fi gure 2: Operation of
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Once again, notice that this requires no changes to clients or
servers. The translation is conpletely transparent to end nodes.
Addr ess mappi ng on the LSNAT perfornms | oad sharing and address
transl ati ons for inbound sessions. Sessions outbound fromhosts in
server pool are subject to NAPT. Both NAT and LSNAT co-exist with
each other in the same router.

3.3. Load Sharing with no topological restraints on servers

In this section, we will illustrate a configuration in which |oad
sharing can be acconplished on a router w thout enforcing topol ogica
limtations on servers. In this configuration, virtual server address
will be owned by the router that supports |load sharing. |.e., virtua
server address will be same as address of one of the interfaces of

| oad share router. We will distinguish this configuration from LSNAT
by referring this as "Load Share Network Address Port Translation"
(LS-NAPT). Routers that support the LS-NAPT configuration will be
termed "LS-NAPT routers”, or sinply LS-NAPTs.

In an LSNAT router, inbound TCP/UDP sessions, represented by the
tuple of (client address, client TU port, virtual server address,
service port) are translated into a tuple of (client address, client
TU port, selected server address, service port). Translation is
carried out on all datagrans pertaining to the same session, in
either direction. Wereas, LS NAPT router would translate the sane
session into a tuple of (virtual server address, virtual server TU
port, selected server, service port). Notice that LS-NAPT router
translates the client address and TU port with the address and TU
port of virtual server, which is same as the address of one of its
interfaces. By doing this, datagrans fromclients as well as servers
are forced to bear the address of LS-NAPT router as the destination
address, thereby guaranteeing that the datagrans woul d necessarily
traverse the LS-NAPT router. As a result, there is no need to require
servers to be under topol ogical constraints.

Take for exanple, figure 1 in section 3.1. Let us say the router on
whi ch | oad sharing is enabled is not just a border router, but can be
any kind of router. Let us also say that the virtual server address S
(172.87.0.100) is sanme as the address of WAN |link and LS-NAPT is
enabl ed on the WAN interface. Figure 3 summarizes the new router
configuration.

Wien a client 198.76.29.7 initiates a HITP session to the virtua
server address S (i.e., address of the WAN interface), the LS NAPT
router exanines |oad on hosts in server pool and selects a host, say
S1 to service the request. Appropriately, the destination address is
translated to be S1 (172.85.0.1). Further, original client address
and TU port are replaced with the address and TU port of the WAN
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link. As a result, destination addresses as well as source address
and source TU port are translated when the packet reaches Sl1, as can
be noticed fromthe down-arrow path. | P packets on the return path go
through simlar translation. The second client 198.23.47.2 initiating
tel net session to the sane virtual server address S is |oad share
directed to S3. This packet once agai n undergoes LS-NAPT translation
just as with the first client. The data path and transl ati ons can be
noticed followi ng the colon Iine. The procedure continues for any
nunber of sessions the sane way. The translations nmade to datagrans
in either direction are conpletely transparent to end nodes.

{s=198.76.29.7, 2745, v {s=198. 23. 47. 2, 3200,
d=198.76.28.4, 80 }v 198.76.28.4 :d=198.76.28.4, 23}
V Hmeemcemmemciaaaas +
v | ARouter with
v | LS-NAPT enabl ed|
v | on WAN |ink |

{s=198.76.28.4, 7001, v| | | : {s=198. 76. 28. 4, 7002,
d=172.85.0.1, 80} | | | d=172.85.0.3, 23}
+- -+ +- -+ +- -+
| S1] | S2| | S3|
| --1 | --1 | --1
/ \ / \ / \

172.85.0.1 172.85.0.2 172.85.0.3
Figure 3: LS-NAPT configuration on a router

As you will notice, datagrans fromclients as well as servers are
forced to be directed to the router, because they use WAN interface
address of router as the destination address in their datagrans. Wth
the assurance that all packets fromclients and servers woul d
traverse the router, there is no longer a requirenent for servers to
be confined to a stub domain and for LSNAT to be enabled only on
border router to the stub domain.
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The LS-NAPT configuration described in this section involves nore
transl ations and hence is nore conpl ex conpared to LSNAT
configurations described in the previous sections. Wile the
processing is conmplex, there are benefits to this configuration
Firstly, it breaks down restraints on server topology. Secondly, it
scal es with bandw dth expansion for client access. Even if Service
provi ders have one link today for client access, the LS-NAPT
configuration allows themto expand to nmore links in the future
guarant eei ng the sane LS-NAPT | oad share service on newer |inks.

The configuration is not without its limtations. Server applications
(such as telnet) on the router box would have to be disabled for the
interface address assigned to be virtual server address. Load sharing
would be Iimted to TCP and UDP applications only. Maxi num
concurrently allowed sessions would be linmited by the nmaxi num al | owed
TCP/UDP client ports on the sanme address. Assuming that ports 0-1023
must be set aside as well-known service ports, that would | eave a
maxi mum of 63K TCP client ports and 63K of UDP client ports on the
LS- NAPT router to comunicate with each | oad-share server. As a
result, LS-NAPT routers will not be able to concurrently support nore
than a maxi mum of (63K * count of Load-share servers) TCP sessions
and (63K * count of Load-share servers) UDP sessions.

4.0. Transl ation phases of a session in LSNAT router

As with NATs, LSNATs nust nonitor the follow ng three phases in
relation to Address translation.

4.1. Session binding:

Session binding is the phase in which an inconmng session is

associ ated with the address of a host in server pool. This

associ ation essentially sets the translation paraneters for al
subsequent datagrams pertaining to the session. For addresses that
have static mappi ng, the binding happens at startup tine. O herw se,
each incom ng session is dynamcally bound to a different host based
on a | oad sharing al gorithm

4.2. Address | ookup and transl ation

Once session binding is established for a connection setup, al
subsequent packets belonging to the sane connection wll be subject
to session | ookup for translation purposes.

For out bound packets of a session, the source |P address (and source
TU port, in case of TCP/UDP sessions) and related fields (such as IP
TCP, UDP and | CMP header checksuns) will undergo translation. For

i nbound packets of a session, the destination |IP address (and
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destination TU port, in case of TCP/UDP sessions) and related fields
such as I P, TCP, UDP and | CWP header checksunms) w |l undergo
transl ati on.

The header and payl oad nodifications nade to | P datagrans subject to
LSNAT wi Il be exactly same as those subject to traditional NATs,
described in section 5.0 of REF [1]. Hence, the reader is urged to
refer REF [1] document for packet translation process.

4. 3. Session unbinding:

Session unbinding is the phase in which a server node is no |onger
responsi ble for the session. Usually, session unbinding happens when
the end of session is detected. As described in the term nol ogy
section, it is not always easy to determnine end of session

5. Load share algorithns

Many al gorithns are available to select a host froma pool of servers
to service a new session. The load distribution is based primarily on
(a) cost of accessing the network on which a server resides and | oad
on the network interface used to access the server, and (b)resource
availability and system|load on the server. A variety of policies can
be adapted to distribute sessions across the servers in a server

pool

For simplicity, we will consider two types algorithnms, based on
proximty between server nodes and LSNAT router. The higher the cost
of access to a sever, the farther the proxinmty of server is assuned
to be. The first kind of algorithns will assune that all server poo
menbers are at equal or nearly equal proxinmity to LSNAT router and
hence the load distribution can be based solely on resource
availability or systemload on renpte servers. Cost of network access
will be considered irrelevant. The second kind woul d assunme that all
server pool nenbers have equal resource availability and the criteria
for selection would be proxinmity to servers. In other words, we

consi der algorithns which take into account the cost of network
access.

5.1. Local Load share algorithns

| deal | y speaking, the selection process would have precise know edge
of real-tinme resource availability and systemload for each host in
server pool, so that the selection of host with maxi mumunutilized
capacity would be the obvious choice. However, this is not so easy to
achi eve.
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We consider here two kinds of heuristic approaches to nonitor session
| oad on server pool nenbers. The first kind is where the | oad share
sel ector tracks system |l oad on individual servers in non-intrusive
way. The second kind is where the individual nmenbers actively
participate in communicating with the | oad share selector, notifying
the selector of their | oad capacity.

Li sted bel ow are the nbst comon sel ection algorithnms adapted in the
non-intrusi ve category.

1. Round- Robin al gorithm
This is the sinplest scheme, where a host is selected sinply on a
round robin basis, without regard to | oad on the host.

2. Least Load first algorithm
This is an inprovenent over round-robin approach, in that, the
host with | east nunber of sessions bound to it is selected to
service a new session. This approach is not without its caveats.
Each session is assunmed to be as resource consum ng as any ot her
session, independent of the type of service the session represents
and all hosts in server pool are assumed to be equally
r esour cef ul

3. Least traffic first algorithm
A further inprovenent over the previous algorithmwould be to
nmeasure system | oad by tracking packet count or byte count
directed fromor to each of the nmenber hosts over a period of
time. Although packet count is not the same as systemload, it is
a reasonabl e approxi mati on.

4. Least Weighted Load first approach
This would be an enhancenment to the first two. This would allow
adm nistrators to assign (a) weights to sessions, based on |ikely
resource consunption estimtes of session types and (b) weights to
hosts based on resource availability.

The sum of all session | oads by wei ght assigned to a server

di vided by weight of server would be evaluated to select the
server with |least weighted |oad to assign for each new session
Say, FTP sessions are assigned 5 tines the weight(5x) as a tel net
session(x), and server S3 is assuned to be 3 tinmes as resourcefu
as server Sl1. Let us also say that Sl is assigned 1 FTP session
and 1 telnet session, whereas S3 is assigned 2 FTP sessions and 5
tel net sessions. Wen a new tel net session need assignnent, the
wei ghted load on S3 is evaluated to be (2*5x+5*x)/3 = 5x, and the
load on S1 is evaluated to be (1*5x+1*x) = 6Xx. Server S3 is
selected to bind the new tel net session, as the weighted | oad on
S3 is smaller than that of Sl.
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5. Ping to find the nobst responsive host.
Till now, capacity of a menber host is determni ned exclusively by
t he LSNAT using heuristic approaches. In reality, it is inpossible
to predict systemcapacity fromrenote, wthout interaction with
menber hosts. A prudent approach would be to periodically ping
menber hosts and neasure the response tine to determ ne how busy
the hosts really are. Use the response tine in conjunction with
the heuristics to select the host nost appropriate for the new
sessi on.

In the active category, we involve individual nmenber hosts in
resource utilization nonitoring process. An agent software on each
node would notify the nmonitoring agent on resource availability.
Clearly, this would inply having an application program (one that
does not consune significant resources, by itself) to run on each
menber node. This strategy of involving nmenber hosts in system | oad
monitoring is likely to yield the nost optimal results in the

sel ection process.

5.2. Distributed Load share al gorithns

When server nodes are distributed geographically across different
areas and cost to access themvary wi dely, the | oad share sel ector
could use that information in selecting a server to service a new
session. In order to do this, the |oad share selector would need to
consult the routing tables nmaintained by routing protocols such as
RIP and OSPF to find the cost of accessing a server

Al'l algorithms |isted bel ow woul d be non-intrusive kind where the
server nodes do not actively participate in notifying the |oad share
sel ector of their |oad capacity.

1. Weighted Least Load first algorithm
The selection criteria would be based on (a) cost of access to
server, and (b) the nunber of sessions assigned to server. The
product of cost and session |oad for each server would be
eval uated to select the server with | east weighted | oad for each
new session. Say, cost of accessing server Sl is twice as much as
that of server S2. In that case, S1 will be assigned tw ce as mnuch
| oad as that of S2 during the distribution process. Wen a server
is not accessible due to network failure, the cost of access is
set to infinity and hence no further |oad can be assigned to that
server.

2. Weighted Least traffic first algorithm
An i nmprovenent over the previous algorithmwould be
to neasure network | oad by tracking packet count or byte
count directed fromor to each of the nenmber hosts over a
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period of tine. Although packet count is not the sanme as
systemload, it is a reasonable approximtion. So, the
product of cost and traffic |oad (over a fixed duration)
for each server would be evaluated to select the server
with | east weighted traffic |oad for each new session

6. Dead host detection

As sessions are assigned to hosts, it is inportant to detect the
live-ness of the hosts. Otherw se, sessions could sinply be bl ack-
holed into a dead host. Many heuristic approaches are adopt ed.
Sendi ng pings periodically would be one way to determ ne the live-
ness. Anot her approach would be to track datagrans originating froma
nmenber host in response to new session assignnments. |f no response
is detected in a few seconds, declare the server dead and do not
assign new sessions to this host. The server can be nonitored | ater
again after a |l ong pause (say, in the order of a few m nutes) by
periodi cal |y reassi gning new sessions and nonitoring response tines
and so on.

7. M scel | aneous
The |1 ETF has been notified of potential intellectual Property R ghts
(IPR) issues with the technol ogy described in this docunent.
Interested people are requested to look in the | ETF web page
(http://ww. ietf.org) under the Intellectual property R ghts Notices
section for the current information.

8. Security Considerations

Al'l security considerations associated with NAT routers, described in
REF [1] are applicable to LSNAT routers as well.
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Ful I Copyright Statenent
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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