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Abst r act

Thi s docunent summarizes a range of possible techniques for the
repair of continuous nedia streans subject to packet |oss. The
techni ques di scussed include redundant transmni ssion, retransm ssion
interleaving and forward error correction. The range of
applicability of these techniques is noted, together with the
protocol requirenments and dependenci es.

1 Introduction

A nunber of applications have emerged whi ch use RTP/UDP transport to
del i ver continuous nedia streans. Due to the unreliable nature of
UDP packet delivery, the quality of the received streamw || be
adversely affected by packet |loss. A nunber of techniques exist by
which the effects of packet |loss may be repaired. These techniques
have a wi de range of applicability and require varying degrees of
protocol support. |In this docunent, a nunber of such techniques are
di scussed, and reconmmendations for their applicability made.

It should be noted that this docunent is introductory in nature, and
does not attenpt to be conprehensive. |In particular, we restrict our
di scussion to repair techni ques which require the involvenent of the
sender of a nedia stream and do not discuss possibilities for

recei ver based repair.

For a nmore detailed survey, the reader is referred to [5].
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2 Term nol ogy and Protocol Franmework

A unit is defined to be a timed interval of media data, typically
derived fromthe workings of the nedia coder. A packet conprises one
or nore units, encapsul ated for transm ssion over the network. For
exanpl e, many audi o coders operate on 20ns units, which are typically
conbi ned to produce 40ns or 80ns packets for transm ssion. The
framework of RTP [18] is assuned. This inplies that packets have a
sequence nunmber and tinestanp. The sequence nunber denotes the order
i n which packets are transmtted, and is used to detect |osses. The
timestanp is used to determ ne the playout order of units. Mst |oss
recovery schenmes rely on units being sent out of order, so an
application nust use the RTP timestanp to schedul e pl ayout.

The use of RTP allows for several different nedia coders, with a

payl oad type field being used to distinguish between these at the
receiver. Some |oss repair schenmes send nultiple copies of units, at
different tines and possibly with different encodings, to increase
the probability that a receiver has sonmething to decode. A receiver
is assuned to have a ‘quality’ ranking of the differing encodi ngs,
and so is capable of choosing the ‘best’ unit for playout, given

mul tiple options.

A session is defined as interactive if the end-to-end delay is |ess
t hen 250ns, including nedia coding and decodi ng, network transit and
host buf fering.

3 Network Loss Characteristics

If it is desired to repair a nedia stream subject to packet loss, it
is useful to have sone know edge of the |oss characteristics which
are likely to be encountered. A nunber of studies have been
conducted on the |loss characteristics of the Mone [2, 8, 21] and

al t hough the results vary sonmewhat, the broad conclusion is clear:
in alarge conference it is inevitable that sone receivers wll
experi ence packet |oss. Packet traces taken by Handl ey [8] show a
session in which nost receivers experience loss in the range 2-5%
with a sonmewhat smaller nunber seeing significantly higher |oss
rates. Oher studies have presented broadly sinmlar results.

It has also been shown that the vast majority of |osses are of single
packets. Burst |osses of two or nore packets are around an order of
magni t ude | ess frequent than single packet |oss, although they do
occur nore often than would be expected froma purely random process.
Longer burst |osses (of the order of tens of packets) occur
infrequently. These results are consistent with a network where
smal | amobunts of transient congestion cause the majority of packet
loss. In a few cases, a network link is found to be severely
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over| oaded, and |arge anmount of |oss results.

The primary focus of a repair scheme nust, therefore, be to correct
singl e packet loss, since this is by far the nost frequent
occurrence. It is desirable that |osses of a relatively small nunber
of consecutive packets may al so be repaired, since such | osses
represent a snmall but noticeable fraction of observed | osses. The
correction of large bursts of loss is of considerably |ess

i mportance.

4 Loss Mtigation Schenes

In the follow ng sections, four |loss mtigation schenes are

di scussed. These schenes have been discussed in the literature a
nunber of tines, and found to be of use in a nunber of scenari os.
Each technique is briefly described, and its advantages and

di sadvant ages not ed.

4.1 Retransni ssion

Ret ransmi ssion of |ost packets is an obvious neans by which | oss may
be repaired. It is clearly of value in non-interactive applications,
wi th rel axed del ay bounds, but the delay inposed neans that it does
not typically performwell for interactive use.

In addition to the possibly high latency, there is a potentially
| arge bandwi dth overhead to the use of retransmission. Not only are
units of data sent rmultiple tinmes, but additional control traffic

must flow to request the retransm ssion. It has been shown that, in
a | arge Moone session, nost packets are |lost by at | east one receiver
[8]. In this case the overhead of requesting retransnission for nost

packets may be such that the use of forward error correction is nore
acceptable. This leads to a natural synergy between the two

mechani sms, with a forward error correction schenme being used to
repair all single packet |osses, and those receivers experiencing
burst losses, and willing to accept the additional |atency, using
retransm ssi on based repair as an additional recovery nechani sm
Similar mechani sms have been used in a nunmber of reliable nulticast
schemes, and have received sonme discussion in the literature [9, 13].

In order to reduce the overhead of retransmission, the retransmtted
units nmay be piggy-backed onto the ongoing transm ssion, using a

payl oad format such as that described in [15]. This also allows for
the retransmission to be recoded in a different format, to further
reduce the bandwi dth overhead. As an alternative, FEC information
may be sent in response to retransm ssion requests [13], allowing a
single retransm ssion to potentially repair several |osses. The
choice of a retransm ssion request algorithmwhich is both tinely and

Per ki ns & Hodson I nf or mat i onal [ Page 3]



RFC 2354 Options for Repair of Stream ng Media June 1998

network friendly is an area of current study. An obvious starting
point is the SRM protocol [7], and experinments have been conducted
using this, and with a | owdelay variant, STORM[20]. This work

shows the trade-of f between latency and quality for retransm ssion

based repair schenmes, and illustrates that retransm ssion is an
ef fective approach to repair for applications which can tolerate the
| at ency.

There is no standard protocol franmework for requesting retransnission
of streaming nmedia. An experinental RTP profile extension for SRM
style retransm ssion requests has described in [14].

4.2 Forward Error Correction

Forward error correction (FEC) is the nmeans by which repair data is
added to a nedia stream such that packet |oss can be repaired by the
receiver of that streamwi th no further reference to the sender

There are two classes of repair data which nmay be added to a stream
those which are independent of the contents of the stream and those
whi ch use know edge of the streamto inprove the repair process.

4.2.1 Media-1ndependent FEC

A nunber of nedi a-i ndependent FEC schenes have been proposed for use
with streamed nedia. These techni ques add redundant data, which is
transmitted in separate packets, to a nedia stream Traditionally,
FEC techni ques are described as |oss detecting and/or |oss
correcting. In the case of streanmed nedia, |oss detection is

provi ded by the sequence nunbers in RTP packets.

The redundant FEC data is typically cal culated using the mathematics
of finite fields [1]. The sinplest of finite field is G-(2) where
addition is just the eXclusive-OR operation. Basic FEC schenes
transmt k data packets with n-k parity packets allow ng the
reconstruction of the original data fromany k of the n transmtted
packets. Budge et al [4] proposed applying the XOR operation across
di fferent conbinations of the nedia data with the redundant data
transmtted separately as parity packets. These vary the pattern of
packets over which the parity is calculated, and hence have different
bandwi dth, |atency and | oss repair characteristics.

Parity-based FEC based techni ques have a significant advantage in
that they are nedi a i ndependent, and provi de exact repair for |ost
packets. In addition, the processing requirenents are relatively
light, especially when conpared with sone nedi a-specific FEC
(redundancy) schenes which use very | ow bandw dth, but high

compl exity encodi ngs. The di sadvantage of parity based FEC is that

t he codi ngs have higher latency in conparison with the nedia-specific
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schenes di scussed in follow ng section

A nunber of FEC schenmes exi st which are based on higher-order finite
fields, for exanpl e Reed-Sol onon (RS) codes, which are nore

sophi sticated and conputationally demandi ng. These are usually
structured so that they have good burst |oss protection, although
this typically comes at the expense of increased |atency. Dependent
on the observed | oss patterns, such codes nay give inproved
performance, conpared to parity-based FEC.

An RTP payl oad format for generic FEC, suitable for both parity based
and Reed- Sol onon encoded FEC is defined in [17].

4.2.2 Media-Specific FEC

The basis of media-specific FECis to enploy know edge of a nedia
conpression schenme to achieve nore efficient repair of a streamthan
can otherwi se be achieved. To repair a stream subject to packet
loss, it is necessary to add redundancy to that stream sone
information is added which is not required in the absence of packet

| oss, but which can be used to recover fromthat |oss.

The nature of a nedia stream affects the nmeans by which the
redundancy is added. |If units of nedia data are packets, or if
multiple units are included in a packet, it is logical to use the
unit as the level of redundancy, and to send duplicate units. By
recodi ng the redundant copy of a unit, significant bandw dth savi ngs
may be nade, at the expense of additional conputational conplexity
and approximate repair. This approach has been advocated for use
with streaming audio [2, 10] and has been shown to performwell. An
RTP payload format for this formof redundancy has been defined [15].

If media units span multiple packets, for instance video, it is
sensible to include redundancy directly within the output of a codec.
For exanple the proposed RTP payl oad for H 263+ [3] includes nmultiple
copi es of key portions of the stream separated to avoid the problens
of packet | oss. The advantages of this second approach is
efficiency: the codec designer knows exactly which portions of the
stream are nost inportant to protect, and | ow conplexity since each
unit is coded once only.

An alternative approach is to apply nedi a-i ndependent FEC techni ques
to the nost significant bits of a codecs output, rather than applying
it over the entire packet. Several codec descriptions include bit
sensitivities that make this feasible. This approach has | ow
conmput ati onal cost and can be tailored to represent an arbitrary
fraction of the transmtted data.
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The use of nedia-specific FEC has the advantage of lowlatency, wth
only a single-packet delay being added. This nakes it suitable for
interactive applications, where |arge end-to-end del ays cannot be
tolerated. 1In a uni-directional non-interactive environnent it is
possi ble to delay sending the redundant data, achieving inproved
performance in the presence of burst |losses [11], at the expense of
addi ti onal |atency.

4.3 Interl eaving

When the unit size is smaller than the packet size, and end-to-end
delay is uninportant, interleaving [16] is a useful technique for
reducing the effects of loss. Units are resequenced before

transm ssion, so that originally adjacent units are separated by a
guaranteed distance in the transmtted stream and returned to their
original order at the receiver. Interleaving disperses the effect of
packet |osses. |If, for exanple, units are 5ns in |length and packets
20nms (ie: 4 units per packet), then the first packet could contain
units 1, 5, 9, 13; the second packet would contain units 2, 6, 10,
14; and so on. It can be seen that the loss of a single packet from
an interleaved streamresults in nultiple snall gaps in the
reconstructed stream as opposed to the single | arge gap which woul d
occur in a non-interleaved stream In nmany cases it is easier to
reconstruct a streamw th such loss patterns, although this is
clearly nedia and codec dependent. Note that the size of the gaps is
dependent on the degree of interleaving used, and can be nade
arbitrarily small at the expense of additional |atency.

The obvi ous di sadvantage of interleaving is that it increases
latency. This limts the use of this technique for interactive
applications, although it perforns well for non-interactive use. The
maj or advantage of interleaving is that it does not increase the
bandwi dth requirenents of a stream

A potential RTP payload format for interleaved data is a sinple

ext ensi on of the redundant audio payload [15]. That payl oad requires
that the redundant copy of a unit is sent after the primary. |If this
restriction is renmoved, it is possible to transnit an arbitrary
interleaving of units with this payload format.

5 Recommendati ons

If the desired scenario is a non-interactive uni-directiona
transmission, in the style of a radio or television broadcast,
latency is of considerably |ess inportance than reception quality.

In this case, the use of interleaving, retransm ssion based repair or
FEC is appropriate. |If approximate repair is acceptable,
interleaving is clearly to be preferred, since it does not increase
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the bandwi dth of a stream Media i ndependent FEC is typically the
next best option, since a single FEC packet has the potential to
repair nultiple | ost packets, providing efficient transm ssion

In an interactive session, the delay inposed by the use of
interleaving and retransnission is not acceptable, and a | owl atency
FEC schene is the only neans of repair suitable. The choice between
nmedi a i ndependent and nmedi a specific forward error correction is |ess
clear-cut: nedia-specific FEC can be nade nore efficient, but
requires nodification to the output of the codec. When defining the
packet format for a new codec, this is clearly an appropriate

techni que, and shoul d be encouraged.

If an existing codec is to be used, a nedia independent forward error
correction schene is usually easier to inplenment, and can perform
well. A nmedia streamprotected in this way nmay be augnented wth
retransm ssi on based repair with m nimal overhead, providing inproved
quality for those receivers willing to tolerate additional delay, and
allowing interactivity for those receivers which desire it. Wilst
the addition of FEC data to an nedia streamis an effective neans by
whi ch that stream nmay be protected agai nst packet |oss, application
designers should be aware that the addition of |arge anmounts of
repair data when loss is detected will increase network congestion
and hence packet |oss, leading to a worsening of the probl em which
the use of error correction coding was i ntended to sol ve.

At the tine of witing, there is no standard solution to the problem
of congestion control for streamed nedia which can be used to sol ve
this problem There have, however, been a nunber of contributions
which show the likely formthe solution will take [12, 19]. This
work typically used sone form of |ayered encoding of data over
nmul ti ple channels, with receivers joining and |leaving layers in
response to packet-1oss (which indicates congestion). The aim of
such schenes is to enul ate the congestion control behavior of a TCP
stream and hence conpete fairly with non-real time traffic. This is
necessary for stable network behavior in the presence of nuch
streaned medi a.

Since stream ng media applications are in use now, w thout congestion
control, it is inmportant to give sone advice to authors of those
tools as to the behavior which is acceptable, until congestion
control nechani snms can be deployed. The remainder of this section
uses the throughput of a TCP connection over a link with a given |oss
rate as an exanple to indicate behavior which may be classified as
reasonabl e.

As a nunber of authors have noted (eg: [6]), the loss rate and
t hroughput of a TCP connection are approximately related as foll ows:
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T=(s *c) !/ (RTT * sqrt(p))

where T is the observed throughput in octets per second, s is the
packet size in octets, RTT is the round-trip time for the session in
seconds, p is the packet loss rate and c is a constant in the range
0.9...1.5 (a value of 1.22 has been suggested [6]). Using this
relation, one may deternine the packet |oss rate which would result
in a given throughput for a particular session, if a TCP connection
was used.

VWhil st this relation between packet |oss rate and throughput is
specific to the TCP congestion control algorithm it also provides an
estinate of the acceptable loss rate for a stream ng nedia
application using the same network path, which w shes to coexi st
fairly with TCP traffic. Clearly this is not sufficient for fair
sharing of a link with TCP traffic, since it does not capture the
dynami ¢ behavi or of the connection, nmerely the average behavior, but
it does provide one definition of "reasonable" behavior in the
absence of real congestion control

For exanple, an RTP audio session with DVI encoding and 40nms data
packets will have 40 bytes RTP/UDP/|P header, 4 bytes codec state and
160 bytes of nedia data, giving a packet size, s, of 204 bytes. It
will send 25 packets per second, giving T = 4800. It is possible to
estinmate the round-trip tinme from RTCP reception report statistics
(say 200 milliseconds for the purpose of exanple). Substituting
these values into the above equation, we estinate a "reasonabl e"
packet |loss rate, p, of 6.7% This would represent an upper bound on
the packet loss rate which this application should be designed to

tol erate.

It should be noted that a round trip tine estinmate based on RTCP
reception report statistics is, at best, approximte; and that a
round trip time for a multicast group can only be an ‘average
measure. This inplies that the TCP equival ent throughput/loss rate
determned by this relation will be an approxi mati on of the upper
bound to the rate a TCP connection would actual ly achi eve.

6 Security Considerations

Some of the repair techniques discussed in this docunment result in
the transm ssion of additional traffic to correct for the effects of
packet |oss. Application designers should be aware that the

transm ssion of |arge anmounts of repair traffic will increase network
congestion, and hence packet loss, leading to a worsening of the
probl em which the use of error correction was intended to solve. At
its worst, this can |l ead to excessive network congestion and may
constitute a denial of service attack. Section 5 discusses this in
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nore detail, and provides guidelines for prevention of this problem
7 Sunmmary

Stream ng nmedi a applications using the Internet will be subject to
packet | oss due to the unreliable nature of UDP packet delivery.
Thi s docunent has summari zed the typical |oss patterns seen on the
public Mone at the time of witing, and a range of techniques for
recovery fromsuch | osses. W have further discussed the need for
congestion control, and provided sone guidelines as to reasonable
behavi or for stream ng applications in the interimuntil congestion
control can be depl oyed.
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