Net wor k Wor ki ng Group R Mandeville
Request for Comments: 2285 Eur opean Network Laboratories
Cat egory: | nformational February 1998
Benchmar ki ng Termi nol ogy for LAN Switching Devices
Status of this Menp
This meno provides information for the Internet conmunity. It does
not specify an Internet standard of any kind. Distribution of this
menmo is unlimnted.
Copyright Notice
Copyright (C The Internet Society (1998). Al Rights Reserved.

Tabl e of Contents

1. Introduction . . 2
2. Existing def|n|t|ons . 2
3. Termdefinitions . 3
3.1 Devices. 3
3.1.1 Device under test (DUT) 3

3.1.2 System under test (SUT) 3

3.2 Traffic orientation. - 4
3.2.1 Unidirectional traffic. 4

3.2.2 Bidirectional traffic . 5

3.3 Traffic distribution . 6
3.3.1 Non-nmeshed traffic. . 6

3.3.2 Partially nmeshed trafflc 7

3.3.3 Fully nmeshed traffic. 8

3.4 Bursts . . e 9
3.4.1 Burst e

3.4.2 Burst size . . e 1 0]

3.4.3 Inter-burst gap (IBG§ e 1 0]

3.5 Loads e I A
3.5.1 Intended Ioad (Iload) T I A

3.5.2 Ofered load (A oad) . . e 4

3.5.3 Maxi mnum of fered | oad (N(L) T

3.5.4 Overloading . . . . .

3.6 Forwarding rates . . e e e . . ... .. . . . . . ..
3.6.1 Forwarding rate (FR) e . . . 15

3.6.2 RWWNmnngeznrmmnwnﬁfmedlomi”?Ml) .. . 16
363P@mmmﬁommmnnge(Wm T 1<)

3.7 Congestion control . . . I
3.7.1 Backpressure . . . . . . . . . . . . . . ...y

3.7.2 Forward pressure . . . . . . . . . . . . . . . . . . . 18

Mandevi | | e I nf or mat i onal [ Page 1]



RFC 2285 Benchmar ki ng Ter mi nol ogy February 1998

3.7.3 Head of line blocking . . . . . . . . . . . . . . . .19

3.8 Address handling . . -4 0
3.8.1 Address caching capaC|ty C e e .. oo ... .20

3.8.2 Address learning rate . . . . . . . . . . . . . . . . 20

3.8.3 Flood count . . 2 |

3.9 Errored frame fllterlng 2 |
3.9.1 Errored frames . . . . . . . . . . . . . . . . . ... 22

3.10 Broadcasts . . . e ... 22
3.10.1 Broadcast formardlng rate at naX|nun1Ioad e ... 22

3.10. 2 Broadcast latency . . . . . . . . . . . . . . . . . .23

4. Security Considerations . . . . . . . . . . . . . . . . . ... 24
5. References. . . -
6. Acknomﬁedgenents e e e e e s s s 24
7. Author’s Address. . . e e e e 24
8. Full Copyri ght Statenent 24 )

1. Introduction

This docunent is intended to provide terninology for the benchmarking
of local area network (LAN) switching devices. |t extends the
term nol ogy al ready defined for benchnmarki ng network interconnect
devices in RFCs 1242 and 1944 to sw tchi ng devices.

Al though it m ght be found useful to apply sone of the terns defined
here to a broader range of network interconnect devices, this RFC
primarily deals with devices which switch frames at the Medi um Access

Control (MAC) layer. It defines ternms in relation to the traffic put
to use when benchmarki ng switching devices, forwarding perfornance,
congestion control, latency, address handling and filtering.

2. Existing definitions

RFC 1242 "Benchmar ki ng Ter mi nol ogy for Network |nterconnect Devices"
shoul d be consulted before attenpting to make use of this documnent.
RFC 1944 "Benchmar ki ng Met hodol ogy for Network Interconnect Devices”
contai ns discussions of a nunber of terns relevant to the
benchmar ki ng of switching devices and should al so be consulted.

For the sake of clarity and continuity this RFC adopts the tenplate
for definitions set out in Section 2 of RFC 1242. Definitions are
i ndexed and grouped together in sections for ease of reference.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.
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3. Termdefinitions
3.1 Devices

This group of definitions applies to all types of networking devices.
3.1.1 Device under test (DUT)

Definition:

The network forwarding device to which stinulus is offered and
response neasured.

Di scussi on
A single stand-al one or nodular unit which receives franes on one
or nore of its interfaces and then forwards themto one or nore
interfaces according to the addressing infornmation contained in
t he frame.

Measurenment units:
n/ a

| ssues:

See Al so:
system under test (SUT) (3.1.2)

3.1.2 System Under Test (SUT)
Definition:

The col l ective set of network devices to which stinulus is offered
as a single entity and response neasured.

Di scussi on

A system under test may be conprised of a variety of networking
devices. Sone devices may be active in the forwarding decision-
maki ng process, such as routers or switches; other devices may be
passi ve such as a CSU/ DSU. Regardless of constituent conponents,
the systemis treated as a singular entity to which stinulus is
of fered and response neasur ed.
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Measurement units:
n/ a
| ssues:
See Al so:
devi ce under test (DUT) (3.1.1)
3.2 Traffic orientation

This group of definitions applies to the traffic presented to the
interfaces of a DUT/SUT and indicates whether the interfaces are
receiving only, transmtting only, or both receiving and
transmtting.

3.2.1 Unidirectional traffic
Definition:

When all frames presented to the input interfaces of a DUT/SUT are
addressed to output interfaces which do not thenselves receive any
franes.

Di scussi on

This definition conforns to the di scussion in section 16 of RFC
1944 which describes how unidirectional traffic can be offered to
a DUT/ SUT to neasure throughput. Unidirectional traffic is also
appropriate for:

-the measurement of the minimuminter-frame gap -the creation of
many-to-one or one-to-many interface overload -the detection of
head of |ine blocking -the neasurenment of forwarding rates and

t hr oughput when congestion control nmechani sns are active.

Wien a tester offers unidirectional traffic to a DUT/ SUT reception
and transm ssion are handled by different interfaces or sets of
interfaces of the DUT/SUT. All frames received fromthe tester by
the DUT/ SUT are transnmitted back to the tester frominterfaces

whi ch do not thensel ves receive any franes.

It is useful to distinguish traffic orientation and traffic

di stribution when considering traffic patterns used in device
testing. Unidirectional traffic, for exanple, is traffic
orientated in a single direction between nutually excl usive sets
of source and destination interfaces of a DUT/SUT. Such traffic,
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however, can be distributed between interfaces in different ways.
When traffic is sent to two or nore interfaces froman externa
source and then forwarded by the DUT/SUT to a single output
interface the traffic orientation is unidirectional and the
traffic distribution between interfaces is many-to-one. Traffic
can also be sent to a single input interface and forwarded by the
DUT/ SUT to two or nore output interfaces to achieve a one-to-nmany
distribution of traffic.

Such traffic distributions can also be conbined to test for head
of line blocking or to nmeasure forwarding rates and throughput
when congestion control nechani sns are active.

When a DUT/ SUT is equipped with interfaces running at different
nmedi a rates the nunmber of input interfaces required to |oad or
overload an output interface or interfaces will vary.

It should be noted that nmeasurenent of the mininuminter-frane gap
serves to detect violations of the | EEE 802.3 standard.

| ssues:
hal f duplex / full duplex
Measurement units:
n/ a
See Al so:
bidirectional traffic (3.2.2)
non- meshed traffic (3.3.1)
partially meshed traffic (3.3.2)
fully meshed traffic (3.3.3)
congestion control (3.7)
head of |ine blocking (3.7.3)
3.2.2 Bidirectional traffic
Definition

Franmes presented to a DUT/ SUT such that every receiving interface
al so transnits.

Di scussi on

This definition conforns to the di scussion in section 14 of RFC
1944,
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Wien a tester offers bidirectional traffic to a DUT/SUT all the
i nterfaces which receive franes fromthe tester also transmit
franes back to the tester
Bi directional traffic MJST be of fered when nmeasuring the
t hroughput or forwarding rate of full duplex interfaces of a
swi t chi ng devi ce

| ssues:
truncated binary exponential back-off algorithm

Measurement units:
n/ a

See Al so:
unidirectional traffic (3.2.1)
non- meshed traffic (3.3.1)
partially meshed traffic (3.3.2)
fully meshed traffic (3.3.3)

3.3 Traffic distribution

This group of definitions applies to the distribution of franmes
forwarded by a DUT/ SUT.

3.3.1 Non-nmeshed traffic

Definition:
Frames offered to a single input interface and addressed to a
single output interface of a DUT/SUT where input and out put
interfaces are grouped in nutually exclusive pairs.

Di scussi on
In the sinplest instance of non-neshed traffic all franmes are
offered to a single input interface and addressed to a single
output interface. The one-to-one mapping of input to output
interfaces required by non-neshed traffic can be extended to
mul tiple mutually exclusive pairs of input and output interfaces.

Measurement units:

n/ a
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| ssues:
hal f duplex / full duplex
See Al so:

unidirectional traffic (3.2.1)
bidirectional traffic (3.2.2)
partially meshed traffic (3.3.2.)
fully meshed traffic (3.3.3)
burst (3.4.1)

3.3.2 Partially nmeshed traffic
Definition:

Frames offered to one or nore input interfaces of a DUT/ SUT and
addressed to one or nore output interfaces where input and out put
interfaces are nutually exclusive and mapped one-to-nany, nany-

t o-one or many-to-many.

D scussi on

This definition follows fromthe discussion in section 16 of RFC
1944 on multi-port testing. Partially nmeshed traffic allows for
one-to- many, many-to-one or nany-to-nmany nappings of input to
output interfaces and readily extends to configurations with

mul tiple sw tching devices |inked together over backbone

connecti ons.

It should be noted that partially neshed traffic can | oad backbone
connections linking together two switching devices or systens nore
than fully neshed traffic. Wen offered partially nmeshed traffic
devices or systens can be set up to forward all of the franmes they
receive to the opposite side of the backbone connection whereas
fully neshed traffic requires at | east sone of the offered franes
to be forwarded locally, that is to the interfaces of the DUT/ SUT
receiving them Such frames will not traverse the backbone
connecti on.

Measur enent units:
n/ a
| ssues:

hal f duplex / full duplex
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See Al so:

unidirectional traffic (3.2.1)
bidirectional traffic (3.2.2)
non- neshed traffic (3.3.1)
fully neshed traffic (3.3.3)
burst (3.4.1)

3.3.3 Fully nmeshed traffic
Definition:

Frames offered to a designated nunmber of interfaces of a DUT/ SUT
such that each one of the interfaces under test receives franes
addressed to all of the other interfaces under test.

D scussi on

As with bidirectional partially neshed traffic, fully neshed
traffic requires each one the interfaces of a DUT/SUT to both
receive and transnit frames. But since the interfaces are not
divided into groups as with partially neshed traffic every
interface forwards frames to and receives franmes from every ot her
interface. The total nunber of individual input/output interface
pairs when traffic is fully neshed over n switched interfaces
equals n x (n - 1). This conpares with n x (n/ 2) such interface
pairs when traffic is partially meshed

Ful ly meshed traffic on half duplex interfaces is inherently
bursty since interfaces nust interrupt transm ssion whenever they
receive frames. This kind of bursty neshed traffic is
characteristic of real network traffic and can be advantageously
used to di agnose a DUT/ SUT by exercising nmany of its conponent
parts simultaneously. Additional inspection may be warranted to
correlate the frane forwardi ng capacity of a DUT/ SUT when of fered
nmeshed traffic and the behavior of individual elenments such as

i nput or output buffers, buffer allocation nmechanisns, aggregate
swi tching capacity, processing speed or nedi um access control

The anal ysis of forwarding rate neasurenents presents a chall enge
when offering bidirectional or fully nmeshed traffic since the rate
at which the tester can be observed to transnmt franmes to the

DUT/ SUT nay be snaller than the rate at which it intends to
transmit due to collisions on half duplex nedia or the action of
congestion control mechanisnms. This makes it inportant to take
account of both the intended and offered | oads defined in sections
3.5.1.and 3.5.2 bel ow when reporting the results of such
forwardi ng rate neasurenents.
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When offering bursty neshed traffic to a DUT/ SUT a nunber of
vari abl es have to be considered. These include frane size, the
nunber of frames within bursts, the interval between bursts as
well as the distribution of |oad between inconing and out goi ng
traffic. Terms related to bursts are defined in section 3.4
bel ow.

Measurenment units:
n/ a

| ssues:
hal f duplex / full duplex

See Al so:
unidirectional traffic (3.2.1)
bidirectional traffic (3.2.2)
non- meshed traffic (3.3.1)
partially meshed traffic (3.3.2)
burst (3.4.1)
i ntended |l oad (3.5.1)
offered load (3.5.2)

3.4 Bursts

This group of definitions applies to the intervals between franmes or
groups of frames offered to the DUT/ SUT.

3.4.1 Burst
Definition:

A sequence of frames transmitted with the m ninmum |l egal inter-
frame gap.

Di scussi on
This definition follows fromdi scussions in section 3.16 of RFC
1242 and section 21 of RFC 1944 whi ch descri bes cases where it is
useful to consider isolated franes as single frane bursts.
Measurenment units:

n/ a

| ssues:
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See Al so:

burst size (3.4.2)
inter-burst gap (IBG (3.4.3)

3.4.2 Burst size
Definition:
The nunber of franes in a burst.

Di scussi on

Burst size can range fromone to infinity. In unidirectiona
traffic as well as in bidirectional or meshed traffic on ful
duplex interfaces there is no theoretical limt to burst |ength.

When traffic is bidirectional or nmeshed bursts on hal f dupl ex
media are finite since interfaces interrupt transm ssion
intermttently to receive franes.
On real networks burst size will normally increase with w ndow
size. This nmakes it desirable to test devices with snmall as wel
as |l arge burst sizes.

Measurement units:
number of N-octet frames

| ssues:

See Al so:

burst (3.4.1)
inter-burst gap (IBG (3.4.3)

3.4.3 Inter-burst gap (1BG
Definition:
The interval between two bursts.
Di scussi on

This definition conforns to the discussion in section 20 of RFC
1944 on bursty traffic.
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Bi di rectional and neshed traffic are inherently bursty since
interfaces share their tine between receiving and transmtting
frames. External sources offering bursty traffic for a given
frane size and burst size nmust adjust the inter-burst gap to
achi eve a specified average rate of franme transm ssion

Measurenment units:
nanoseconds
m cr oseconds
mlliseconds
seconds

| ssues:

See Al so:

burst (3.4.1)
burst size (3.4.2)

3.5 Loads

This group of definitions applies to the rates at which traffic is
of fered to any DUT/ SUT.

3.5.1 Intended | oad (I oad)
Definition

The nunber of frames per second that an external source attenpts
to transmit to a DUT/SUT for forwarding to a specified output
interface or interfaces.

D scussi on

Col l'isions on CSMA/CD |inks or the action of congestion contro
nmechani sns can effect the rate at which an external source of
traffic transmits frames to a DUT/SUT. This nakes it useful to
di stinguish the load that an external source attenpts to apply to
a DUT/ SUT and the load it is observed or neasured to apply.

In the case of Ethernet an external source of traffic MJST

i mpl ement the truncated binary exponential back-off algorithmto
ensure that it is accessing the mediumlegally
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Measurenment units:

bits per second
N-octets per second
(N-octets per second / nedi a_maxi num octets per second) x 100

| ssues:
See Al so:

burst (3.4.1)
inter-burst gap (3.4.3)
offered load (3.5.2)

3.5.2 Ofered | oad (A oad)
Definition:

The nunber of frames per second that an external source can be
observed or neasured to transmit to a DUT/SUT for forwarding to a
specified output interface or interfaces.

D scussi on

The | oad which an external device can be observed to apply to a
DUT/ SUT nay be |less than the intended | oad due to collisions on
hal f dupl ex nmedia or the action of congestion control mechanisns.
This makes it inportant to distinguish intended and offered | oad
when anal yzing the results of forwarding rate nmeasurenments using
bidirectional or fully neshed traffic.

Frames which are not successfully transnmtted by an externa
source of traffic to a DUT/SUT MUST NOT be counted as transnitted
franes when neasuring forwarding rates.

The frane count on an interface of a DUT/SUT nay exceed the rate
at which an external device offers franes due to the presence of
spanni ng tree BPDUs (Bridge Protocol Data Units) on 802. 1D
conpliant switches or SNWP franes. Such frames should be treated
as nodifiers as described in section 11 of RFC 1944.

O fered | oad MUST be indicated when reporting the results of
forwardi ng rate neasurenents.
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Measurenment units:

bits per second
N-octets per second
(N-octets per second / nedi a_maxi num octets per second) x 100

| ssues:
token ring
See Al so:

bidirectional traffic (3.2.2)
fully neshed traffic (3.3.3)
i ntended load (3.5.1)
forwarding rate (3.6.1)

3.5.3 Maxi mum offered | oad (ML)
Definition:

The hi ghest nunber of frames per second that an external source
can transmt to a DUT/SUT for forwarding to a specified output
interface or interfaces.

Di scussi on

The maxi num | oad that an external device can apply to a DUT/ SUT
may not equal the maxi mum |l oad all owed by the nedium This
will be the case when an external source |acks the resources
to transnmit franes at the minimumlegal inter-frame gap or when
it has sufficient resources to transnmit franes bel ow the

m nimum |l egal inter-frane gap. Mreover, maxi mum | oad may vary
with respect to paranmeters other than a nmedi um s nmaxi mum
theoretical utilization. For exanple, on those nedia enpl oyi ng
tokens, maxi num|load may vary as a function of Token Rotation
Time, Token Holding Time, or the ability to chain nultiple
franes to a single token. The maxi numload that an externa
device applies to a DUT/ SUT MIST be specified when neasuring
forwardi ng rates.

Measurenment units:
bits per second
N-octets per second

(N-octets per second / nedi a_maxi num octets per second) x 100

| ssues:
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See Al so:
of fered load (3.5.2)
3.5.4 Overl oadi ng
Definition:

Attenpting to load a DUT/ SUT in excess of the maxi mumrate of
transm ssion allowed by the medi um

Di scussi on

Overl oading can serve to exercise buffers and buffer allocation
algorithms as well as congestion control mechani sms. The nunber
of input interfaces required to overload one or nore output
interfaces of a DUT/SUT will vary according to the nedia rates of
the interfaces invol ved.

An external source can also overload an interface by transnitting
frames below the mininuminter-frame gap. A DUT/ SUT MJST forward
such frames at intervals equal to or above the m ni num gap
specified in standards.

A DUT/ SUT usi ng congestion control techniques such as backpressure
or forward pressure may exhibit no frane | oss when a tester
attenpts to overload one or nore of its interfaces. This should
not be exploited to suggest that the DUT/SUT supports rates of
transm ssion in excess of the maximumrate all owed by the nedi um
since both techni ques reduce the rate at which the tester offers
franes to prevent overloading. Backpressure achieves this purpose
by janming the transmi ssion interfaces of the tester and forward
pressure by hindering the tester fromgaining fair access to the
medi um  Anal ysis of both cases should take the distinction

bet ween intended load (3.5.1) and offered load (3.5.2) into
account .

Measurement units:
bits per second
N-octets per second
(N-octets per second / nedia_nmaxi numoctets per second) x 100

| ssues:
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See Al so:

unidirectional traffic (3.2.1)
i ntended load (3.5.1)

offered load (3.5.2)
forwarding rate (3.6.1)
backpressure (3.7.1)

forward pressure (3.7.2)

3.6 Forwarding rates

This group of definitions applies to the rates at which traffic is
forwarded by any DUT/ SUT in response to a stinulus.

3.6.1 Forwarding rate (FR)

Definition:
The nunber of frames per second that a device can be observed to
successfully transnmit to the correct destination interface in
response to a specified offered | oad.

Di scussi on
Unl i ke throughput defined in section 3.17 of RFC 1242, forwarding
rate makes no explicit reference to frane |oss. Forwarding rate
refers to the nunmber of franmes per second observed on the out put
side of the interface under test and MJST be reported in relation
to the offered load. Forwarding rate can be neasured with
different traffic orientations and distributions.

It should be noted that the forwarding rate of a DUT/ SUT may be
sensitive to the action of congestion control nechanisns.

Measurenment units:

N-octet frames per second
| ssues:
See Al so:

offered load (3.5.2)

forwarding rate at maxi numoffered | oad (3.6.2)
maxi mum forwarding rate (3.6.3)
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3.6.2 Forwarding rate at naxi mum of fered | oad (FRMOL)

Definition:
The nunber of frames per second that a device can be observed to
successfully transnmt to the correct destination interface in
response to the maxi num of fered | oad.

Di scussi on:
Forwardi ng rate at maxi num of fered | oad may be | ess than the
maxi mumrate at which a device can be observed to successfully
forward traffic. This will be the case when the ability of a
device to forward franmes degenerates when offered traffic at
maxi mum | oad.

Maxi mum of fered | oad MJUST be cited when reporting forwarding rate
at maxi mum of fered | oad.

Measurement units:
N-octet frames per second
| ssues:
See Al so:
maxi mum of fered | oad (3.5.3)
forwarding rate (3.6.1)
maxi mum forwarding rate (3.6.3)
3.6.3 Maxi num forwarding rate (MR)
Definition:

The hi ghest forwarding rate of a DUT/SUT taken froman iterative
set of forwarding rate neasurenents.

Di scussi on:
The forwarding rate of a device nay degenerate before maxi num | oad

is reached. The load applied to a device nust be cited when
reporting nmaxi mum forwardi ng rate.
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The following exanple illustrates how the terns relative to

| oadi ng and forwarding rates are neant to be used. In particular
it shows how the distinction between forwarding rate at maxi num

of fered | oad (FRMOL) and nmaxi mum forwardi ng rate (MFR) can be used
to characterize a DUT/ SUT

(A (B)
Test Device DUT/ SUT
O fered Load Forwar di ng Rate
(1) 14,880 fps - ML 7,400 fps - FRMOL
(2) 13,880 fps 8,472 fps
(3) 12,880 fps 12,880 fps - MR

Measurenment units:
N-octet frames per second
| ssues:
See Al so:
offered load (3.5.2)
forwarding rates (3.6.1)
forwarding rate at naxi nrum |l oad (3.6.2)

3.7 Congestion contro

This group of definitions applies to the behavior of a DUT/ SUT when
congestion or contention is present.

3.7.1 Backpressure
Definition

Any technique used by a DUT/SUT to attenpt to avoid frane | oss by
i mpedi ng external sources of traffic fromtransmtting franes to
congested interfaces.

D scussi on

Sonme switches send jam signals, for exanple preanble bits, back to
traffic sources when their transmit and/or receive buffers start
to overfill. Switches inplementing full duplex Ethernet |inks may
use | EEE 802.3x Flow Control for the same purpose. Such devices
may incur no frame | oss when external sources attenpt to offer
traffic to congested or overl oaded interfaces.
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It should be noted that janmi ng and other flow control nethods nay
slow all traffic transmtted to congested input interfaces
including traffic intended for uncongested output interfaces.

A DUT/ SUT appl yi ng backpressure may exhibit no frane | oss when a
tester attenpts to overload one or nore of its interfaces. This
shoul d not be interpreted to suggest that the interfaces of the
DUT/ SUT support forwarding rates above the maxi numrate all owed by
the medium In these cases overloading is only apparent since

t hrough the application of backpressure the DUT/ SUT avoi ds

overl oading by reducing the rate at which the tester can offer
frames.

Measurenment units:

frane | oss on congested interface or interfaces N-octet frames per
second between the interface applying backpressure and an
uncongest ed destination interface

| ssues:

janm ng not explicitly described in standards
See Al so:

i ntended load (3.5.1)

of fered load (3.5.2)
overl oading (3.5.4)
forwarding rate (3.6.1)
forward pressure (3.7.2)

3.7.2 Forward pressure
Definition

Met hods which depart fromor otherw se violate a defined
standardi zed protocol in an attenpt to increase the forwarding
performance of a DUT/ SUT.

D scussi on

A DUT/ SUT may be found to inhibit or abort back-off algorithns in
order to force access to the medi um when contention occurs. |t
shoul d be noted that the back-off algorithm should be fair whether
the DUT/SUT is in a congested or an uncongested state.

Transm ssion below the mininuminter-frane gap or the disregard of
flow control primtives fall into this category.
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A DUT/ SUT applying forward pressure nmay elininate all or nost
frane | oss when a tester attenpts to overload one or nore of its
interfaces. This should not be interpreted to suggest that the
interfaces of the DUT/ SUT can sustain forwarding rates above the
maxi mumrate allowed by the nedium Overloading in such cases is
only apparent since the application of forward pressure by the
DUT/ SUT enables interfaces to relieve saturated output queues by
forcing access to the nmedium and conconitantly inhibiting the
tester fromtransmtting franes.

Measur enent units:

intervals between franes in nicroseconds

intervals in mcroseconds between transmnission retries during
16 successive colli sions.

| ssues:

truncat ed binary exponential back-off algorithm

See Al so:

i ntended |l oad (3.5.1)
offered load (3.5.2)
overl oading (3.5.4)
forwarding rate (3.6.1)
backpressure (3.7.1)

3.7.3 Head of |ine bl ocking
Definition:
Frane | oss or added del ay observed on an uncongested out put
i nterface whenever frames are received froman input interface
which is also attenpting to forward franes to a congested out put
interface.

Di scussi on

It is inmportant to verify that a switch does not slow transm ssion
or drop frames on interfaces which are not congested whenever
overl oading on one of its other interfaces occurs.

Measurenment units:

forwarding rate and franme | oss recorded on an uncongested
interface when receiving franes froman interface which is al so
forwarding franes to a congested interface.
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| ssues:
i nput buffers
See Al so:
unidirectional traffic (3.2.1)
3.8 Address handling

This group of definitions applies to the address resol ution process
enabling a DUT/SUT to forward frames to their correct destinations.

3.8.1 Address cachi ng capacity
Definition:
The nunber of MAC addresses per n interfaces, per nodule or per
device that a DUT/ SUT can cache and successfully forward franmes to
wi t hout fl oodi ng or dropping franes.
Di scussi on
Users building networks will want to know how many nodes they can
connect to a switch. This nakes it necessary to verify the nunber
of MAC addresses that can be assigned per n interfaces, per nodul e
and per chassis before a DUT/ SUT begins floodi ng franes.
Measur enment units:
nunber of MAC addresses per n interfaces, nodul es, or chassis
| ssues:
See Al so:
address learning rate (3.8.2)
3.8.2 Address learning rate
Definition:

The maximumrate at which a switch can | earn new MAC addr esses
wi t hout fl oodi ng or dropping franes.
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Di scussi on
Users may want to know how long it takes a switch to build its
address tables. This information is useful to have when

considering how long it takes a network to cone up when nmany users
log on in the norning or after a network crash

Measurenment units:

franes with different source addresses per second
| ssues:
See Al so:
address caching capacity (3.8.1)
3.8.3 Flood count
Definition:

Frames forwarded to interfaces which do not correspond to the
destinati on MAC address informati on when traffic is offered to a

DUT/ SUT for forwarding.

Di scussi on
When recording throughput statistics it is inmportant to check that
franmes have been forwarded to their proper destinations. Flooded

frames MUST NOT be counted as received frames. Both known and
unknown uni cast franes can be fl ooded.

Measurement units:
N-octet valid franes
| ssues:
spanni ng tree BPDUs.
See Al so:
address caching capacity (3.8.1)

3.9 Errored frame filtering

This group of definitions applies to franes with errors which a
DUT/ SUT nay filter.
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3.9.1 Errored franes
Definition:

Frames which are over-sized, under-sized, msaligned or with an
errored Frane Check Sequence.

Di scussi on
Swi tches, unlike | EEE 802.1d conpliant bridges, do not necessarily
filter all types of illegal frames. Sonme sw tches, for exanple,
whi ch do not store franmes before forwarding themto their
destination interfaces may not filter over-sized frames (jabbers)
or verify the validity of the Frame Check Sequence field. O her
illegal frames are under-sized frames (runts) and nisaligned
franes.

Measurenment units:
n/ a

| ssues:

See Al so:

3. 10 Broadcasts

This group of definitions applies to MAC | ayer and network | ayer
br oadcast franes.

3.10.1 Broadcast forwarding rate

Definition:
The nunber of broadcast franes per second that a DUT/ SUT can be
observed to deliver to all interfaces |ocated within a broadcast
domain in response to a specified offered | oad of franes directed
to the broadcast MAC address.

Di scussi on
There is no standard forwardi ng nechani smused by switches to
forward broadcast franes. It is useful to deternine the broadcast

forwarding rate for frames switched between interfaces on the sane
card, interfaces on different cards in the sane chassis and
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interfaces on different chassis |inked together over backbone
connections. The terns maxi mum broadcast forwarding rate and
broadcast forwarding rate at maxi mumload follow directly fromthe
terns already defined for forwarding rate neasurenents in section
3.6 above.

Measurement units:
N-octet frames per second

| ssues:

See Al so:
forwarding rate at maxi nrumload (3.6.2)
maxi mum forwarding rate (3.6.3)
br oadcast |atency (3.10.2)

3.10. 2 Broadcast | atency
Definition:

The tine required by a DUT/SUT to forward a broadcast franme to
each interface located within a broadcast donain.

Di scussi on

Since there is no standard way for switches to process
broadcast frames, broadcast |atency nmay not be the sanme on al
receiving interfaces of a switching device. The |atency

measur enents SHOULD be bit oriented as described in section 3.8
of RFC 1242. It is useful to determ ne broadcast |atency for
franes forwarded between interfaces on the sane card, on
different cards in the sane chassis and on different chassis

I i nked over backbone connecti ons.

Measurenment units:
nanoseconds
m cr oseconds
mlliseconds
seconds

| ssues:

See Al so:

broadcast forwarding rate (3.10.1)
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4. Security Considerations

7.

Docunents of this type do not directly effect the security of the
Internet or of corporate networks as | ong as benchmarking is not
performed on devices or systenms connected to operating networKks.

The docunent points out that sw tching devices may violate the | EEE
802. 3 standard by transmtting franmes bel ow the mnimuminterfrane
gap or unfairly accessing the nediumby inhibiting the backoff

al gorithm Al though such violations do not directly engender
breaches in security, they nmay perturb the normal functioning of

ot her interworking devices by obstructing their access to the nedi um
Their use on the Internet or on corporate networks should be

di scour aged.
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8. Full Copyright Statenent
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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