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Status of this Meno

This neno provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abst r act

Thi s docunent defines a framework for specifying services provided by
network el enents, and available to applications, in an internetwork
which offers nultiple qualities of service. The docunent first

provi des some necessary context -- including relevant definitions and
suggested data formats -- and then specifies a "tenplate" which
service specification docunents should follow. The specification
tenpl ate includes per-element requirenents such as the service's
packet handling behavior, paraneters required and nade avail abl e by
the service, traffic specification and policing requirenents, and
traffic ordering relationships. It also includes evaluation criteria
for elenents providing the service, and exanpl es of how the service
m ght be inplenmented (by network el enents) and used (by
applications).

I nt roducti on

Thi s docunent defines the framework used to specify the functionality
of internetwork system conponents which support the the ability to
provide nmultiple, dynamically selectable qualities of service to
applications using an internetwork. The behavi or of individua

routers and subnetworks is captured as a set of "services", sone or
all of which may be offered by each el ement. The concatenation of
these services along the end-to-end data paths used by an application
provi des overall quality of service control

The definition of a service states what is required of a router (or,

nmore generally, any network el enent; a router, switch, subnet, etc.)
whi ch supports a particular service. The service definition also
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specifies paraneters used to invoke the service, the relationship
bet ween those paraneters and the service delivered, and the end-to-
end behavi or obtai ned by concatenating several instances of the
service.

Each service definition also specifies the interface between that
service and the environment. This includes the paraneters needed to

i nvoke the service, informational paraneters which the service nust
make avail able for use by setup, routing, and nmanagenent nechani sns,
and informati on which should be carried between end-nodes and network
el ements by those mechanisns in order to achieve the desired end-to-
end behavi or. However, a service definition does not describe the
specific protocols or nechanisns used to establish state in the
network elements for flows that use the described service.

Services defined followi ng the guidelines of this docunment are

i ntended for use both within the global Internet and private IP
networks. In certain cases a concatenation of network el ement
services may be used to provide a range of end-to-end behaviors, sone
nore suited to a decentralized internet and some nore appropriate for
a tightly managed private network. This docunment points out places
where such distinction may be appropriate.

This docunent is conprised of three parts. The first defines sone
terms used both in this document and in the various service

speci fication docunents. The second discusses data formats and
representations. The third portion of the docunent describes the
vari ous conponents of the service specification tenplate.

Definitions

The following terns are used throughout this docunent. Service
speci ficati on docunents shoul d enploy the sanme terns to express these
concepts.

0 Quality of Service (QS)

In the context of this docunment, quality of service refers to the
nature of the packet delivery service provided, as described by
paraneters such as achi eved bandw dth, packet delay, and packet |oss
rates. Traditionally, the Internet has offered a single quality of
service, best-effort delivery, with avail abl e bandwi dth and del ay
characteristics dependent on instantaneous |oad. Control over the
quality of service seen by applications is exercised by adequate
provi sioning of the network infrastructure. In contrast, a network
with dynamically controllable quality of service allows individua
application sessions to request network packet delivery
characteristics according to their perceived needs, and may provide
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different qualities of service to different applications. It should
be understood that there is a range of useful possibilities between
the two endpoints of providing no dynamic QS control at all and

providing extrenely precise and accurate control of QoS paraneters.

o Networ k El enent

A "Network Elenent" (or the equivalent shorter form"Element"), is
any conponent of an internetwork which directly handl es data packets
and thus is potentially capable of exercising QS control over data
flowing through it. Network el enents include routers, subnetworks,
and end-node operating systens. A QoS-capable network el enent is one
whi ch offers one or nore of the services defined according to the
rules given in this docunent. Note that this definition, by itself,
precl ude QoS-capabl e network el enments that neet performance goal s
purely through adequate provisioning rather than active adni ssion and
traffic control nmechanisnms. A "QoS-aware"” network el enent is one

whi ch supports the interfaces (described below) required by the
service definitions. Thus, a QS-aware network el enent need not
actually offer any of the services defined according to the format of
this docunent; it merely needs to know how to deny service requests.

o Fl ow

For the purposes of this docunent a flowis a set of packets
traversing a network element all of which are covered by the sane
request for control of quality of service. At a given network el enent
a flow may consist of the packets froma single application session
or it may be an aggregation conprising the conbined data traffic from
a nunber of application sessions.

NOTE: this definition of a flowis different fromthat used in
| Pv6, where a flow is defined as those packets with the same
sour ce address and Fl ow D.

Mechani sns used to associate a request for quality of service contro
with the packets covered by that request are beyond the scope of this
docunent .

0 Service
The phrase "service" or "QS Control Service" describes a naned,
coordi nated set of QoS control capabilities provided by a single

network elenment. The definition of a service includes a
specification of the functions to be perforned by the network
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el ement, the information required by the elenent to performthese
functions, and the information nmade avail able by the el enent to other
el enments of the system A service is conceptually inplemented within
the "service nodul e" contained within the network el enent.

NOTE: The above defines a precise neaning for the word "service"
Service is a word which has a variety of neanings throughout the
networ ki ng community; the definition of "service" given here
refers specifically to the actions and responses of a single
network el enent such as a router or subnet. This contrasts with
the nore end-to-end oriented definition of the same word seen in
sonme ot her networking contexts.

o Behavi or

A "behavior" is the QS-related end-to-end performance seen by an
application session. This behavior is the end result of conposing the
services offered by each network el enent al ong the path of the
application’s data fl ow

When each network el enent along a data flow path offers the same
service, it is frequently possible to explain the resulting end-to-
end behavior in a straightforward fashion. The behavior of a data
flow path conprised of elenents using different services is nore
conplicated, and nay in fact be undefined. A future version of this
docunent nay inpose additional requirenents on the service
specification relating to nmulti-service concatenation

o Characterization

A characterization is a conputed approxi nati on of the actual end-to-
end behavi or whi ch woul d be seen by a fl ow requesting specific QS
services fromthe network. By providing additional information to

t he end-nodes before a flow is established, characterizations assist
t he end-nodes in choosing the services to be requested fromthe

net wor k.

o Characterization Paraneters

Characterizations are conputed froma set of characterization
paraneters provided by each network el enent on the flow s path, and a
conposition function which conputes the end-to-end characterization
fromthose paraneters. The conposition function nmay in practice be
executed in a distributed fashion by the setup or routing protocol

or the characterization paraneters nay be gathered to a single point
and the characterization conputed at that point.
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Several characterizations nmay be conputed for a single candidate data
flow. Conversely, a service may provide no characterizations, and
under sone conditions no characterizations nay be available to the
end- nodes requesting QoS services.

o Conposition Function

A conposition function accepts characterization paraneters as input
and conputes a characterization, as described above.

o Traffic Specification (TSpec)

A Traffic Specification, or TSpec, is a description of the traffic
pattern for which service is being requested. In general, the TSpec
forms one side of a "contract"” between the data flow and the service.
Once a service request is accepted, the service nodul e has agreed to
provide a specific QoS as long as the flow s data traffic continues
to be accurately described by the TSpec.

As exanples, this specification mght take the formof a token bucket
filter (defined below) or an upper bound on the peak rate. Note that
the traffic specification specifies the flow s *allowed* traffic
pattern, not the flows *actual* traffic pattern. The behavior of a
service when a flow s actual traffic does not conformto the traffic
speci fication nust be defined by the service (see "Policing" bel ow).

0 Service Request Specification (RSpec)

A Service Request Specification, or RSpec, is a specification of the
quality of service a flow wi shes to request froma network el enent.
The contents of a service request specification is highly specific to
a particular service. As exanples, these specifications m ght contain
i nformati on about bandwi dth allocated to the flow, naximum del ays, or
packet | oss rates.

0 Setup Protocol

A setup protocol is used to carry QoS-related information fromthe
end- nodes requesting QoS control to network el ements which nust
exercise that control, and to install and rmaintain to required QS
control state in those network elenments. A setup protocol may al so
be used to collect QoS-related information frominterior network

el ements along an application’s data flow path for ultimte delivery
to end nodes. Exanples of protocols which performsetup functions are
RSVP [ RFC 2205], ST-11 [RFC 1819], and Q 2931
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Not e that ot her nechani sns, such as network nmanagenent protocols, nay
al so performthis function. The phrase "setup protocol"
conventionally refers to a protocol with this function as its primary
pur pose.

o Token Bucket

A Token Bucket is a particular formof traffic specification
consisting of a "token rate" r and a "bucket size" b. Essentially,
the r paraneter specifies the continually sustainable data rate,
while the b paraneter specifies the extent to which the data rate can
exceed the sustainable | evel for short periods of time. More
specifically, the traffic nust obey the rule that over all tine

peri ods, the amobunt of data sent cannot exceed rT+b, where T is the

I ength of the time period.

Token buckets are further discussed in [ PARTRI DGE]
o Token Bucket Filter

A Token Bucket Filter is a filtering or policing function which
differentiates those packets in a traffic flow which conformto a
particul ar token bucket specification fromthose packets which do
not. The specific treatnent accorded nonconform ng packets is not
specified in this definition; comobn actions are relegating the
packet to best effort service, discarding the packet, or marking the
packet in sone fashion.

o0 Adni ssion Contro

Admi ssion control is the process of deciding whether a newly arriving
request for service froma network el ement can be granted. This
action nust be perfornmed by any service which wi shes to offer

absol ute quantitative bounds on overall performance. It is not
necessary for services which provide only relative statenments about
performance, such as the Internet’s current best-effort service. The
precise criteria for making the admi ssion control decision are a
specific to each particular service

o Policing
Policing is the set of actions triggered when a flow s actual data
traffic characteristics exceed the expected values given in the

flows traffic specification. Services which require policing
functions to operate correctly nmust specify both the action to be
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t aken when such di screpanci es occur and the locations in the network
where di screpancies are to be detected. Exanples of such actions

m ght include rel egating the packet to best effort service, dropping
packets, reshaping the traffic, or marking non-conforming traffic in
some fashi on.

o Interfaces

The service nodul e conceptually interacts with other portions of the
network el ement through a nunber of interfaces. The service

speci ficati on docunment should clearly define the specific data,

i ncluding formats, which noves across each conceptual interface, and
ensure that the mappi ng between conceptual interfaces and the

speci fic mechani sms of the service being defined are clear

Dat a Format and Representation

A service nodule will inport and export a variety of data according
to the specific requirenents of the services the network el enent
supports. Each service definition MIST specify the format of each
such data itemin an abstract nanner. The information specified nust
be sufficient for the designer of a setup protocol to correctly

sel ect an appropriate concrete (packet) format for variables
containing this data. At mininum the follow ng information nust be
gi ven:

- Type: whether the quantity is an enuneration, a numnerical val ue,
etc.

- Range: for nunerical quantities, the mninum and nmaxi num val ues
the quantity nmust be able to represent. For enunerated quantities,
an estinmate of the maxi mum nunber of itens which nmay need be
enunerated in the future, even if many of the values are currently
unused.

- Precision: the precision with which a nunerical quantity nust be
represented, and whether that precision is absolute (calling for an
i nteger quantity) or a percentage of the value (allowing for a
floating point quantity).

The service definition SHOULD additionally specify a preferred
concrete format for each data field, in the usual packet-I|ayout
format used in current Internet Standard docunents or in some other
accepted specification format. If the service definition contains

t hese concrete definitions, they should be sufficiently conplete and
detailed to allow the service definition to be incorporated by
reference into the specifications for setup protocols and ot her users
of the specified data.
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NOTE: The wordi ng above is intended to encourage the use of common
data formats by all protocols carrying data related to a specific
service, while not mandating this comon format or infringing on
the freedom of protocol specification designers to define data
representations using alternative mechani sms such as ASN. 1 or XDR

Service and Data El enent Nami ng

End- nodes, network el ements, setup protocols, and managenent entities
within an integrated services internetwork need to exchange

i nformati on about services, service invocation paraneters,
characterization paraneters, and the internedi ate vari ables and end
results of conposition functions. To support this requirenent, a
singl e uni form nanespace is established for services and their
paraneters

The nanespace is a two-1evel hierarchy:
<servi ce_name>, <par anet er _nane>.
Each of these elenments is a integer nunerical quantity.

<Service Name> is an integer in the range 1 to 254. The nunber space
is broken into three regions.

Service nunber 1 is used to indicate that the associated paraneter is
generic", and is not associated with a specific service. This use of
generic paraneters is described nore fully in [RFC 2215].

The range from2 to 127 used to nane services defined by the | ETF.
Procedures for allocating service nunbers in this region will be
established by the | ETF | NT-SERV WG and the | ANA. Services designed
for public use should obtain a nunber fromthis space. The ni ni num
requi renent for doing so is a published RFC foll owi ng the fornmat
described in this note.

Service nunbers in the regi on above 127 are reserved for experinental
or private services. Service designers nmay allocate nunbers fromthis
space at random for |ocal experinental use. A policy for global but
tenporary all ocation of these nunbers may be established in the
future if necessary.

The value 0 is left unused to allow the direct nmapping of paraneter
nanes to M B object nanmes, as described bel ow

The value 255 is reserved to facilitate future expansion of the
servi ce nunber space, if required
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<Paraneter_nane> is a nunber in the range 1 to 254, allocated on a
per-service basis. Wthin this range, the values 1 to 127 are
reserved for assignment to paraneters with a comon, shared neani ng
across all services. These paranmeters are defined in [ RFC 2215].

Nunbers for paraneters specific to a service are assigned fromthe
range 128-254 by the author of the service specification docunent.

The value 0 is left unused to allow the direct mappi ng of paraneter
nanes to M B obj ect nanes, as described bel ow

The value 255 is reserved to facilitate future expansion of the
par anet er nunber space, if required

In addition to their uses within the integrated services franework,
t hese <service_nunber >. <par anet er _nunber> pairs should be used as
last two levels of the M B name when the correspondi ng val ues are
made avail abl e to network nmanagenent protocols.

Speci ficati on Docunent For nmat

The followi ng portion of this docunent describes the | ayout and
contents of a service specification. Each service specification
docunent MUST contain the sections marked [required] below, in the
order listed. Each document SHOULD contain each of the remaining
sections in the list below, unless there is a conpelling argunent
that the presence of the section is not beneficial. Additiona
material, including references, should be included at the end of the
docunent .

Some of these sections are nornative, in that they describe specific
requi renents to which confornmant inplenentations nust adhere. O her
sections are informational in nature, in that they describe necessary
context and technical considerations inportant to the inplenentor of
a service. The sections, and their nature (required or optional, and
i nformati onal or normative) are listed bel ow

o Conponents

The body of a service specification docunent incorporates the
foll owi ng sections:

- End-to-End Behavior [required] [informational]
- Mtivation [required] [informational]

- Network Elenment Data Handling Requirements [required] [normative]
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- Invocation Information [required] [normative]
- Exported Information [required] [nornmative]
- Policing [required] [normative]
- Ordering and Merging [required] [nornative]
- CQuidelines for Inplenentors [optional] [informational]
- EBEvaluation Criteria [required] [informational]
- Exanpl es of Inplenentation [optional] [informational]
- Exanples of Use [optional] [informational]
o0 End-to-end Behavi or

This is a description of the behavior that results if all network
el ements along the path offer the same service, invoked with a
defined set of paraneters.

In private networks it will generally be the case that the required
end-to-end behavi or is obtained by concatenation of network el ements
utilizing the sanme service and naking significant use of
characterizations.

In the global Internet, this will not always be true. End-to-end
behaviors will frequently be obtained through a concatenation of
network el enents supporting different services, including in sonme
cases el enents which exercise no QS control at all. Mechanisns to
characterize end-to-end behavior in this circunstance are not fully
established at this tine. Future versions of this docunment may inpose
addi tional requirements on service specifications to facilitate

i nter-service conposition

This section is for informational purposes only.
o Mdtivation
This section discusses why this service is being defined. It
descri bes what kinds of applications mght nake use of this service,
and why this service mght be nore appropriate for those applications

than ot her possible choices. This section is for infornmationa
pur poses only.
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o Network El enent Data Handl i ng Requirenents

This section contains a description of the QoS properties seen by
dat a packets processed by a network el ement using this service. The
description nust clearly explain what variables are controlled, the
degree of control exercised, and what aspects of the service's
handl i ng nodel are fixed or assuned. Exanpl es of degree of contro
informati on include "this property nust be mathenatically assured"
and "this property should be met under nost conditions". An exanple
of a stated assunption is "this service is assuned to have extrenely
| ow packet |oss; delay targets nust be net using adm ssion contro
rat her than by di scardi ng packets when overl oaded"

Requi rements on packet handling SHOULD, when at all possible, be
expressed as performance requirenents rather than by specifying a a
particul ar packet scheduling algorithm The performance requirenents
m ght, for exanple, be a specification of the nmaxi mal packet del ays
or the mnimal bandwi dth share given to a flow.

This section also specifies actions which the packet handling path is
required to take to actively provide feedback to end-nodes about
conditions at the network el enment. Such actions m ght include
explicitly generated congestion feedback, indicated either as bits
set in the header of data packets or separate control nessages sent.

Wien witing this section of the service specification docunment, the
aut hors’ goal should be to specify the required behavior as precisely
as necessary while still [eaving adequate roomfor the inplenmentation
and architectural tradeoffs appropriate to different circunstances
and cl asses of network el enents. Successfully achieving this bal ance
may require some care

o Invocation Information

This section describes the set of parameters required by a service
nodul e to i nvoke the service, and a description of how the paraneter
val ues are used by the service nodule. For exanple, a hypothetica
"bounded del ay" service mght be described as accepting a request
indicating a delay target for the network el ement and the set of
packets subject to that delay target, and processing packets in the
given set with a delay of the target value or |ess.

Necessary invocation information for nost services can be broken into

two parts, the Traffic Specification (TSpec) and the Service Request
Speci fication (RSpec). The TSpec gives characteristics of the data
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traffic to be handl ed, while the Rspec specifies the properties
desired fromthe service. For exanple, a service offering a

mat hemati cal bound on delay night accept a TSpec giving the traffic
flow s bandwi dt h and burstiness specified as a Token Bucket, and an
RSpec giving the maxi num tol erabl e queuei ng del ay.

A service accepting an invocation request may be thought of as
entering into a "contract" to provide the service described by the
RSpec as long as the flow s traffic continues to be described by the
TSpec. If the flow s traffic pattern falls outside the bounds of the
TSpec, the QoS provided to the flow may change. The precise nature of
this change is al so described by the service specification (see
"Policing" below).

The RSPec and TSpec conponents of the invocation information should
be specified separately and independently, as they will often be
generated by different elements of the internetwork

Al'l quantitative information specifications in this section should
follow the guidelines given in the Data Formats section of this
docunent, above.

0 Exported Information and Characterizati on Paraneters

This section describes information which nust be collected and
exported by the service nodule. Exported information is available to
ot her nodul es of the network el enent, and by extension to setup
protocol s, routing protocols, network managenent tools, and the like.

I nformati on exported by service nodul es may be used in several ways.
For exanple, quantities such as the anount of |ink bandw dth

dedi cated to the service and the set of data flows currently
receiving the service are appropriate pieces of information to nmake
avai | abl e as network managenent vari abl es.

A service definition may identify a particul ar subset of the

i nformati on exported by a service nodul e as characterization
paraneters. These characterization paraneters nay be used to conpute
or estimate the end-to-end behavior of a data flow traversing a
concat enati on of network service elenments. They may al so be used to
characterize portions of the path for use by network el enents (e.g.
in conputing the buffer necessary, an el enent nay need to know
sonet hi ng about the service characteristics of the upstream portion
of the path). A service which defines characterization paraneters
al so specifies the characterizations they are used to generate and
the conposition functions used to generate the characterizations.
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NOTE: Characterization paraneters are identified as such by virtue
of being the inputs to a service's defined conposition functions.
Because characterization paraneters are part of a service's
overall exported data set, they are also available to other
functions, such as network managenent. The di scussion bel ow
relates solely to their use as characterization paraneters, and is
not intended to limt other uses.

Characterization paraneters may be relatively static quantities, such
as the bandwi dth available on a specific link, or relatively dynamc
quantities, such as a running estinmation of current packet del ay.

Support for a service's defined characterization paraneters is
mandat ory. Any network el ement offering this service nust be able to
nmeasure, conpute, or, if allowed by the specification, estinmate the
service’'s characterization paranmeters. Service designers are
encouraged to understand the inplications of specifying
characterization paraneters for a service, particularly with respect
to not unduly restricting the choice of hardware and software
architectures used to inplenent the network el ement.

Characterization paraneters are used by conposing the val ues exported
by each network el enment along a data flow s path according to a
conposition rule. For each paraneter or set of paraneters used to
devel op a characterization, the service specification nust specify
the conposition rule to be used. These conposition rules should
result in characterizations that are independent of the order in

whi ch the el enent are conposed; conmutativity and associativity are
sufficient but not necessary conditions for this.

Characterization paraneters are avail able through a genera

interface, and are provided in response to a request from sone ot her
nodul e, such as a setup protocol or the routing protocol. The
question of exactly how, or if, a specific protocol (e.g., RSVP) uses
characterization paraneters to generate characterizations is
described in the specification of that specific protocol

The correct use of characterization paraneters supplied by service
nodul es is a function of the setup, routing, or management protoco
controlling the nodule. There is no absol ute guarantee that

characterizations will be available to end-nodes desiring to use a

QoS control service. Service designers targeting services for the
gl obal Internet may wish to ensure that a service is useful even in
the absence of characterizations, and to exhibit such uses in the
"Exanpl es" sections of the service description docunent.
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Conversely, the availability of characterizations my be nmandatory in
certain circunstances, particularly for private | P networks providing
tightly controlled qualities of service for specific applications.
Service designers targeting this environnent should particularly
ensure that the service provides adequate characterization paraneters
and conposition functions to neet the needs of target audiences. It
may be appropriate to specify the sane basic service with additiona
characterizations for neeting specific requirenments beyond those of
the gl obal Internet.

Some useful "general™ characterization paraneters and correspondi ng
conposition rules are not associated with any specific service.
These include the speed-of-light |atency of communication |inks and
avai l abl e i nk bandwi dth. These general characterization paraneters
are defined in [ RFC 2215].

Al t hough every conformant inplenentation of a service is required to
provide that service's characterization paraneters, it is stil
possi bl e that the desired characterization paraneters will not be
avai l abl e for conposition at all network elenments in a path. This
situation may arise when different network el enent services are used
at different points in the end-to-end path, as rmay be required in a
het er ogeneous i nt er networ ki ng environment. For this reason
characterization paraneters and conposition function results
conceptually include a "validity flag". A network elenent which is
unabl e to provide the characterization paraneter nust set this flag,
and ot herw se | eave paraneter or conposed val ue unchanged. Once set,
the flag is preserved by the conposition function, and serves as an
i ndicator of the validity of the data when the final conposed result
is delivered to its destination

Protocol s which transport characterization paraneters and conposition
data nmust define and support a concrete representation for this
validity flag, as well as for the characterization paraneters

t hensel ves

NOTE: This service specification tenplate does not allow a service
definition to *require* that a setup or invocation nechani smused
with the service performany function other than transport of

i nvocation paraneters to the network el ements and signalling of
errors generated by the network elenents to the end nodes. A notable
exanple of this is that service specification docunents nmay not
require or assune that characterizations defined in the specification
are actually conputed or presented to the end nodes.

That point notw thstanding, the practical useful ness of a specific

service may be highly dependent on the presence of sone additiona
behavi or in the networked system such as the conputation and
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presentation of characterizations to end-nodes or the reliable
assurance that every network elenment in the path fromsender to
receivers supports the given service. Service specification authors
are strongly encouraged to clearly explain the situation of their
service in this regard. Statenents such as:

The characterizations defined by this service serve as usefu
hints to the application. However, the service is specifically
i ntended to be useful even if characterizations are not avail abl e.

or

The useful ness of this service depends strongly on the delivery of
bot h characterizations and the know edge that all network el ements
on the path support the service. Requests for this service when
characterizations are not available are likely to lead to
incorrect or msleading results.

are appropriate. It nmay also be useful to consider this point in the
"Exanpl es of Use" section described bel ow.

NOTE: The possibility of nodifying the overall architecture to

provi de i nformati on about the invoking protocol in a service request,
and to allow a service to require that the invocation protocol
support specific additional functionality, is an area of active

st udy.

o Policing

This portion of the service description describes the nature of
policing used to enforce adherence to a flow s Traffic Specification.
The specification docunent nust specify the follow ng points

- Expected policing action. This is the action taken when packets
not conformng to the TSpec are detected. Exanple actions include
rel egati ng nonconform ng packets to best effort, immediately

dr oppi ng nonconforni ng packets, delaying these packets until they
once again "fit" into the TSpec, or "marki ng" nonconforning packets
in sone way.

- Legality of alternative policing actions. The section nust

speci fy whether actions not specifically nentioned in
specification's description of policing behavior are |egal. For
exanpl e, a service description which specifies that nonconform ng
packets are to be dropped should state whether an alternate action
such as del ayi ng these packets, is acceptable.
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- Location of policing actions in the internetwork. The description
of policing nmust specify where that policing is done. Possibilities
include "at the edges of the network only", "at every hop"
"het er ogeneous branch points" (points where the branches of a

mul ticast tree converge and have different TSpecs reserved
downstrean), and "source nerge points" (points where nultiple data
streans covered by a single resource reservation converge). The
specification should clearly state requirements about topol ogy
information (for exanple "this is an edge node" or "this is a
source nerge point") which nust be available fromthe setup

prot ocol or another source.

In this section the specification should also specify the legality
of policing at additional points in the network, beyond those
listed above. This is inportant due to technical effects such as
are described in the next paragraph.

Appl i cabl e additional technical considerations. If policing of data
flows is required or legal at points other than the flow s first
entry into the network, the service definition should describe any
addi tional technical considerations which affect the design of such
policing. For exanple, many potential services will allow a data
flow to become nore bursty as it progresses through the network. If
such a service allows policing at points other than the network
edge, the traffic specification describing the floww Il have to be
nmodi fied fromthat given by the application to the network to
account for this growing burstiness. therwise, it is likely that
the flow will be overpoliced, with packets being penalized
unnecessarily.

0 Ordering and Merging

Ordering and nerging conme into play when a network el enment receives
several invocation requests covering the sane data flow As exanples,
this could occur if several receivers of a nulticast data fl ow
requested QoS services for that flow using the RSVP setup protocol

or if a flowwas subject to both a statically installed pernanent

i nvocation request and a dynamic request froma resource setup

pr ot ocol

In this situation the service nodule nust be able to answer questions
about the ordering between different invocation requests, and nust be
abl e to generate a single new invocation request which neets the
semantics of the setup protocol and the requirenents of all the
original requesters. Operationally, this is achieved by having the

i nvoki ng protocol ask the service nodule, given a set of invocation
requests I1...1n, to conpute a new request which results in the

desi red behavi or.
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Fi ve operations nust be defined in this section. These are:

- Ordering. The section nmust define an ordering relationship
bet ween the service's TSpecs and RSpecs. This may be a parti al
ordering, in that some TSpecs or RSpecs nmay be unordered with
respect to each other

- Summation. This function conputes an invocation request which
represents the sumof N input invocation requests. Typically this
function is used to conpute the size of a service request adequate
for a shared reservation for Ndifferent flows. It is desirable but
not required that this function conpute the "l east possible sunt.

- Mnimum This function conputes the ninimumof two TSpecs.
Typically this function is used to conpute the TSpec for an actua
service invocation given a target TSpec for the service request and
a TSpec for the flow s actual traffic pattern. The m ni mum function
nmust conpute the snall est TSpec adequate to describe the nininmum of
the requested TSpec and the flow s actual traffic.

- RSVP-Merge function. This function conputes the invocation
request used to request service at an RSVP [ RFC 2205] nerge point.
The function nust a) conpute an appropriate invocation request for
a set of downstreamreservations being nerged, and b) generate
appropriate reservation paraneters to be passed upstream by RSVP
This function is described further below and in [ RFC 2210].

- Least Common Request function. This function conputes an

i nvocation request sufficient to provide service at |east

equi valent to any one of the original requests passed to the
function. This function differs fromthe RSVP-nerge function in
that it sinply conputes an upper bound. It does not need to conpute
new i nvocati on paraneters to be passed upstream by RSVP and cannot
utilize the second option discussed in "Notes on RSVP Mergi ng"

bel ow.

00 Notes on Ordering

Typically the ordering relation will be described separately for the
service's TSpec and RSpec. An invocation request is ordered with
respect to another if and only if both its TSpec and its RSpec are
simlarly ordered with respect to each other

For TSpecs, the basic ordering relation is well defined. TSpec Ais
substitutable for TSpec Bif and only any flow that is conpliant with
TSpec B is also conpliant with TSpec A. The service specification
nmust explain how to conpare two TSpecs to determ ne whether this is
true.
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For RSpecs, the ordering relation is dependent on the service. RSpec
Ais substitutable for RSpec Bif the quality of service invoked by
RSpec A is at least as good as the quality of service invoked by
RSpec B. Since there is no precise mathematical description of
"goodness"” of quality of service, these ordering relations nust be
spelled out explicitly in the service description

00 Notes on RSVP Merging

The purpose of the RSVP nerging function is to conpute an invocation
request which will provide service to the nmerged fl ow at | east

equi val ent to that which any of the original requests would obtain
for its correspondi ng unnerged flow. This equival ence nmay be obtai ned
in two ways

1) The nerged request may be conputed as an upper bound on the set
of original (unmerged) invocation requests. In this case, the
service offered by the nmerged request to any particular traffic
flowis identical to that offered by the |argest unnerged request,
by definition.

2) The nerged request nmay be computed as a value smaller than the
upper bound on the set of original requests, but the results passed
upstreammay restrict the traffic sources to behavi or which nmakes
the nmerged and unnerged requests behave identically.

Note that the nmerging rules for a particular service may apply either
option 1 or option 2 to the different conponents of a TSpec, as
appropriate. The decision is typically nmade as foll ows:

Wien a downstream service nodul e instance can tolerate a fl ow which
exceeds the paraneter, the upper bound should be used. For exanple,
if the service supports policing to protect itself against excess
traffic, the traffic rate supported by a nmerged reservation m ght
be an upper bound across the traffic rates supported by each
unnerged reservation. The effect of this will be to install the
merged reservation at the local node and to informeach traffic
source of the largest traffic rate protected by reservation al ong
any *one* distribution path fromthe source to a receiver.

When a downstream service nodul e instance will not function
properly if the paraneter is exceeded, the nmerged function should
sel ect the | east agressive value of the paraneter to install and
pass upstream In this case, the traffic sources will be inforned
of a paraneter value which is appropriate for *all* distribution
paths traversed by the traffic flow For exanple, services which
can handl e packets of only limted size can incorporate packet size
in the TSpec, and treat the parneter as described in option 2. The
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effect of this will be to limt packet sizes in the flowto those
whi ch can be handl ed by every instance of the service along the
flow s path.

This merging cal cul ati on nmust be perforned by the service nodul e
because it is specific to a particular service.

o0 Notes on Cal cul ati ng Upper Bounds

Bot h the RSVP-Merge function and the Least Common Request function
may make use of cal cul ated upper bounds on TSpec and RSpec
paraneters

The cal cul at ed upper bound need not be a | east upper bound, nor do
the various network el enments along the path need to all use the sane
choi ce of upper bound. Any selection of invocation paraneters luis
compliant as long as it substitutable for each of the paraneters
I1...In fromwhich it is calculated. Intuitively, one set of
paraneters is substitutable for another if the resulting quality of
service is at |least as desirable to all applications. A precise
definition of this "substitutable for" function; the ordering
relation, nust be specified in the service definition. (It may be
specified as the enpty set, in which case nerging of dissimlar
requests will not be allowed). If the ordering function specified in
this section gives a partial order (if it is possible for two RSpecs
or TSpecs to be unordered), then a separate upper bound conputation
for the parnmeter nust be given as well.

00 Notes on Service Substitution

This portion of the service description nay al so note any
relationships with other services which are strictly ordered with
respect to the service being defined. Two services A and B are
strictly ordered if it is always possible to substitute service B for
the service A given a set of invocation paraneters for service A
This ordering infornmation may be used to all ow network el enents which
provi de service B to respond to requests for service A even if the
el ement does not provide service Adirectly. If the service
specification describes such an inter-service ordering, it MJST al so
i nclude a description of the invocation paraneter mapping function
for that ordering.

Substitution of of one service for another in cases where they are
not strictly ordered is currently not supported. A future version of
this docunent nmay augnent the service specification format to support
this capability.

Shenker & W ocl awski I nf or mat i onal [ Page 19]



RFC 2216 Net wor k El ement Service Tenpl ate Sept enber 1997

0 GQuidelines for Inplenentors

Many services may be defined in a nanner which allows the range of
behavi or of a conpliant network el ement to be rather broad. This
section should provide sone guidance as to what range of behaviors
the aut hor of the service specification expects the community to
desire in their inplenentations. Because these guidelines depend on
such inpreci se and undefinable notions at "typical |oads", these

gui del i nes cannot be incorporated as part of a strict conpliance
test. Instead, they are for informational purposes only.

o Evaluation Criteria

Specific functional behaviors required of an inplenentation for
conformance to a service specification is detailed in the previous
sections. However, the service specifications are intended to all ow
a wide range of inplenentations, and these inplenentations wll
differ in performance. This section describes tests that can be used
to evaluate a network element’s inplenentation of a given service.

I mpl ementors of service nodul es face a nunber of tradeoffs, and it is
unlikely that a single inplenentation would be consi dered "best"
under all circunstances. For instance, given the sane service
specification, an inplenmentation appropriate for a | owspeed |ink

m ght target extrenely high link utilization, while a different

i mpl enentation mght attenpt to reduce non-|oaded packet forwarding
delay to the nmininumat the expense of sonmewhat |ower utilization of
the link. The intention of the tests specified in this section should
be to probe the tradeoffs made by the inplenentation designer, and to
provide nmetrics useful to guide the custoner’s choice of an
appropriate inplenentation for her needs.

The tests specified in this section should be designed to operate on
a single network elenment in isolation. This enables their use in a
conmparative rating systemfor QoS-aware network elenents. In
production networks, users will be nore concerned with the end-to-end
behavi or obtai ned, which will depend not just on the particular
network el enents selected, but also on other factors such as the
setup protocol and the bandwi dth of the links. Sonme user-rel evant
performance factors are the rate of adm ssion control rejections, the
range of services offered, and the packet delay and drop rates in the
various service classes. The formof any standardi zed end-to-end
metrics and neasurenent tools for integrated service internetworks is
not specified by this docunment or by service specification docunent
which follow the format given here.

This section is for informational purposes only.
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o0 Exanpl es of Inplenentation

This section describes exanple instantiations of the service. Oten
these will just be references to the literature, or brief sketches of
how t he service could be inplenented. The purposes of the section
are to to provide a nore concrete sense of the service being
specified and to provide pointers and hints to aid the inplenentor.
However, the descriptions in this section are specifically not

i ntended to exclude other inplenentation strategies.

This section is for informational purposes only.

0 Exanpl es of Use
In order to provide nore a nore concrete sense of how this service
m ght be used, this section describes sone exanpl e uses of the
service, for informational purposes only. The exanples here are not
meant to be exhaustive, and do not exclude in any way other uses of
the service
This section is for informational purposes only.

Security Considerations
Security considerations are not discussed in this neno.
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