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Abstract

Al t hough wi dely used (and nost of the tines unnoticed), DNS (Donain
Name System) is too nuch overlooked, in the sense that people,
especially administrators, tend to ignore possible anomalies as |ong
as applications that need nane-to-address mapping continue to work
Thi s docunment presents some tools avail able for domain admnistrators
to detect and correct those anonali es.

1. Introduction

Today nore than 3,800,000 conmputers are inter-connected in a gl oba
Internet [1], conprising several mllions of end-users, able to reach
any of those nmachines just by naming it. This facility is possible
thanks to the world w dest distributed database, the Domai n Nane
System used to provide distributed applications various services,
the nost notable one being translating nanmes into | P addresses and

vi ce-versa. This happens when you do an FTP or Tel net, when your
gopher client follows a link to sone renote server, when you click on
a hypertext itemand have to reach a server as defined by the URL,
when you talk to soneuser @one. host, when your mail has to be routed
through a set to gateways before it reaches the final recipient, when
you post an article to Usenet and want it propagated all over the
world. Wile these may be the nost visible uses of DNS, a | ot nore
applications rely on this systemto operate, e.g., network security,
noni toring and accounting tools, just to nention a few.

DNS owes nuch of its success to its distributed adnministration. Each
conmponent (called a zone, the same as a donmain in nost cases), is
seen as an independent entity, being responsible for what happens
inside its domain of authority, how and what information changes and
for letting the tree grow downwards, creating new conponents.
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On the other hand, many inconsistencies arise fromthis distributed
nature: many adm nistrators make ni stakes in the way they configure
their domai ns and when they del egate authority to sub-donai ns; nmany
of themdon’t even know how to do these things properly, letting
probl ens | ast and propagate. Also, many problenms occur due to bad

i npl enentations of both DNS clients and servers, especially very old
ones, either by not follow ng the standards or by being error prone,
creating or allow ng many of the above problens to happen

Al'l these anonmalies nmake DNS | ess efficient than it could be, causing
trouble to network operations, thus affecting the overall Internet.
This docunent tries to show how inportant it is to have DNS properly
managed, including what is already in place to help adm nistrators
taking better care of their domains.

2. DNS debuggi ng

To help finding problens in DNS configurations and/or inplenentations
there is a set of tools devel oped specifically for this purpose.
There is probably a lot of people in charge of donmain admi nistration
havi ng no idea of these tools (and, worse, not aware of the anonualies
that may exist in their configurations). What follows is a
description of sone of these prograns, their scope, notivations and
availability, and is hoped to serve as an introduction to the subject
of DNS debugging, as well as a guide to those who are | ooking for
sonmething to help them finding out how healthy their donai ns and
servers are.

Some prior know edge fromthe reader is assumed, both on DNS basics
and sone other tools (e.g., dig and nsl ookup), which are not anal yzed
in detail here; hopefully they are well-known enough fromdaily
usage.

2. 1. Host

Host is a programused to retrieve DNS informati on from nane servers.
This information may be used sinply to get sinple things like

addr ess-to-name mappi ng, or sone nore advanced purposes, e.Jg.
perform ng sanity checks on the data. It was created at Rutgers

Uni versity, but then Eric Wassenaar from N khef did a major rewite
and still seens to be actively working on inproving it. The program
is available from ftp://ftp.ni khef.nl/pub/network/host YYMVDD. tar.Z
(YYMVMDD is the date of the |latest rel ease).

By default, host just maps host nanmes to Internet addresses, querying
the default servers or some specific one. It is possible, though, to
get any kind of data (resource records) by specifying different query
types and cl asses and asking for verbose or debuggi ng out put, from
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any nane server. You can also control several paraneters |ike
recursion, retry tines, timeouts, use of virtual circuits vs

dat agrams, etc., when talking to name servers. This way you can
simul ate a resol ver behavior, in order to find any probl ens

associ ated with resol ver operations (which is to say, any application
using the resolver library). As a query programit nay be as
powerful as others like nslookup or dig.

As a debugger, host analyzes sonme set of the DNS space (e.g., an
entire zone) and produces reports with the results of its operation
To do this, host first perforns a zone transfer, which may be
recursive, getting information froma zone and all its sub-zones.
This data is then anal yzed as requested by the argunents given on the
conmmand line. Note that zone transfers are done by contacting

aut horitative name servers for that zone, so it nust be possible to
make this kind of request from such servers: some of themrefuse zone
transfers (except from secondaries) to avoid congestion

Wth host you nay | ook for anonalies |like those concerning authority
(e.g., lame del egations, described below) or sone nore exotic cases
i ke extrazone hosts (a host of the form host.sone.dom ain, where
some.domain is not a del egated zone of domain). These errors are
produced upon explicit request on the command |ine, but you may get a
variety of other error nessages as a result of host’s operations,
sonmet hing |i ke secondary effects. These may be nere warni ngs (which
may be suppressed) or serious errors - in fact, warning nessages are
not that sinple, nost of themare due to m sconfigured zones, so it

m ght not be a good idea to just ignore them

Error messages have to do with serious anonalies, either with the
packets exchanged with the queried servers (size errors, invalid
ancounts, nscounts and the like), or others related to the DNS
information itself (also called "status nessages" in the programnis
docunent ati on): inconsistencies between SOA records as shown by
different servers for a domain, unexpected address-to-nane mappi ngs,
nane servers not respondi ng, not reachable, not running or not
existing at all, and so on

Host performs all its querying on-line, i.e., it only works with data
recei ved from name servers, which neans you have to query a nane
server nore than once if you want to get different kinds of reports
on sone particul ar piece of data. You can always arrange argunents
in such a way that you get all information you want by running it
once, but if you forget sonething or for any reason have to run it
again, this neans extra zone transfers, extra | oad on nane servers,
extra DNS traffic.
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Host is an excellent tool, if used carefully. Like nbst other
querying progranms it nmay generate lots of traffic, just by issuing a
sinpl e command. Apart fromthat, its resolver simulation and debug
capabilities make it useful to find many conmon and some not so
common DNS configuration errors, as well as generate useful reports
and statistics about the DNS tree. As an exanple, R PE (Reseaux IP
Eur opeens) NCC uses it to generate a nonthly european hostcount,

gi ving an overview of the Internet usage evolution in Europe. Al ong
with these counts, error reports are generated, one per country, and
the whole information is made available in the R PE archive.

2.2. Dnswal k

Dnswal k is a DNS debugger witten in Perl by David Barr, from
Pennsylvania State University. You'll find the l|atest version at
ftp://ftp. pop. psu. edu/ pub/src/dnswal k. Wth the software conmes a
smal | document where the author points some useful advice so it may
be worth reading it.

The program checks donmain configurations stored locally, with data
arranged hierarchically in directories, resenbling the DNS tree
organi zation of domains. To set up this information dnswal k may
first performzone transfers fromauthoritative nane servers. You can
have a recursive transfer of a domain and its sub-donains, though you
shoul d be careful when doing this, as it nmay generate a great anount
of traffic. |If the data is already present, dnswal k may skip these
transfers, provided that it is up to date.

Dnswal k | ooks for inconsistencies in resource records, such as MX and
aliases pointing to aliases or to unknown hosts, incoherent PTR, A
and CNAME records, invalid characters in nanes, mssing trailing

dots, unnecessary glue information, and so on. It also does sone
checking on authority information, nanmely |anme del egati ons and
domains with only one nanme server. It is easy to use, you only have

to specify the domain to analyze and sone optional paraneters and the
program does the rest. Only one donmain (and its sub-domains, if
that’'s the case) can be checked at a tine, though

While in the process of checking data, dnswal k uses dig and resol ver
routi nes (gethostbyXXXX fromthe Perl library) a lot, to get such
data as authority information fromthe servers of the analyzed

domai ns, nanes from | P addresses so as to verify the existence of PTR
records, aliases and so on. So, besides the zone transfers you nmay
count on sone nore extra traffic (maybe not negligible if you are
debugging a relatively | arge anpbunt of data and care about query
retries and tinmeouts), just by running the program
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2.3. Lamers

A lame delegation is a serious error in DNS configurations, yet a
(too) common one. |t happens when a nanme server is listed in the NS
records for sonme donmain and in fact it is not a server for that
domain. Queries are thus sent to the wong servers, who don't know
nothing (at |east not as expected) about the queried donain.

Furt hernore, sonetinmes these hosts (if they exist!) don't even run
nane servers. As a result, queries are timed out and resent, only to
fail, thus creating (nore) unnecessary traffic.

It’s easy to create a | ane del egation: the npbst conmon case happens
when an admini strator changes the NS |ist for his domain, dropping
one or nore servers fromthat list, without informng his parent
domai n admi ni stration, who del egated himauthority over the donain.
From now on the parent nane server announces one or nore servers for
the domain, which will receive queries for sonething they don't know
about. (On the other hand, servers nmay be added to the |ist without
the parent’s servers know ng, thus hiding valuable infornmation from
them- this is not a | ame del egation, but shouldn’t happen either.)
O her exanples are the inclusion of a name in an NS |ist without
telling the adnministrator of that host, or when a server suddenly
stops providing name service for a domain.

To detect and warn DNS administrators all over the world about this
ki nd of problem Bryan Beecher from University of Mchigan wote

| aners, a programto analyze naned (the well-known BI ND nanme server)
| ogging information [2]. To produce useful |ogs, naned was applied a
patch to detect and | og | anme del egations (this patch was originally
written by Don Lewis from Silicon Systens and is now part of the

| atest release of BIND thanks to Bryan Beecher, so it is expected to
be widely available in the near future). Laners is a snall shel
script that sinply scans these logs and reports the | ane del egations
found. This reporting is done by sending nail to the hostnasters of
the affected domains, as stated in the SOA record for each of them
If this is not possible, the nessage is sent to the affected nane
servers’' postnasters instead. Manual processing is needed in case of
bounces, caused by carel ess setup of those records or invalid

post master addresses. A report of the errors found by the UM
servers is also posted twice a month on the USENET newsgroup

conp. protocol s.tcp-ip. domai ns.

If you ever receive such a report, you should study it carefully in
order to find and correct problens in your domain, or see if your
servers are being affected by the spreading of erroneous information
Better yet, lamers could be run on your servers to detect nore | ane
del egations (U-Mcan't see themall!). Also, if you receive mai
reporting a | ame del egation affecting your donain or sonme of your
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hosts, please don’t just ignore it or flane the senders. They're
really trying to hel p!

You can get laners fromftp://term nator.cc.um ch. edu/dns/| amne-
del egati ons.

2.4. DCC

Authority information is one of the nost significant parts of the DNS
data, as the whol e nmechani sm depends on it to correctly traverse the

domain tree. Incorrect authority information | eads to problens such
as | ane del egations or even, in extrenme cases, the inaccessibility of
a donain. Take the case where the information given about all its

nane servers is incorrect: being unable to contact the real servers
you may end up being unable to reach anything inside that domain.
This may be exaggerated, but if you' re on the DNS business |ong
enough you’ ve probably have seen sone enlightened exanples of this
scenari o.

To look for this kind of problenms Paul Mckapetris and Steve Hotz,
fromthe Informati on Sciences Institute, wote a Cshell script
call ed DOC (Domain Cbscenity Control), an autonmated domain testing
tool that uses dig to query the appropriate nanme servers about
authority for a dommin and anal yzes the responses.

DOC limts its analysis to authority data since the authors
anticipated that people would conplain about such things as invasion
of privacy. Also, at the time it was witten nost domai ns were so
messy that they thought there wouldn’t be much point in checking
anyt hi ng deeper until the basic problens weren't fixed.

Only one domain is anal yzed each tine: the programchecks if all the
servers for the parent donain agree about the del egation information
for the domain. DOC then picks a list of name servers for the domain
(obtained fromone of the parent’s servers) and starts checking on
their information, querying each of them |ooks for the SQOA record,
checks if the response is authoritative, conpares the various records
retrieved, gets each one's list of NS, conpares the lists (both anong
these servers and the parent’s), and for those servers inside the
domai n the program | ooks for PTR records for them

Due to several factors, DOC seenms to have frozen since its first
public release, back in 1990. Wthin the distribution there is an
RFC draft about autonmated donmin testing, which was never published.
Neverthel ess, it may provide useful reading. The software can be
fetched fromftp://ftp.uu. net/networking/ip/dns/doc.2.0.tar. Z.
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2.5. DDT

DDT (Dormai n Debug Tools) is a package of prograns to scan DNS
information for error detection, developed originally by Jorge Frazao
from PUUG - Portuguese UNI X Users Group and later rewitten by the
author, at the tine at the Faculty of Sciences of University of

Li sbon. Each programis specialized in a given set of anonalies: you
have a checker for authority information, another for glue data, mail
exchangers, reverse-nmappi ngs and ni scel l aneous errors found in all

ki nds of resource records. As a whole, they do a rather extensive
checki ng on DNS confi gurations.

These tools work on cached DNS data, i.e., data stored locally after
perform ng zone transfers (presently done by a slightly nodified
version of BIND s named-xfer, called ddt-xfer, which allows recursive
transfers) fromthe appropriate servers, rather than querying name
servers on-line each time they run. This option was taken for

several reasons [3]: (1) efficiency, since it reads data from di sk
avoi di ng network transit delays, (2) reduced network traffic, data
has to be fetched only once and then run the prograns over it as many
times as you wish and (3) accessibility - in countries with linited
Internet access, as was the case in Portugal by the time DDT was in
its first stages, this may be the only practical way to use the

t ool s.

Poi nt (2) above deserves sonme special considerations: first, it is
not entirely true that there aren’t additional queries while
processing the information, one of the tools, the authority checker,
queries (via dig) each domain’s purported name servers in order to
test the consistency of the authority information they provide about
the donmain. Second, it nay be argued that when the actual tests are
done the information used may be out of date. Wile this is true,
you should note that this is the DNS nature, if you obtain sone piece
of information you can’t be sure that one second later it is stil
valid. Furthernore, if your source was not the primary for the
domai n then you can’t even be sure of the validity in the exact

nmonent you got it in the first place. But experience shows that if
you see an error, it is likely to be there in the next version of the
domain information (and if it isn’t, nothing was |ost by having
detected it in the past). On the other side, of course there’s
little point in checking one nonth old data..

The list of errors |ooked for includes |ane del egations, version
nunber m snatches between servers (this nmay be a transient probleny,
non-exi sting servers, domains with only one server, unnecessary gl ue
i nformati on, MX records pointing to hosts not in the anal yzed domain
(may not be an error, it’'s just to point possibly strange or
expensive mail-routing policies), MK records pointing to aliases, A
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records wthout the respective PTR and vice-versa, mssing trailing
dots, hostnames with no data (A or CNAME records), aliases pointing
to aliases, and sonme nore. G ven the specialized nature of each
tool, it is possible to ook for a well defined set of errors,

i nstead of having the data analyzed in all possible ways.

Except for ddt-xfer, all the prograns are witten in Perl. A new
rel ease may conme into existence in a near future, after a thorough
review of the methods used, the set of errors checked for and sone
bug fixing (in particular, a Perl version of ddt-xfer is expected).
In the mean time, the latest version is available from
ftp://ns.dns. pt/pub/dns/ddt-2.0.1.tar.gz.

2.6. The Checker Project

The probl em of the huge amount of DNS traffic over the Internet is
getting researchers close attention for quite sone tine, mainly
because nost of it is unnecessary. GCbservations have shown that DNS
consunes sonething like twenty tines nore bandwi dth than it should
[4]. Some causes for this undoubtedly catastrophic scenario lie on
deficient resolver and name server inplenmentations spread all over
the world, from personal to super-conputers, running all sorts of
operating systens.

Wil e the panacea is yet to be found (clains are nmade that the | atest
official version of BINDis a great step forward [5]), work has been
done in order to identify sources of anonalies, as a first approach
in the search for a solution. The Checker Project is one such
effort, developed at the University of Southern California [6]. It
consists of a set of C code patched into BIND s naned, for nonitoring
server activity, building a database with the history of that
operation (queries and responses). It is then possible to generate
reports fromthe database sunmarizing activity and identifying

behavi oral patterns fromclient requests, |ooking for anomalies. The
naned code alteration is small and sinple unless you want do have PEC
checki ng enabl ed (see below). You may find sources and docunentation
at ftp://catarina.usc. edu/ pub/checker.

Checker only does this kind of collection and reporting, it does not
try to enforce any rules on the adm nistrators of the defective sites
by any neans what soever. Authors hope that the sinple exhibition of
the evidences is a reason strong enough for those administrators to
have their problens fixed.

An interesting feature is PEC (proactive error checking): the server
pretends to be unresponsive for sone queries by randomy choosing

some nanme and start refusing replies for queries on that name during
a pre-determ ned period. Those queries are recorded, though, to try
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to reason about the retry and tineout schenes used by nane servers

and resolvers. It is expected that properly inplenmented clients wll
choose another nane server to query, while defective ones will keep
on trying with the sanme server. This feature seens to be still under

testing as it is not conpletely clear yet howto interpret the
results. A PEC-only error checker is available fromUSC that is nuch
sinmpler than the full error checker. It exam nes another nanme server
client every 30 minutes to see if this client causes excessive |oad.

Presently Checker has been running on a secondary for the US domain
for nmore than a year with little trouble. Authors feel confident it
should run on any BSD platform (at | east SunQS) wi thout problens, and
is planned to be included as part of the BIND name server

Checker is part of a research project |ead by Peter Danzig from USC
ainmed to inplenent probabilistic error checking nechanisns |ike PEC
on distributed systenms [7]. DNS is one such systemand it was chosen
as the platformfor testing the validity of these techni ques over the
NSFnet. It is hoped to achi eve enough knowl edge to provide neans to
i nprove performance and reliability of distributed systens.

Anonual i es like undetected server failures, query |oops, bad
retransm ssi on backoff al gorithnms, msconfigurations and resubm ssion
of requests after negative replies are sone of the targets for these
checkers to detect.

2.7. Ohers

Al'l the tools described above are the result of systematic work on
the i ssue of DNS debuggi ng, sonme of themincluded in research
projects. For the sake of conpl eteness several other prograns are
mentioned here. These, though just as serious, seemto have been
devel oped in a sonmewhat ad-hoc fashion, without an inplicit intention
of being used outside the environments where they were born. This

i npression is, of course, arguable, nevertheless there was no
necessity of dedicating an entire section to any of them This
doesn’'t nean they are not val uable contributions, in sonme cases they
may be just what you are |ooking for, without having to install a
conpl ete package to do sone testings on your donain.

The reference taken was the contrib directory in the |atest BIND

di stribution (where sone of the above progranms can al so be found).
There you will find tools for creating your DNS configuration files
and NI'S maps from/etc/hosts and vice-versa or generate PTR fromA
records (these things may be inportant as a neans of avoi di ng comon
typing errors and inconsistenci es between those tables), syntax
checkers for zone files, programs for querying and nonitoring nane
servers, all the small progranms presented in [8], and nore. It is
worth spending sone tine |ooking at them nmaybe you |l find that
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programyou were planning to wite yourself. The latest public
version of BIND can be found at
ftp://gatekeeper.dec. com pub/ m sc/vixiel4.9.2-940221.tar.gz. As of
this witing BIND-4.9.3 is in its final beta stages and a public
rel ease is expected soon, also at gatekeeper.dec.com

You nay al so want to consider using a version control systemlike
SCCS or RCS to mmintain your configuration files consistent through
updates, or use tools like Mi macros to generate those files. As
stated above, it’s inportant to avoid hunan-generated errors,
creating problenms that are difficult to track down, since they're

of ten hi dden behind sone nistyped nanme. Errors like this may end up
in many queries for a non-existing nane, just to nention the |ess
serious kind. See [9] for a description of the nbst comopn errors
made whil e configuring domains.

3. Wy | ook after DNS?

Several pieces of software were presented to hel p peopl e adninister
and debug their nane services. They exhibit many differences in
their way of doing things, scope and requirenments and it may be
difficult just to choose one of themto work with. For one thing,
peopl e’ s expectations fromthese tools vary according to their kind

of involvement with DNS. |If you are responsible for a big domain,
e.g., a top-level one or a big institution with nany hosts and sub-
domai ns, you probably want to see how well is the tree bel ow your

node organi zed, since the consequences of errors tend to propagate
upwar ds, thus affecting your own domain and servers. For that you
need sone programthat recursively descends the domain tree and

anal yzes each domain per se and the interdependenci es between t hem

all. You will have to consider how deep you want your analysis to
be, the effects it will have on the network infrastructure, i.e.

will it generate traffic only inside a canpus network, no matter how
bigit is, or will it be spread over, say, a whole country (of

course, your kind of connectivity plays an inportant role here).

You nay sinply want to perform sone sanity checks on your own donain,
wi t hout any further concerns. O you may want to participate in some
ki nd of global effort to nonitor nane server traffic, either for
research purposes or just to point out the "troubl e-queries" that

fl ow around.

What ever your interest nmay be, you can alnost surely find a tool to
suit it. Eimnating problens |ike those described in this docunent
is a mjor contribution for the efficiency of an inportant piece of
the Internet mechanism Just to have an idea of this inportance,
think of all the applications that depend on it, not just to get
addresses out of nanes. Many systens rely on DNS to store, retrieve
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and spread the information they need: Internet electronic mail was

al ready nentioned (see [10] for details) and work is in progress to
integrate X 400 operations with DNS [11]; others include "renote
printing" services [12], distributed file systenms and network routing
pur poses, anong others. These features may be acconplished by some
standard, well-known resource records [13], or by new, experinental
ones [14, 15]. Even if sone of themwon't succeed, one nmay well
expect sone nore |oad on the DNS burden

The ubi qui tous DNS t hus deserves a great deal of attention, perhaps
much nore than it generally has. One may say that it is a victimof
its own success: if a user triggers an excessive anount of queries
only to have one request satisfied, he won't worry about it (in fact,
he won't notice it), won't conplain to his system adninistrator, and
things will just go on like this. O course, DNS was designed to
resist and provide its services despite all these anonalies. But by
doing so it is frequently forgotten, as |long as people can Tel net or
ftp. As DNS will be given new responsibilities, as pointed in the
above paragraph, the problens described in this text will grow nore
serious and new ones nmy appear (notably security ones [16], with a
I ot of work being presently in progress addressing security in DNS),
if nothing is done to purge them
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Security Considerations

Security issues are not discussed in this neno (although security is
briefly mentioned at the end of section 3).
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