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Status of This Meno

Thi s neno defines an Experinmental Protocol for the Internet
community. This neno does not specify an Internet standard of any
kind. Discussion and suggestions for inprovenment are requested.
Distribution of this meno is unlimted

| ESG Not e:

Note that the work contained in this meno does not describe an
Internet standard. The Transport AD and Transport Directorate do not
recomend the inplenentation of the TCP nodifications descri bed.
However, outside the context of TCP, we find that the nmenp offers a
useful analysis of how nisordered and i nconpl ete data nmay be handl ed.
See, for exanple, the discussion of Application Layer Framing by D
Cark and D. Tennenhouse in, "Architectural Considerations for a New
Ceneration of Protocols", SIGCOM 90 Proceedi ngs, ACM Septenber 1990.

Abst r act

This RFC i ntroduces a new transport nechani smfor TCP based upon
partial ordering. The aimis to present the concepts of partia
ordering and pronote discussions on its useful ness in network
communi cations. Distribution of this neno is unlimted.

I ntroduction

A service which allows partial order delivery and partial reliability
is one which requires sonme, but not all objects to be received in the
order transmtted while also allow ng objects to be transmtted
unreliably (i.e., sone nay be |ost).

The realization of such a service requires, (1) conmmuni cation and/ or
negoti ati on of what constitutes a valid ordering and/or |oss-Ievel,
and (2) an algorithmwhich enables the receiver to ascertain the
deliverability of objects as they arrive. These issues are addressed
here - both conceptually and fornmally - summarizing the results of
research and initial inplenentation efforts
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The aut hors envision the use of a partial order service within a
connection-oriented, transport protocol such as TCP providing a
further level of granularity to the transport user in terns of the
type and quality of offered service. This RFC focuses specifically
on extending TCP to provide partial order connections.

The idea of a partial order service is not limted to TCP. It nmay be
consi dered a useful option for any transport protocol and we

encour age researchers and practitioners to investigate further the
nmost effective uses for partial ordering whether in a next-generation
TCP, or another general purpose protocol such as XTP, or perhaps
within a "special purpose" protocol tailored to a specific
application and network profile.

Finally, while the crux of this RFC relates to and introduces a new
way of considering object ordering, a nunber of other classic
transport mechani sns are also seen in a new light - anbong these are
reliability, w ndow managenent and data acknow edgnents.

Keywords: partial order, quality of service, reliability, multinmedia,
client/server database, Wndows, transport protoco
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1

I ntroduction and notivation

Current applications that need to conmmuni cate objects (i.e., octets,
packets, franes, protocol data units) usually choose between a fully
ordered service such as that currently provided by TCP and one that
does not guarantee any ordering such as that provided by UDP. A
simlar "all-or-nothing" choice is nade for object reliability -
reliable connections which guarantee all objects will be delivered
verses unreliable data transport which makes no guarantee. What is
nore appropriate for sone applications is a partial order and/or
partial reliability service where a subset of objects being

conmuni cated nust arrive in the order transnitted, yet sone objects
may arrive in a different order, and sone (well specified subset) of
the objects may not arrive at all

One notivating application for a partial order service is the
energing area of nultinedia conmunications. Miltinedia traffic is
often characterized either by periodic, synchronized parallel streans
of information (e.g., conbined audi o-video), or by structured inage
streams (e.g., displays of nultiple overlapping and nonoverl appi ng
wi ndows). These applications have a high degree of tolerance for

| ess-than-fully-ordered data transport as well as data | oss. Thus
they are ideal candidates for using a partial order, partia
reliability service. |In general, any application which communicates
paral |l el and/or independent data structures nmay potentially be able
to profit froma partial order service

A second application that could benefit froma partial order service
i nvol ves renote or distributed databases. |nmagine the case where a
dat abase user transmitting queries to a renpte server expects objects
(or records) to be returned in sone order, although not necessarily
total order. For exanple a user witing an SQL data query mni ght
specify this with the "order by" clause. There exist today a great
nunber of commercial inplenmentations of distributed databases which
utilize - and thus are penalized by - an ordered delivery service.

Currently these applications nust use and pay for a fully
ordered/fully reliable service even though they do not need it. The
i ntroduction of partial services allows applications to | ower the
demanded quality of service (Q0S) of the conmunication assuning that
such a service is nore efficient and less costly. In effect, a
partial order extends the service |level fromtw extrenes - ordered
and unordered - to a range of discreet val ues enconpassi ng both of
the extrenmes and all possible partial orderings in between. A
simlar phenonenon is denonstrated in the area of reliability.
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It is worth nentioning that a TCP i npl enentation providing a partia
order service, as described here, would be able to comunicate with a
non-partial order inplenentation sinply by recognizing this fact at
connection establishnent - hence this extension is backward
compatible with earlier versions of TCP. Furthernore, it is

concei vable for a host to support the sending-half (or receiving-
hal f) of a partial order connection alone to reduce the size of the
TCP as well as the effort involved in the inplenmentation. Sinilar

"l evel s of confornance" have been proposed in other internet

ext ensi ons such as [Dee89] involving I P multicasting.

This RFC proceeds as follows. The principles of partial order
delivery, published in [ACCD93a], are presented in Section 2. The
notion of partial reliability, published in [ACCD93b], is introduced
in Section 3 followed by an explanation of "reliability classes"

Then, the practical issues involved with setting up and maintaining a
Partial Order Connection (POC) within a TCP franework are addressed
in Section 4 looking first at connection establishnment, and then

di scussing the sender’s role and the receiver’s role. Section 5
provides insights into the expected performance i nprovenents of a
partial order service over an ordered service and Section 6 di scusses
some future directions. Concluding remarks are given in Section 7.
Partial Order Delivery

Partial order services are needed and can be enpl oyed as soon as a
conplete ordering is not nandatory. \When two objects can be
delivered in either order, there is no need to use an ordered service
that rmust delay delivery of the second one transmtted until the
first arrives as the followi ng exanpl es denonstrate.

2.1 Exanple 1: Renote Dat abase

Si mpson’ s Sporting Goods (SSG has recently installed a state-of-
the-art enterprise-wide network. Their first "network application”
is a client/server SQL database with the follow ng four records
nunbered {1 2 3 4} for conveni ence:

SAL ESPERSON LOCATI ON CHARGES DESCRI PTI ON
1 Anderson Atlanta, GA $4, 200 Canmpi ng Cear
2 Baker Bost on, MA $849 Canpi ng Cear
3 Crowell Bost on, MA $9, 500 Sport swear
4 Dykstra Wash., DC $1, 000 Spor t swear

SSG enpl oyees running the client-side of the application can query
t he dat abase server fromany |location in the enterprise net using

standard SQ. conmmands and the results wll
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screen. Fromthe enpl oyee's perspective, the network is conpletely
reliable and delivers data (records) in an order that conforns to
their SQ request. In reality though, it is the transport |ayer
prot ocol which provides the reliability and order on top of an
unreliable network |layer - one which introduces |oss, duplication
and di sorder.

Consider the four cases in Figure 1 - in the first query (1.a),
ordered by SALESPERSON, the records have only one acceptable order at
the destination, 1,2,3,4. This is evident due to the fact that there
are four distinct salespersons. |If record 2 is received before
record 1 due to a network | oss during transm ssion, the transport
service can not deliver it and nmust therefore buffer it until record
1 arrives. An ordered service, also referred to as a virtual circuit
or FIFO channel, provides the desired |evel of service in this case.

At the other extrenme, an unordered service is notivated in Figure 1.d
where the enployee has inplicitly specified that any ordering is
valid sinply by omtting the "order by" clause. Here any of 4! = 24
delivery orderings would satisfy the application, or fromthe
transport layer’s point of view, all records are inmediately
deliverable as soon as they arrive fromthe network. No record needs
to buffered should it arrive out of sequential order. As notation, 4
ordered objects are witten 1;2;3;4 and 4 unordered objects are
witten using a parallel operator: 1||2|]|3|]4.

Figures 1.b and 1.c denonstrate two possible partial orders that
permit 2 and 4 orderings respectively at the destination. Using the
notation just described, the valid orderings for the query in 1.b are
specified as 1;(2||3);4, which is to say that record 1 nust be
delivered first followed by record 2 and 3 in either order followed
by record 4. Likewi se, the ordering for 1.c is (1]]2);(3]]4). In
these two cases, an ordered service is too strict and an unordered
service is not strict enough.
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o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaa +
| SELECT SALESPERSON, LOCATI QN, CHARGES, DESCRI PTI ON

| FROM BI LLI NG_TABLE |
| |
| SALESPERSON LOCATI ON CHARGES DESCRI PTI ON

| e e o |
| 1 Anderson Atlanta, GA $4, 200 Canpi ng Gear

| 2 Baker Bost on, MA $849 Canpi ng Gear

| 3 Crowell Boston, MA $9, 500 Spor t swear |
| 4 Dykstra Wash., DC $1, 000 Spor t swear |
+ +
|a - ORDER BY SALESPERSON

| |
| 1,2,3,4 1,2,3,4 |
| |
| Sender ----------- > NETWORK - --------m - - - > Recei ver

| (1 valid ordering)

o s e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo o +
| b - ORDER BY LOCATI ON |
| 1,2,3,4 |
| 1,2,3,4 1,3,2,4 |
| |
| Sender ----------- > NETWORK - ------------- > Recei ver

| (2 valid orderings)

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaa +
|c - ORDER BY DESCRI PTI ON |
| 1,2,3,4 |
| 2,1,3,4 |
| 1,2,3,4 1,2,4,3 |
| 2,1,4,3 |
| |
| Sender ----------- >  NETWORK  -------------- >  Receiver

| (4 valid orderings)

o m o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e ea oo +
|d - (no order by clause) |
| 1,2,3,4 |
| 1,2,4,3 |
| 1,2,3,4 C. |
| 4,3,2,1 |
| |
| Sender ----------- > NETWORK - ------------- > Recei ver

| (4!=24 valid orderings)

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaa +

Figure 1: Odered vs. Partial Odered vs. Unordered Delivery
It is vital for the transport |layer to recogni ze the exact

requirenents of the application and to ensure that these are net.
However, there is no inherent need to exceed these requirenents; on
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the contrary, by exceeding these requirenents unecessary resources
are consuned. This exanple application requires a reliable
connection - all records nust eventually be delivered - but has sone
flexibility when it comes to record ordering.

In this exanple, each query has a different partial order. |In total
there exist 16 different partial orders for the desired 4 records.
For an arbitrary nunber of objects N, there exist nany possible
partial orders each of which accepts sonme nunber of valid orderings
between 1 and NI (which correspond to the ordered and unordered
cases respectively). For sonme classes of partial orders, the nunber
of valid orderings can be calculated easily, for others this
calculation is intractable. An in-depth discussion on calculating
and conparing the nunber of orderings for a given partial order can
be found in [ ACCD93a] .
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2.2 Exanple 2: Multinmedia

A second exanpl e application that notivates a partial order service
is a nmultinedia broadcast involving video, audio and text conponents.
Consi der an extended presentation of the evening news - extended to
include two distinct audio channels, a text subtitle and a cl osed-
captioned sign | anguage video for the hearing inpaired, in addition
to the normal video signal, as nodeled by the foll ow ng di agram

(left audio) (right audio)
Fommmm - + Fommmm - +
| ++++ | | ++++ |
| ++++ | | ++++
L + L +

(Mai n Vi deo)

Figure 2: Miltinmedia broadcast exanple

The mul ti medi a signals have differing characteristics. The main video
signal may consist of full inmage graphics at a rate of 30 inages/sec
whil e the video of hand signs requires a |lower quality, say 10

i mges/sec. Assune the audio signals are each divided into 60 sound
fragments/sec and the text object each second consists of either (1)
new text, (2) a conmand to keep the previous second of text, or (3) a
conmand for no subtitle.

During a one-second interval of the broadcast, a sender transnits 30
full-motion video inages, 10 cl osed-captioned hand sign images, 60
packets of a digitized audio signal for each of the audio streanms and
a single text packet. The follow ng diagramthen m ght represent the
characteristics of the multinmedia presentation in terns of the nedia
types, the nunber of each, and their ordering. Objects connected by a

Connol |y, Amer & Conrad [ Page 8]



RFC 1693 An Extension to TCP: Partial Order Service Novenber 1994

hori zontal line nust be received in order, while those in parallel
have no inherent ordering requirenent.

right audio
(60/ sec)

| eft audio
(60/ sec)
(30/ sec)

|
|
|
|
|
|
---0---| normal video
|
|
| hand signs
| (10/ sec)
|
[=- - 0----- R | text
| | (1/sec)

Figure 3: Object ordering in nmultinedia application

O particular interest to our discussion of partial ordering is the
fact that, while objects of a given nedia type generally nust be
received in order, there exists flexibility between the separate
"streans" of multinedia data (where a "streant represents the
sequence of objects for a specific nedia type). Another significant
characteristic of this exanple is the repeating nature of the object
orderings. Figure 3 represents a single, one-second, partial order
snapshot in a stream of possibly thousands of repeating sequential
peri ods of communicati on.

It is assuned that further synchronization concerns in presenting the
obj ects are addressed by a service provided on top of the proposed
partial order service. Tenporal ordering for synchronized pl ayback
is considered, for exanple, in [AH91, HKNO1].

2.3 Exanple 3: Wndows Screen Refresh

A third exanple to notivate a partial order service involves
refreshing a workstation screen/display containing nultiple w ndows
froma renpote source. |In this case, objects (icons, still or video
i mges) that do not overlap have a "parallel" relationship (i.e.
their order of refreshing is independent) while overlapping screen
obj ects have a "sequential" relationship and should be delivered in
order. Therefore, the way in which the wi ndows overlap induces a
partial order.
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Consider the two cases in Figure 4. A sender wishes to refresh a
renmote display that contains four active wi ndows (objects) named {1 2
3 4}. Assune the windows are transnmitted in nunerical order and the
recei ving application refreshes wi ndows as soon as the transport
service delivers them |If the windows are configured as in Figure
4a, then there exist two different orderings for redisplay, nanely

1,2,3,4 or 1,3,2,4. |If window 2 is received before wi ndow 1, the
transport service cannot deliver it or an incorrect inmage will be
di splayed. 1In Figure 4b, the structure of the wi ndows results in six

possible orderings - 1,2,3,4 0or 1,3,2,4 or 1,3,4,2 or 3,4,1,2 or
3,1,4,2 or 3,1,2,4.

+ + +
| a Fommee - + b A+ +

| ! | A | |
| | | | e s
| e CNECDEREEPEE s e 2 | |
I |----1 3 | | | |
I P EEEPEPErE + | RRRDEEEEE ]
1 | I + |
| e | ----e- + ] 13 | |
| | | . SPEEETEREE £
| Heoonnaes + | o] 4 I
| | | I
: e
| 1,(2/13); 4 | (1:2)11(3:4) |
+ + +

Fi gure 4: Wndow screen refresh
2.4 Potential Savings

In each of these exanples, the valid orderings are strictly dependent
upon, and nust be specified by the application. Intuitively, as the
nunber of acceptable orderings increases, the amount of resources
utilized by a partial order transport service, in terns of buffers
and retransm ssions, should decrease as conpared to a fully ordered
transport service thus al so decreasing the overall cost of the
connection. Just how nuch lower will depend |argely upon the
flexibility of the application and the quality of the underlying

net wor k.

As an indication of the potential for inproved service, let us

briefly ook at the case where a database has the followi ng 14
records.
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SALESPERSON LOCATI ON CHARGES DESCRI PTI ON
1 Anderson Washi ngt on $4, 200 Canpi ng Gear
2 Anderson Phi | adel phi a $2, 000 Gol f Equi pnent
3 Anderson Bost on $450 Bow i ng shoes
4 Baker Bost on $849 Spor t swear
5 Baker Washi ngt on $3, 100 Wi ght s
6 Baker Washi ngt on $2000 Canpi ng Gear
7 Baker Atl anta $290 Basebal | d oves
8 Baker Bost on $1, 500 Spor t swear
9 Crowell Bost on $9, 500 Canpi ng Gear
10 Crowel | Phi | adel phi a $6, 000 Exerci se Bikes
11 Crowel | New Yor k $1, 500 Spor t swear
12 Dykstra Atlanta $1, 000 Spor t swear
13 Dykstra Dal | as $15, 000 Rodeo Cear
14 Dykstra M ani $3, 200 Gol f Equi prment

Using fornul as derived in [ ACCD93a] one nmay cal culate the total

nunber of valid orderings for any partial order that can be
represented in the notation nentioned previously. For the case where
a user specifies "ORDER BY SALESPERSON', the partial order above can
be expressed as,

(1112113); (4151611 7[18);(9]110]]11);(12]]13[]14)

O the 14!=87,178, 291, 200 total possible conbinations, there exist
25,920 valid orderings at the destination. A service that may
deliver the records in any of these 25,920 orderings has a great dea
more flexibility than in the ordered case where there is only 1 valid
order for 14 objects. It is interesting to consider the rea

possi bility of hundreds or even thousands of objects and the
potential savings in conmunication costs.

In all cases, the underlying network is assuned to be unreliable and
may thus introduce |oss, duplication, and disorder. It makes no
sense to put a partial order service on top of a reliable network.
Wil e the exact amount of unreliability in a network nmay vary and is
not always well understood, initial experinmental research indicates
that real world networks, for exanple the service provided by the
Internet’s IP level, "yield high | osses, duplicates and reorderings
of packets" [AS93,BCP93]. The authors plan to conduct further
experinmentation into neasuring Internet network unreliability. This
i nformati on woul d say a great deal about the practical nerit of a
partial order service
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3. Reliability vs. Order

While TCP avoids the |loss of even a single object, in fact for many
applications, there exists a genuine ability to tolerate |oss.

Losi ng one frame per second in a 30 frane per second video or |osing
a segnent of its acconpanying audi o channel is usually not a problem
Bearing this in nind, it is of value to consider a quality of service
that conbines a partial order with a level of tolerated |oss (partia
reliability). Traditionally there exist 4 services: reliable-
ordered, reliable-unordered, unreliable-ordered, and unreliable-
unordered. See Figure 5. Reliable-ordered service (denoted by a
single point) represents the case where all objects are delivered in
the order transmitted. File transfer is an exanple application

requi ring such a service

reli abl e- order ed reli abl e-unorder ed

v
Zero | 0SS-->% - - i m e
mn | 0ss-->| <--

<-- unreliable- <-- unreliable-

RELI ABI LI TY I ordered unor der ed
| <-- <- -
I<-- <- -
max | oss-->
B L LI I p S i i
ordered partial ordered unor der ed

CORDER

Figure 5: Quality O Service: Reliability vs. Oder -
Tradi tional Service Types

In a reliable-unordered service (also a single point), all objects
nmust be delivered, but not necessarily according to the order
transmitted; in fact, any order will suffice. Sone transaction
processing applications such as credit card verification require such
a service

Unreliabl e-ordered service allows sonme objects to be lost. Those
that are delivered, however, nust arrive in relative order (An
"unreliable" service does not necessarily |ose objects; rather, it
may do so without failing to provide its advertised quality of
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service; e.g., the postal system provides an unreliable service).
Since there are varying degrees of unreliability, this service is
represented by a set of points in Figure 5. An unreliable-ordered
service is applicable to packet-voice or tel econferencing
applications.

Finally unreliabl e-unordered service allows objects to be | ost and
delivered in any order. This is the kind of service used for normal
e-mail (w thout acknow edgnent receipts) and el ectroni c announcenents
or junk e-mail.

As nentioned previously, the concept of a partial order expands the
order dinmension fromthe two extrenes of ordered and unordered to a
range of discrete possibilities as depicted in Figure 6.

Additionally, as will be discussed presently, the notion of
reliability is extended to allow for varying degrees of reliability
on a per-object basis providing even greater flexibility and inproved
resource utilization

reli abl e- PO

zero l0SS-->%-- - m o
mn | oss-->

RELI ABI LI TY unrel i abl e- PO

—_—_———e e ——

B T S S R S
ordered partial ordered unor der ed

ORDER

Figure 6: Quality OF Service: Reliability vs. Order - Parti al
Order Service

3.1 Reliability O asses
When consi dering unreliable service, one cannot assume that all

objects are equal with regards to their reliability. This
classification is reasonable if all objects are identical (e.g.
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video frames in a 30 frane/second filn). Many applications, such as
mul ti medi a systens, however, often contain a variety of object types.
Thus three object reliability classes are proposed: BART-NL, BART-L,
and NBART-L. (Objects are assigned to one of these classes depending
on their tenporal value as will be show presently.

BART- NL obj ects nust be delivered to the destination. These objects
have tenporal value that lasts for an entire established connection

and require reliable delivery (NL = No Loss allowed). An exanple of
BART- NL obj ects woul d be the database records in Exanple 2.1 or the
wi ndows in the screen refresh in Exanple 2.3. If all objects are of

type BART-NL, the service is reliable. One possible way to assure
eventual delivery of a BART-NL object in a protocol is for the sender
to buffer it, start a tineout tiner, and retransnit it if no ACK
arrives before the timeout. The receiver in turn returns an ACK when
the object has safely arrived and been delivered (BART = Buffers,
ACKs, Retransm ssions, Tiners).

BART-L objects are those that have tenporal val ue over sone

i nternedi ate anmount of tinme - enough to permit tineout and

retransm ssion, but not everlasting. Once the tenporal value of
these objects has expired, it is better to presune themlost than to
delay further the delivery pipeline of information. One possibility
for deciding when an object’s useful ness has expired is to require
each object to contain information defining its precise tenporal

val ue [DS93]. An exanple of a BART-L object would be a novie
subtitle, sent in parallel with associated filmimages, which is

val uabl e any time during a twenty second fil msequence. |f not
delivered sonetinme during the first ten seconds, the subtitle | oses
its value and can be presuned |ost. These objects are buffered-
ACKed-retransmitted up to a certain point in tinme and then presuned
| ost.

NBART- L objects are those with tenporal values too short to bother
timng out and retransmtting. An exanple of a NBART-L object would
be a single packet of speech in a packetized phone conversation or
one inmage in a 30 image/sec film A sender transnits these objects
once and the service makes a best effort to deliver them |If the one
attenpt is unsuccessful, no further attenpts are nade.

An obvi ous question cones to mnd - what about NBART-NL objects? Do
such objects exist? The authors have considered the notion of
communi cating an object without the use of BART and still being able
to provide a service without |oss. Perhaps with the use of forward
error correction this nay becone a viable alternative and could
certainly be included in the protocol. However, for our purposes in
this docunent, only the first three classifications will be
consi der ed.
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Whil e classic transport protocols generally treat all objects

equal Iy, the sending and receiving functions of a protocol providing
partial order/partial reliability service will behave differently for
each class of object. For exanple, a sender buffers and, if
necessary, retransmts any BART-NL or BART-L objects that are not
acknow edged within a predefined tineout period. On the contrary,
NBART- L objects are forgotten as soon as they are transnmitted.

4. Partial Oder Connection

The inplenentation of a protocol that provides partial order service
requires, at a mninum (1) comunication of the partial ordering
bet ween the two endpoints, and (2) dynanic eval uation of the
deliverability of objects as they arrive at the receiver. 1In
addition, this RFC describes the nechani sns needed to (3) initiate a
connection, (4) provide varying degrees of reliability for the
objects being transmtted, and (5) inprove buffer utilization at the
sender based on object reliability.

Thr oughout the di scussion of these issues, the authors use the
generic notion of "objects" in describing the service details. Thus,
one of the underlying requirenments of a partial order service is the
ability to handle such an abstraction (e.g., recognize object
boundari es). The details of object nanagenent are inplenentation
dependent and thus are not specified in this RFC. However, as this
represents a potential fundanmental change to the TCP protocol, sone
di scussion is in order

At one extreme, it is possible to consider octets as objects and
require that the application specify the partial order accordingly
(octet by octet). This likely would entail an inordinate anount of
over head, processing each octet on an individual basis (literally
breaki ng up contiguous segnents to determine which, if any, octets
are deliverable and which are not). At the other extreme, the
transport protocol could maintain object atomcity regardl ess of size
- passing arbitrarily large data structures to IP for transm ssion
At the sending side of the connection this would actually work since
IPis prepared to performsource fragnentation, however, there is no
guarantee that the receiving IP will be able to reassenble the
fragments! |IP relies on the TCP max segnent size to prevent this
situation from occurring[ LMKQ@B9] .

A nore realistic approach given the existing IP constraints m ght be
to maintain the current notion of a TCP max segment size for the
| ower-layer interface with IP while allowi ng a much | arger object
size at the upper-layer interface. O course this presents sone
additional conplexities. First of all, the transport layer will now
have to be concerned with fragnentation/reassenbly of objects |arger

Connol |y, Amer & Conrad [ Page 15]



RFC 1693 An Extension to TCP: Partial Order Service Novenber 1994

than the nmax segnent size and secondly, the increased object sizes
will require significantly nore buffer space at the receiver if we
want to buffer the object until it arrives in entirety.
Alternatively, one may consider delivering "fragnents" of an object
as they arrive as long as the ordering of the fragnents is correct
and the application is able to process the fragnents (this notion of
fragmented delivery is discussed further in Section 6).

4.1 Connection Establishnment

By extending the transport paradigmto allow partial ordering and
reliability classes, a user application may be able to take advantage
of a nore efficient data transport facility by negotiating the
optimal service level which is required - no nore, no less. This is
acconpl i shed by specifying these variables as QOS paranmeters or, in
TCP term nol ogy, as options to be included in the TCP header [Pos81].

A TCP inplenentation that provides a partial order service requires
the use of two new TCP options. The first is an enabling option
"POC-permitted" (Partial Order Connection Permitted) that may be used
in a SYN segnent to request a partial order service. The other is
the "POC-service-profile” option which is used periodically to
communi cate the service characteristics. This second option may be
sent only after successful transm ssion and acknow edgnent of the
POC-permitted option

A user process issuing either an active or passive OPEN may choose to
i nclude the POC-permitted option if the application can benefit from
the use of a partial order service and in fact, in cases where the
viability of such service is unknown, it is suggested that the option
be used and that the decision be left to the user’s peer

For exanple, a multinmedia server mght issue a passive <SYN> with the
POC-permitted option in preparation for the connection by a renote
user.

Upon reception of a <SYN> segnent with the POC-pernitted option, the
recei ving user has the option to respond with a sinmlar POC-pernitted
indication or may reject a partial order connection if the
application does not warrant the service or the receiving user is
simply unable to provide such a service (e.g., does not recognize the
POC-permitted option).

In the event that sinmultaneous initial <SYN> segnments are exchanged,

the TCP will initiate a partial order connection only if both sides
i nclude the POC-permitted option
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A brief exanple should help to denonstrate this procedure. The
following notation (a slight sinplification on that enployed in RFC
793) will be used. Each line is nunbered for reference purposes
TCP-A (on the left) will play the role of the receiver and TCP-B will
be the sender. Right arrows (-->) indicate departure of a TCP
segment from TCP-A to TCP-B, or arrival of a segnent at B fromA
Left arrows indicate the reverse. TCP states represent the state
AFTER t he departure or arrival of the segnent (whose contents are
shown in the center of the line). Liberties are taken with the
contents of the segnents where only the fields of interest are shown.

TCP- A TCP-B
1. CLOSED LI STEN
2. SYN- SENT --> <CTL=SYN><POC- per n --> SYN- RECEI VED
3. ESTABLI SHED <-- <CTL=SYN, ACK><PQOC- per n» <-- SYN- RECEI VED
4. ESTABLI SHED --> <CTL=ACK> --> ESTABLI SHED

Figure 7. Basic 3-Way handshake for a partial order connection

Inline 1 of Figure 7, the sending user has already issued a passive
OPEN with the POC-pernitted option and is waiting for a connection

In line 2, the receiving user issues an active OPEN with the sane
option which in turn pronpts TCP-A to send a SYN segnment with the
POC-permitted option and enter the SYN-SENT state. TCP-Bis able to
confirmthe use of a PO connection and does so in line 3, after which
TCP-A enters the established state and conpletes the connection wth
an ACK segnment in |line 4.

In the event that either side is unable to provide partial order
service, the POC-pernitted option will be onmitted and normal TCP
processing will ensue.
For conpl eteness, the authors include the foll owi ng specification for
both the POC-pernitted option and the POC-service-profile optionin a
format consistent with the TCP specification docunent [Pos81].

TCP POC-permtted Option:

Kind: 9 Length: - 2 bytes
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TCP PCC-service-profile Option:
Kind: 10 Length: 3 bytes

1 bit 1 bit 6 bits

The first option represents a sinple indicator comunicated between

the two peer transport entities and needs no further explanation

The second option serves to conmunicate the infornmation necessary to
carry out the job of the protocol - the type of information which is
typically found in the header of a TCP segnent - and rai ses sone

i nteresting questions.

Standard TCP nmi ntains a 60-byte maxi mum header size on all segnents.
The obvious intuition behind this rule is that one would like to

m ni m ze the amount of overhead infornmation present in each packet
whi |l e sinultaneously increasing the payload, or data, section. Wile
this is acceptable for nost TCP connections today, a partial-order
service woul d necessarily require that significantly nore contro

i nformati on be passed between transport entities at certain points
during a connection. Mintaining the strict interpretation of this
rule would prove to be inefficient. |If, for exanple, the service
profile occupied a total of 400 bytes (a nopdest anpbunt as wll be
confirmed in the next section), then one would have to fragnent this
i nformati on across at |east 10 segnments, allocating 20 bytes per
segnment for the normal TCP header

I nstead, the authors propose that the service profile be carried in
the data section of the segnent and that the 3-byte POC- service-
profile option described above be placed in the header to indicate
the presence of this information. Upon reception of such a segnent,
the TCP extracts the service profile and uses it appropriately as
will be discussed in the follow ng sections.

The option itself, as shown here, contains two 1-bit flags necessary
to handl e the case where the service profile does not fit in a single
TCP segnment. The "Start_flag" indicates that the information in the
data section represents the beginning of the service profile and the
"End_flag" represents the converse. For service profiles which fit
completely in a single segnent, both flags will be set to 1

O herwise, the Start_flag is set in the initial segment and the
End_flag in the final segnent allow ng the peer entity to reconstrcut
the entire service profile (using the normal sequence nunbers in the
segnent header). The "Filler" field serves nmerely to conplete the
third byte of the option.
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Note that the length of the service profile may vary during the
connection as the order or reliability requirenents of the user
change but this length nust not exceed the buffering ability of the
peer TCP entity since the entire profile nust be stored. The exact
makeup of this data structure is presented in Section 4. 2.

4.2 Data Transni ssion

Exani ni ng the characteristics of a partial order TCP in chronol ogi ca
fashi on, one would start off with the establishment of a connection
as described in Section 4.1. After which, although both ends have
acknow edged the acceptability of partial order transport, neither
has actually begun a partial order transnission - in other words,
both the sendi ng-side and the receiving-side are operating in a
normal, ordered-reliable node. For the subsequent discussion, an

i mportant distinction is nmade in the terms sendi ng-side and

recei ving-side which refer to the data flow fromthe sender and that
fromthe receiver, respectively.

For the partial ordering to comrence, the TCP nust be nmade aware of
the acceptabl e object orderings and reliability for both the send-
side and receive-side of the connection for a given set of objects
(hereafter referred to as a "period"). This information is contained
in the service profile and it is the responsibility of the user
application to define this profile. Unlike standard TCP where
applications inplicitly define a reliable, ordered profile; with
partial order TCP, the application nust explicity define a profile.

The representation of the service profile is one of the concerns for
the transport protocol. It would be useful if the TCP could encode a
partial ordering in as few bits as possible since these bits will be
transmitted to the destination each time the partial order changes.

A matrix representation appears to be well-suited to encoding the
partial order and a vector has been proposed to communi cate and
manage the reliability aspects of the service. Tenporal values may
be included within the objects thensel ves or nmay be defined as a
function of the state of the connection [DS93]. Using these data
structures, the conplete service profile would include (1) a partia
order matrix, (2) areliability vector and (3) an object_sizes vector
whi ch represents the size of the objects in octets (see

[ ACCDO3a, CAC93] for a discussion on alternative structures for these
vari abl es).

Throughout this section, we use the follow ng service profile as a
runni ng exanple. Shown here is a partial order matrix and graphica
representation for a sinple partial order with 6 objects -

((1;2)]1(3;4)]15);6. In the graphical diagram arrows (-->) denote
sequential order and objects in parallel can be delivered in either
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order. So in this exanple, object 2 nust be delivered after object
1, object 4 nust be delivered after object 3, and object 6 nust be
delivered after objects 1 through 5 have all been delivered. Anong
the 6 objects, there are 30 valid orderings for this partial order
(each valid ordering is known as a linear extension of the partia

order).
123456
S +
1] -10001|] | |
2] --0001| | -->1-->]-->2-->]
3] ---101] I I I
401 ----01]| | -->3--> -->4-->| -->6- - >
S| -----1]| I I I
61 - - - - - -] |------ >5------ > |
R RREEE + | | |
PO Matri x PO Graph

In the matrix, a 1 in rowi of colum j denotes that object i must be
delivered before object j. Note that if objects are nunbered in any
way such that 1,2,3,...,Nis a valid ordering, only the upper right
triangle of the transitively closed matrix is needed [ ACCDO3a].

Thus, for N objects, the partial order can be encoded in (N*(N-1)/2)
bits.

The reliability vector for the case where reliability classes are
enuner ated types such as {BART-NL=1, BART-L=2, NBART-L = 3} and all
objects are BART-NL would sinply be, <1, 1, 1, 1, 1, 1> Together
with the object _sizes vector, the conplete service profile is
descri bed.

This information nust be packaged and conmuni cated to the sending TCP
before the first object is transmtted using a TCP service prinitive
or conparabl e neans dependi ng upon the User/TCP interface. Once the
service profile has been specified to the TCP, it renmains in effect
until the connection is closed or the sending user specifies a new
service profile. In the event that the | argest object size can not
be processed by the receiving TCP, the user application is inforned
that the connection cannot be maintai ned and the normal connection

cl ose procedure is foll owed.

Typically, as has been described here, the service profile definition
and specification is handled at the sending end of the connection,

but there could be applications (such as the screen refresh) where
the receiving user has this know edge. Under these circunstances the
receiving user is obliged to transmt the object ordering on the
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return side of the connection (e.g., when nmaking the request for a
screen refresh) and have the sender interpret this data to be used on
the send side of the connection

Requiring that the sending application specify the service profile is
not an arbitrary choice. To ensure proper object identification, the
receiving application nust transnmit the new object nunmbering to the
sendi ng application (not the sending transport layer). Since the
sendi ng application nust receive this information in any case, it
simplifies matters greatly to require that the sending application be
the only side that nmay specify the service profile to the transport

| ayer.

Consi der now the | ayered architecture diagramin Figure 8 and assune
that a connection already is established. Let us now say that UserA
specifies the service profile for the sending-side of the connection
via its interface with TCP-A. TCP-A places the profile in the header
of one or nore data packets (depending upon the size of the service
profile, the profile may require several packets), sets the POC
service-profile option and passes it to |IP for transm ssion over the
network. This packet nust be transnmitted reliably, therefore TCP-A
buffers it and starts a normal retransmt timer. Subsequently, the
service profile arrives at the destination node and is handed to
TCP-B (as indicated by the arrows in Figure 8). TCP-B returns an
acknow edgnent and i nmedi ately adopts the service profile for one
direction of data flow over the connection. Wen the acknow edgnent
arrives back at TCP-A, the cycle is conplete and both sides are now
able to use the partial order service.

Fom e oo - + Fomm e - +
Service | UserA | | UserB
Profile +-------- + R +
| | |
| | |
v | |
| Foemm - - + R + Servi ce
| | TCP-A | | TCP-B | Profile
| tmmmmmmaas + e + A
| | | |
| | | |
| | | |
| o e e e e e e e e e e e e e e e oo + |
v | | |
------ > ---- Service Profile -------------> [----->
o +

Fi gure 8. Layered Communi cation Architecture
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Note that one of the TCP entities learns of the profile via its user
interface, while the other TCP entity is informed via its network
i nterface.

For the remaining discussions, we will assume that a partial order
profile has been successfully negotiated for a single direction of
the connection (as depicted in Figure 8) and that we nay now speak of
a "sending TCP" (TCP-A) and a "receiving TCP'" (TCP-B). As such
TCP-A refers to the partial order data streamas the "send-side" of
the connection, while TCP-B refers to the sane data stream as the
"receive-side".

Havi ng established a partial order connection, the communicating TCPs
each have their respective jobs to performto ensure proper data
delivery. The sending TCP ascertains the object ordering and
reliability fromthe service profile and uses this information in its
buffering/retransm ssion policy. The receiver nodifications are nore
significant, particularly the issues of object deliverability and
reliability. And both sides will need to redefine the notion of

wi ndow managenment. Let us | ook specifically at how each side of the
TCP connection is managed under this new paradi gm

4.2.1 Sender

The sender’s concerns are still essentially four-fold - transnmitting
data, managi ng buffer space, processing acknow edgnents and
retransmitting after a tinme-out - however, each takes on a new
meaning in a partial order service. Additionally, the managenent of
the service profile represents a fifth duty not previously needed.

Taking a rather sinplistic view, nornmal TCP output processing

i nvol ves (1) setting up the header, (2) copying user data into the
out goi ng segnent, (3) sending the segnent, (4) making a copy in a
send buffer for retransm ssion and (5) starting a retransm ssion
timer. The only difference with a partial order service is that the
reliability vector nust be examined to deterni ne whether or not to
buffer the object and start a tinmer - if the object is classified as
NBART- L, then steps 4 and 5 are omitted.

Buf f er managenent at the sending end of a partial order connection is
dependent upon the object reliability class and the object size.

When transmitting NBART-L objects the sender need not store the data
for later possible retransm ssion since NBART-L objects are never
retransmtted. The details of buffer nmanagenent - such as whether to
al l ocate fixed-size pools of menmory, or perhaps utilize a dynamic
heap allocation strategy - are left to the particular system

i mpl ement er.
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Acknowl edgnent processing renains essentially intact -

acknow edgnents are cunul ati ve and specify the peer TCP' s wi ndow
adverti senent. However, determ nation of this advertisenent is no

| onger a trivial process dependent only upon the avail able buffer
space (this is discussed further in Section 4.2.2). Moreover, it
shoul d be noted that the introduction of partial ordering and partia
reliability presents several new and interesting alternatives for the
acknow edgment policy. The authors are investigating several of
these strategies through a sinulation nodel and have included a brief
di scussi on of these issues in Section 6.

The retransmit function of the TCP is entirely unchanged and is
t heref ore not di scussed further

For some applications, it may be possible to maintain the sane
partial order for nmultiple periods (e.g., the application repeats the
same partial order). In the general case, however, the protocol nust
be able to change the service profile during an existing connection
When a change in the service profile is requested, the sending TCP is
obliged to conplete the processing of the current partial order
before comrencing with a new one. This ensures consistency between
the user applications in the event of a connection failure and
simplifies the protocol (future study is planned to investigate the
perfornmance i nprovenent gai ned by allowi ng concurrent different
partial orders). The current partial order is conplete when al
sending buffers are free. Then negotiation of the new service
profile is performed in the same manner as with the initial profile.

Conmbi ni ng these issues, we propose the following sinplified state
machi ne for the protocol (connection establishnent and tear down
remai ns the same and is not show here).

(1) Send Request (5) Ack Arriva
[ + S +
| | | |
| v _ | |
R + (4) New PO Profile R + |
< I B >| PO | <----- +
| | ESTAB |
(2) | | | | SETUP |
Ack +----- | O | | <----- +
Arrival R + (7)PO Setup Conplete +---------- +
A | | |
| | | |
Foem - + Fommmae - +
(3) Ti neout (6) Ti meout
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Event (1) - User Makes a Data Send Request

I f Piggyback Timer is set then
cancel piggyback timer
Package and send the object (with ACK for receive-side)
I f object type = (BART-L, BART-NL) then
Store the object and start a retransmt tinmer
I f sending window is full then
Bl ock Event (1) - allow no further send requests from user

Event (2) - ACK Arrives

I f ACKed object(s) is buffered then
Rel ease the buffer(s) and stop the retransnit tinmer(s)
Extract the peer TCP's wi ndow adverti senent
If renote TCP' s wi ndow advertisenment > sendi ng wi ndow t hen
Enabl e Event (1)
If renote TCP s wi ndow advertisenment <= sendi ng wi ndow t hen
Bl ock Event (1) - allow no further send requests from user
Adj ust sendi ng wi ndow based on received wi ndow adverti senent

Event (3) - Retransmit Timer Expires

I f Piggyback Timer is set then

cancel piggyback tinmer
Re-transnit the segment (with ACK for receive-side)
Restart the tinmer

Event (4) - PO Service Profile Arrives at the User Interface

Transition to the PO SETUP state

Store the Send-side PO service profile

Package the profile into 1 or nore segnents, setting the
POC- Service-Profile option on each

I f Piggyback Timer is set then
cancel piggyback timer

Send the segnent(s) (with ACK for receive-side)

Store the segnent(s) and start a retransmt tiner

Event (5) - ACK Arrival

I f ACKed object(s) is buffered then

Rel ease the buffer(s) and stop the retransnit tiner(s)
Extract the peer TCP's wi ndow adverti senent
If all objects from previous service profile have been ACKed and
the new service profile has been ACKed then enable Event (7)
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Event (6) - Retransmit Timer Expires

I f Piggyback Timer is set then

cancel piggyback timer
Re-transnit the segment (with ACK for receive-side)
Restart the tiner

Event (7) - PO Setup Conpleted

Transition to the ESTAB state and begi n processi ng new service
profile

4. 2.2 Receiver

The receiving TCP has additional decisions to make invol ving object
deliverability, reliability and wi ndow managenent. Additionally, the
service profile nmust be established (and re-established) periodically
and sone special processing nust be perforned at the end of each

peri od.

When an object arrives, the question is no longer, "is this the next
deliverabl e object?", but rather, "is this ONE OF the next
deliverabl e objects?" Hence, it is convenient to think of a
"Deliverable Set" of objects with a partial order protocol. To

deternmine the el enents of this set and answer the question of
deliverability, the receiver relies upon the partial order matrix
but, unlike the sender, the receiver dynamically updates the matrix
as objects are processed thus naking ot her objects (possibly already
buffered objects) deliverable as well. A check of the object type
al so nust be perfornmed since BART-NL and BART-L objects require an
ACK to be returned to the sender but NBART-L do not. Consider our
exanpl e fromthe previous section

123456
oo +
1] -10001| | |
2] --0001| | -->1-->|-->2-->]
3] ---101] I I I
41 - - - -01] | -->3-->-->4-->|-->6-->
S| -----1] I I I
61 ------| - >5- - - > |
b + | | |
PO Matri x PO G aph

When object 5 arrives, the receiver scans colum 5, finds that the
object is deliverable (since there are no 1's in the colum) and
i medi ately delivers the object to the user application. Then, the
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matrix is updated to renove the constraint of any object whose
delivery depends on object 5 by clearing all entries of row5. This
may enabl e other objects to be delivered (for exanple, if object 2 is

buffered then the delivery of object 1 will nake object 2
deliverable). This leads us to the next issue - delivery of stored
obj ect s.

In general, whenever an object is delivered, the buffers nust be
examned to see if any other stored object(s) becones deliverable.
CAC93 describes an efficient algorithmto inplenment this processing
based on traversing the precedence graph.

Consi deration of object reliability is interesting. The authors have
taken a polling approach wherein a procedure is executed
periodically, say once every 100 nmilliseconds, to evaluate the
tenporal val ue of outstandi ng objects on which the destination is
waiting. Those whose tenporal value has expired (i.e. which are no

| onger useful as defined by the application) are "declared |ost" and
treated in nuch the same nmanner as delivered objects - the matrix is
updated, and if the object type is BART-L, an ACK is sent. Any
objects fromthe current period which have not yet been delivered or
declared | ost are candidates for the "Termi nator” as the procedure is
called. The Terminator’s criterion is not specifically addressed in
this RFC, but one exanple might be for the receiving user to
periodically pass a |list of no-longer-useful objects to TCP-B.

Anot her question which arises is, "How does one cal culate the send
and receive wi ndows?" Wth a partial order service, these w ndows
are no |l onger contiguous intervals of objects but rather sets of
objects. In fact, there are three sets which are of interest to the
recei ving TCP one of which has already been nentioned - the
Deliverable Set. Additionally, we can think of the Bufferable Set
and the Receivable Set. Sone definitions are in order:

Del i verabl e Set: objects which can be inmmediately passed up to
the user.

Buffered Set: objects stored in a buffer awaiting delivery.

Buf ferabl e Set: objects which can be stored but not inmmediately
delivered (due to sone ordering constraint).

Recei vabl e Set: union of the Deliverable Set and the Bufferable
Set (which are disjoint) - intuitively, all objects which
are "receivable" nust be either "deliverable" or
"buf f erabl e".
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The following exanple will help to illustrate these sets. Consider
our sinple service profile fromearlier for the case where the size
of each object is 1 MByte and the receiver has only 2 MBytes of
buf f er space (enough for 2 objects). Define a bool ean vector of
length N (N = nunber of objects in a period) called the Processed
Vector which is used to indicate which objects fromthe current
peri od have been delivered or declared lost. Initially, all buffers
are enpty and the PO Matrix and Processed Vector are as shown here,

123456
B S +
1] -10001
2| --0001
3] ---101
411 - ---01
5] -----1] [ FFFFFF]
6] ------1 123456
S +
PO Matri x Processed Vect or

Fromthe PO Matrix, it is clear that the Deliverable Set =
{(1,1),(2,3),(1,5)}, where (1,1) refers to object #1 from period #1,
asssuning that the current period is period #1.

The Bufferable Set, however, depends upon how one defines bufferable
objects. Several approaches are possible. The authors’ initial
approach to deternining the Bufferable Set can best be explained in
terns of the follow ng rules,

Rul e 1. Renmi ning space nust be allocated for all objects from
period i before any object fromperiod i+l is buffered

Rule 2: In the event that there exists enough space to buffer
some but not all objects froma given period, space wll
be reserved for the first objects (i.e. 1,2,3,...,k)

Wth these rules, the Bufferable Set = {(1,2),(1,4)}, the Buffered
Set is trivially equal to the enpty set, { }, and the Receivabl e Set
={(1,1).(1,2),(1,3),(1,4),(1,5)}.

Note that the current acknow edgnment schene uses the nmin and nax
values in the Receivable Set for its wi ndow advertisenent which is
transmitted in all ACK segnents sent along the receive-side of the
connection (fromreceiver to sender). Mreover, the

"pi ggyback_delay" timer is still used to couple ACKs with return data
(as utilized in standard TCP)
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Returning to our exanple, let us now assune that object 1 and then 3
arrive at the receiver and object 2 is lost. After processing both
obj ects, the PO Matrix and Processed Vector will have the follow ng
updat ed structure,

123456
Fommm e +
11 -00000
2] --0001
3] ---000
41 ----01
51 -----1] [ TEFTFFF]
6 ----- -1 123456
R +
PO Matri x Processed Vect or

We can see that the Deliverable Set = {(1,2),(1,4),(1,5)}, but what
should the Bufferable Set consist of? Since only one buffer is
required for the current period s objects, we have 1 Myte of
addi ti onal space available for "future" objects and therefore include
the first object fromperiod #2 in both the Bufferable and the

Recei vabl e Set,

Deliverable Set = {(1,2),(1,4),(1,5)}

{(1,6),(2,1)}

Buf f erabl e Set

Buffered Set = { }

Recei vabl e Set {(1,2),(1,4),(1,5),(1,6),(2,1)}

In general, the notion of w ndow managenent takes on new nmeaning with
a partial order service. One nmay re-exam ne the classic w ndow
relations with a partial order service in mnd and devise new, |ess
restrictive relations which nay shed further light on the operation
of such a service

Two final details: (1) as with the sender, the receiver nust
periodically establish or nodify the PO service profile and (2) upon
processing the | ast object in a period, the receiver nust re-set the
PO matri x and Processed vector to their initial states.
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Let us look at the state nmachi ne and pseudo-code for the receiver.

(2)Data Segnent Arrival (5)PO Profile fragment Arriva
[ + S +
| | . . | |
| Y (1)First PO Profile | Y
R + fragment arrives R +(6) Data Segnent
R d I >| | <----- + Arriva
| | ESTAB | | PO [------ +
| | |
| | | | SETUP |<----- +
(3) +-----] | < | |- o
Termnator+--------- + (9)PO Setup conplete +--------- +(7) Term nator
n | |
| | | |
[ + [ +
(4) Pi ggyback Ti neout (8) Pi ggyback Ti neout

Event 1 - First PO Service Profile fragnent arrives at network
======= interface

Transition to the PO SETUP state

Store the PO service profile (fragment)

Send an Acknow edgenent of the PO service profile (fragnment)

Event 2 - Data Segnent Arriva

If object is in Deliverable Set then
Del i ver the object
Update PO Matrix and Processed Vector
Check buffers for newly deliverabl e objects
If all objects fromcurrent period have been processed then
Start the next period (re-initialize data structures)
Start piggyback delay timer to send an ACK
Else if object is in Bufferable Set then
Store the object
El se
Di scard obj ect
Start piggyback _delay timer to send an ACK

Event 3 - Periodic call of the Term nator

For all wunprocessed objects in the current period do
If object is "no longer useful" then
Update PO Matrix and Processed Vector
If object is in a buffer then
Rel ease the buffer
Check buffers for newly deliverable objects
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If all objects fromcurrent period have been processed
then Start the next period (re-initialize data
structures)

Event 4 - Piggyback_delay Timer Expires

Send an ACK
Di sabl e pi ggyback delay tiner

Event 5 - PO Service Profile fragment arrives at network interface

Store the PO service profile (fragnent)
Send an Acknow edgenent of the PO service profile (fragnment)
If entire PO Service profile has been received then enabl e Event

(9)

Event 6 - Data Segnent arriva

(See event 2)

Event 7 - Periodic call of the terni nator

(See Event 3)

Event 8 - Piggyback delay Timer Expires

(See Event 4)

Event 9 - PO Setup Conplete

Transition to the ESTAB state

Note that, for reasons of clarity, we have used a transitively closed
matrix representation of the partial order. A nore efficient

i npl enent ati on based on an adj acency |list representation of a
transitively reduced precedence graph results in a nore efficient
running tine [ CAC93].

5. Quantifying and Conparing Partial Order Services

Whil e ordered, reliable delivery is ideal, the existence of |ess-

t han-ideal underlying networks can cause del ays for applications that
need only partial order or partial reliability. By introducing a
partial order service, one may in effect relax the requirenents on
order and reliability and presumably expect sone savings in terms of
buffer utilization and bandwi dth (due to fewer retransm ssions) and
shorter overall delays. A practical question to be addressed is,
"what are the expected savings likely to be?"
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As nentioned in Section 2, the extent of such savings will depend
largely on the quality of the underlying network - bandwi dth, delay,
anount and distribution of |oss/duplication/disorder - as well as the
flexibility of the partial order itself - specified by the PO matrix
and reliability vector. |If the underlying network has no | oss, a
partial order service essentially becones an ordered service.

Col l ecting experinental data to ascertain realistic network
conditions is a straightforward task and will help to quantify in
general the value of a partial order service [Bol93]. But how can
one quantify and conpare the cost of providing specific |evels of
service?

Prelimnary research indicates that the nunber of |inear extensions
(orderings) of a partial order in the presence of |oss effectively
nmeasures the conplexity of that order. The authors have derived
fornmul ae for cal culating the nunber of extensions when a parti al
order is series-parallel and have proposed a netric for conparing
partial orders based on this nunber [ACCDO3b]. This nmetric could be
used as a neans for charging for the service, for exanple. Wuat also
may be interesting is a specific head-to-head conparison between
different partial orders with varying degrees of flexibility. Wrk
is currently underway on a simulation nodel ained at providing this
information. And finally, work is underway on an inplenmentation of
TCP which includes partial order service.

6. Future Direction

In addition to the sinulation and inplenentation work the authors are
pursui ng several problens related to partial ordering which will be
mentioned briefly.

An interesting question arises when discussing the acknow edgnent
strategy for a partial order service. For classic protocols, a
cumul ati ve ACK of object i confirms all objects "up to and incl udi ng"
i. But the neaning of "up to and including" with a partial order
service has different inplications than with an ordered servi ce.

Consi der our exanple partial order, ((1;2)|](3;4)]|]|5);6). Wat
shoul d a cunul ative ACK of object 4 confirn? The nobst |ogica
definition would say it confirns recei pt of object 4 and all objects
that precede 4 in the partial order, in this case, object 3. Nothing
is said about the arrival of objects 1 or 2. Wth this alternative
interpretation where cunul ati ve ACKs depend on the partial order, the
sender nust exami ne the partial order nmatrix to determ ne which
buffers can be released. In this exanple, scanning colum 4 of the
matrix reveal s that object 3 nmust cone before object 4 and therefore
bot h object buffers (and any buffers froma previous period) can be
rel eased.
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O her partial order acknow edgnent policies are possible for a
protocol providing a partial order service including the use of

sel ective ACKs (which has been proposed in [JB88] and inplemented in
the Cray TCP [Chang93]) as well as the current TCP strategy where an
ACK of i also ACKs everything <= i (in a cyclical sequence nunber
space). The authors are investigating an ACK policy which utilizes a
conbi nation of selective and "partial -order-cunul ative"

acknow edgnments. This is acconplished by replacing the current TCP
cumul ati ve ACK with one which has the partial order neaning as
descri bed above and augnmenting this with internmttent selective ACKs
when needed.

In another area, the notion of fragnented delivery, nentioned in the
begi nning of Section 4, looks like a pronising technique for certain
cl asses of applications which nay of fer a substantial inmprovenent in
menory utilization. Briefly, the termfragnented delivery refers to
the ability to transfer |ess-than-conplete objects between the
transport layer and the user application (or session |ayer as the
case may be). For exanple, a 1Miyte object could potentially be
delivered in multiple "chunks" as segnments arrive thus freeing up
val uabl e nmenory and reduci ng the delay on those pieces of data. The
scenari o beconmes sonmewhat nore conpl ex when nmultiple "parallel
streans" are considered where the application could now receive

pi eces of nultiple objects associated with different streans.

Additional work in the area of inplenenting a working partial order
protocol is being perfornmed both at the University of Del aware and at
the LAAS du CNRS | aboratory in Toul ouse, France - particularly in
support of distributed, high-speed, multinmedia conmunication. It wll
be interesting to exam ne the processing requirenents for an

i mpl enentation of a partial order protocol at key events (such as
object arrival) conpared with a non-partial order inplenentation

Finally, the authors are interested in the realization of a network
application utilizing a partial order service. The aim of such work
is threefold: (1) provide further insight into the expected
performance gains, (2) identify new issues unique to partial order
transport and, (3) build a road-nap for application designers
interested in using a partial order service.

7. Sunmary

This RFC i ntroduces the concepts of a partial order service and
di scusses the practical issues involved with including parti al
ordering in a transport protocol. The need for such a service is
nmoti vated by several applications including the vast fields of

di stributed databases, and nultinmedia. The service has been
presented as a backward-conpati ble extension to TCP to adapt to
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applications with different needs specified in ternms of QOS
paraneters

The notion of a partial ordering extends QOS flexibility to include
object delivery, reliability, and tenporal value thus allow ng the
transport layer to effectively handle a wi der range of applications
(i.e., any which mght benefit from such nechanisns). The service
profile described in Section 4 accurately characterizes the QOS for a
partial order service (which enconpasses the two extrenes of total
ordered and unordered transport as well).

Several significant nodifications have been proposed and are
summari zed here:

(1) Replacing the requirement for ordered delivery with one for
appl i cati on-dependent partial ordering

(2) Allowing unreliable and partially reliable data transport

(3) Conducting a non-synmetrical connection (not entirely foreign
to TCP, the use of different MSS values for the two sides
of a connection is an exanpl e)

(4) Managenent of "objects" rather than octets

(5) Modified acknow edgnent strategy

(6) New definition for the send and receive "w ndows"

(7) Extension of the User/TCP interface to include certain
QS paraneters

(8) Use of new TCP options
As evidenced by this list, a partial order and partial reliability
service proposes to re-exam ne several fundanental transport

mechani sms and, in so doing, offers the opportunity for substantial
i mprovenent in the support of existing and new application areas.
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Security Considerations

Security issues are not discussed in this nmeno.
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