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1. Introduction

The multicasts of | ETF neetings across the Internet have formed a

| arge-scal e experinent in sending digitized voice and video through a
packet-swi tched i nfrastructure. These highly-visible experinents
have depended upon three enabling technologies. (1) Many nodern

wor kst ati ons now cone equi pped with built-in nultinedia hardware,

i ncl udi ng audi o codecs and video frane-grabbers, and the necessary

vi deo gear is now i nexpensive. (2) IP multicasting, which is not yet
general ly available in conmercial routers, is being provided by the
MBONE, a tenporary "multicast backbone". (3) Highly-sophisticated
digital audio and video applications have been devel oped.

These experinments al so showed that an inportant technical elenent is
still mssing: real-tine applications often do not work well across
the Internet because of variabl e queuei ng del ays and congesti on

| osses. The Internet, as originally conceived, offers only a very
simple quality of service (QS), point-to-point best-effort data
delivery. Before real-tine applications such as renote video

mul ti medi a conferencing, visualization, and virtual reality can be
broadly used, the Internet infrastructure nmust be nodified to support
real -tine QS, which provides sone control over end-to-end packet

del ays. This extension nust be designed fromthe beginning for

mul ticasting; sinply generalizing fromthe unicast (point-to-point)
case does not work.

Real -time QoS is not the only issue for a next generation of traffic
managenent in the Internet. Network operators are requesting the
ability to control the sharing of bandwi dth on a particular |ink
anong different traffic classes. They want to be able to divide
traffic into a few adm nistrative classes and assign to each a

nmi ni mum percentage of the |ink bandwi dth under conditions of
overload, while allow ng "unused" bandwi dth to be avail able at other
times. These classes may represent different user groups or
different protocol famlies, for exanple. Such a managenent facility
is commonly called controlled link-sharing. W use the term
integrated services (1S) for an Internet service nodel that includes
best-effort service, real-tinme service, and controlled |link sharing.

The requirenents and nmechanisns for integrated services have been the
subj ects of nuch di scussion and research over the past several years
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(the literature is much too large to list even a representative
sanpl e here; see the references in [CSZ92, Floyd92, Jacobson9l
JSCZ93, Partridge92, SCzZ93, RSVP93a] for a partial list). This work
has led to the unified approach to integrated services support that
is described in this meno. W believe that it is nowtine to begin
the engi neering that nust precede depl oynent of integrated services
in the Internet.

Section 2 of this neno introduces the elenments of an IS extension of
the Internet. Section 3 discusses real-tinme service nodels [SCZ93a,
SCZ93b] . Section 4 discusses traffic control, the forwarding
algorithns to be used in routers [CSZ92]. Section 5 discusses the
design of RSVP, a resource setup protocol conpatible with the
assunptions of our IS nodel [RSVP93a, RSVPI93b].

2. Elenents of the Architecture

The fundanental service nodel of the Internet, as enbodied in the
best-effort delivery service of | P, has been unchanged since the

begi nning of the Internet research project 20 years ago [ CerfKahn74].
We are now proposing to alter that nodel to enconpass integrated
service. From an academ c vi ewpoi nt, changing the service nodel of
the Internet is a major undertaking;, however, its inmpact is mtigated
by the fact that we wish only to extend the original architecture.
The new conponents and nmechani sms to be added will suppl ement but not
repl ace the basic |IP service

Abstractly, the proposed architectural extension is conprised of two
el ements: (1) an extended service nodel, which we call the IS nodel,
and (2) a reference inplenentation franework, which gives us a set of
vocabul ary and a generic programorgani zation to realize the IS
nmodel . It is inportant to separate the service nodel, which defines
the externally visible behavior, fromthe discussion of the

i mpl enent ati on, which may (and shoul d) change during the life of the

servi ce nodel. However, the two are related; to nake the service
nodel credible, it is useful to provide an exanple of how it m ght be
realized

2.1 Integrated Services Mdel

The 1S nodel we are proposing includes two sorts of service
targeted towards real-tine traffic: guaranteed and predictive
service. It integrates these services with controlled |ink-
sharing, and it is designed to work well with nulticast as well as
uni cast. Deferring a sunmary of the IS nodel to Section 3, we
first discuss sone key assunptions behind the nodel
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The first assunption is that resources (e.g., bandw dth) nust be
explicitly managed in order to meet application requirements.
This inplies that "resource reservation" and "adni ssion control"
are key building bl ocks of the service. An alternative approach,
which we reject, is to attenpt to support real-tinme traffic

wi t hout any explicit changes to the Internet service nodel.

The essence of real-tine service is the requirenent for sone
servi ce guarantees, and we argue that guarantees cannot be

achi eved wi thout reservations. The term "guarantee" here is to be
broadly interpreted; they may be absolute or statistical, strict
or approximate. However, the user nust be able to get a service
whose quality is sufficiently predictable that the application can
operate in an acceptable way over a duration of tinme determined by
the user. Again, "sufficiently" and "acceptabl e" are vague terns.
In general, stricter guarantees have a higher cost in resources
that are made unavail able for sharing with others

The follow ng argunents have been rai sed agai nst resource
guarantees in the Internet.

o "Bandwidth will be infinite."

The incredibly large carrying capacity of an optical fiber

| eads sone to conclude that in the future bandwidth will be
so abundant, ubi quitous, and cheap that there will be no
conmuni cati on del ays other than the speed of l|ight, and
therefore there will be no need to reserve resources.
However, we believe that this will be inpossible in the short
termand unlikely in the mediumterm \While raw bandw dth
may seem i nexpensi ve, bandw dth provided as a network service
is not likely to beconme so cheap that wasting it will be the
nost cost-effective design principle. Even if |ow cost
bandwi dt h does eventual |y become commonly avail able, we do
not accept that it will be available "everywhere" in the
Internet. Unless we provide for the possibility of dealing
with congested links, then real-tine services will sinply be
precluded in those cases. W find that restriction
unaccept abl e.

o] "Sinple priority is sufficient.”

It is true that sinply giving higher priority to real-tine
traffic would I ead to adequate real -tinme service at sone

ti mes and under sonme conditions. But priority is an

i npl enent ati on nechani sm not a service nodel. |If we define
the service by neans of a specific nechanism we may not get
the exact features we want. In the case of sinple priority,
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the issue is that as soon as there are too nmany real -tine
streanms conpeting for the higher priority, every streamis
degraded. Restricting our service to this single failure

nmode i s unacceptable. In sone cases, users will demand that
some streams succeed while sonme new requests receive a "busy
signal ".

o] "Applications can adapt."

The devel opnent of adaptive real-tine applications, such as
Jacobson’ s audi o program VAT, does not elimnate the need to
bound packet delivery tine. Hunman requirenents for
interaction and intelligibility limt the possible range of
adaptation to network delays. W have seen in rea
experinments that, while VAT can adapt to network del ays of
many seconds, the users find that interaction is inpossible
in these cases.

We conclude that there is an inescapabl e requirenent for routers
to be able to reserve resources, in order to provide special QS

for specific user packet streams, or "flows". This in turn
requires flow specific state in the routers, which represents an
i nportant and fundanental change to the Internet nodel. The

Internet architecture was been founded on the concept that al
flowrelated state should be in the end systens [ ark88].
Designing the TCP/I P protocol suite on this concept led to a
robustness that is one of the keys to its success. 1In section 5
we di scuss how the flow state added to the routers for resource
reservation can be nade "soft", to preserve the robustness of the
I nternet protocol suite.

There is a real-world side effect of resource reservation in
routers. Since it inplies that sone users are getting privileged
service, resource reservation will need enforcenment of policy and
adm nistrative controls. This in turn will lead to two Kkinds of
aut hentication requirenents: authentication of users who nake
reservation requests, and authenticati on of packets that use the
reserved resources. However, these issues are not unique to "IS"
ot her aspects of the evolution of the Internet, including
commerci al i zati on and comercial security, are leading to the sane
requirenents. W do not discuss the issues of policy or security
further in this neno, but they will require attention

We nake anot her fundanental assunption, that it is desirable to
use the Internet as a common infrastructure to support both non-
real -tine and real -time conmuni cation. One could alternatively
build an entirely new, parallel infrastructure for real-tinme
services, leaving the Internet unchanged. W reject this
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approach, as it would | ose the significant advantages of
statistical sharing between real-tine and non-real-tine traffic,
and it would be rmuch nore conplex to build and adninister than a
comon infrastructure

In addition to this assunption of comon infrastructure, we adopt
a unified protocol stack nodel, enploying a single internet-Iayer
protocol for both real-tinme and non-real-tine service. Thus, we
propose to use the existing internet-layer protocol (e.g., IP or
CLNP) for real-tine data. Another approach would be to add a new
real -tine protocol in the internet layer [ST2-90]. Qur unified
stack approach provi des econony of nechanism and it allows us to
fold controlled link-sharing in easily. It also handles the
probl em of partial coverage, i.e., allowing interoperation between
| S-capabl e Internet systenms and systens that have not been

ext ended, wi thout the conplexity of tunneling.

We take the view that there should be a single service nodel for
the Internet. |If there were different service nodels in different
parts of the Internet, it is very difficult to see how any end-
to-end service quality statenments could be made. However, a
singl e service nodel does not necessarily inply a single

i npl enment ati on for packet scheduling or adm ssion control

Al t hough speci fic packet scheduling and admi ssion control
mechani snms that satisfy our service nodel have been devel oped, it
is quite possible that other mechanisnms will also satisfy the
service nodel. The reference inplenentation framework, introduced
below, is intended to all ow di scussion of inplenentation issues

wi t hout nmandating a single design.

Based upon these considerations, we believe that an IS extension
that includes additional flow state in routers and an explicit
setup nechanismis necessary to provide the needed service. A
partial solution short of this point would not be a w se
investnment. We believe that the extensions we propose preserve
the essential robustness and efficiency of the Internet
architecture, and they allow efficient nmanagenent of the network
resources; these will be inportant goals even if bandw dth becones
very inexpensive.

2.2 Reference Inplenentation Framework

We propose a reference inplenentation framework to realize the IS

nodel. This framework includes four conponents: the packet
schedul er, the admission control routine, the classifier, and the
reservation setup protocol. These are discussed briefly bel ow and

more fully in Sections 4 and 5.
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In the ensuing discussion, we define the "flow' abstraction as a
di stingui shabl e stream of related datagrams that results froma
single user activity and requires the same QS. For exanple, a
flow m ght consist of one transport connection or one video stream
between a given host pair. It is the finest granularity of packet
stream di stingui shable by the I'S. W define a flow to be sinplex,
i.e., to have a single source but N destinations. Thus, an N-way
tel econference will generally require N flows, one originating at
each site.

In today’s Internet, IP forwarding is completely egalitarian; al
packets receive the sane quality of service, and packets are
typically forwarded using a strict FlIFO queueing discipline. For
i ntegrated services, a router nust inplenent an appropriate QS

for each flow, in accordance with the service nodel. The router
function that creates different qualities of service is called
"traffic control”. Traffic control in turn is inplenmented by

t hree conponents: the packet scheduler, the classifier, and
adm ssion control

0] Packet Schedul er

The packet schedul er manages the forwarding of different
packet streans using a set of queues and perhaps other
mechani sns like tiners. The packet schedul er nust be

i npl enented at the point where packets are queued; this is
the out put driver level of a typical operating system and
corresponds to the link layer protocol. The details of the
scheduling algorithmmay be specific to the particul ar out put
medi um  For exanple, the output driver will need to invoke
the appropriate link-layer controls when interfacing to a
networ k technol ogy that has an internal bandw dth all ocation
mechani sm

An experinmental packet schedul er has been built that

i npl ements the IS nodel described in Section 3 and [ SCZ93];
this is known as the CSZ schedul er and is discussed further
in Section 4. W note that the CSZ schene is not nmandatory
to acconplish our service nodel; indeed for parts of the
network that are known always to be underl oaded, FIFO wil |
deliver satisfactory service

There is another conponent that could be considered part of

t he packet schedul er or separate: the estinmator [Jacobson91l].
This algorithmis used to measure properties of the outgoing
traffic stream to develop statistics that control packet
schedul i ng and adni ssion control. This neno will consider
the estimator to be a part of the packet schedul er
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Cl assifier

For the purpose of traffic control (and accounting), each

i ncom ng packet mnust be mapped into sone class; all packets
in the same class get the sane treatnent fromthe packet
scheduler. This mapping is perforned by the classifier
Choi ce of a class nmay be based upon the contents of the

exi sting packet header(s) and/or sone additiona
classification nunmber added to each packet.

A class might correspond to a broad category of flows, e.g.
all video flows or all flows attributable to a particul ar
organi zation. On the other hand, a class might hold only a
single flow A class is an abstraction that may be local to
a particular router; the sane packet may be classified
differently by different routers along the path. For

exanpl e, backbone routers may choose to map many flows into a
few aggregated classes, while routers nearer the periphery,
where there is nmuch | ess aggregati on, nmay use a separate
class for each flow

Adm ssi on Contro

Admi ssion control inplenents the decision algorithmthat a
router or host uses to deternine whether a new fl ow can be
granted the requested QoS wi thout inpacting earlier
guarantees. Admi ssion control is invoked at each node to
make a | ocal accept/reject decision, at the tine a host
requests a real-tinme service along sonme path through the
Internet. The adnission control algorithm nust be consistent
with the service nodel, and it is logically part of traffic
control. Although there are still open research issues in
admi ssion control, a first cut exists [JCSZ92].

Adm ssion control is sonetines confused with policing or
enforcenent, which is a packet-by-packet function at the
"edge" of the network to ensure that a host does not violate
its promised traffic characteristics. W consider policing
to be one of the functions of the packet schedul er

In addition to ensuring that QoS guarantees are net,
adm ssion control will be concerned with enforcing

adm ni strative policies on resource reservations. Sone
policies will demand authentication of those requesting
reservations. Finally, admission control will play an
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important role in accounting and administrative reporting.

The fourth and final conmponent of our inplenmentation framework is
a reservation setup protocol, which is necessary to create and
mai ntain flow specific state in the endpoint hosts and in routers
along the path of a flow. Section discusses a reservation setup
protocol called RSVP (for "ReSerVation Protocol") [RSVP93a

RSVP93b]. It may not be possible to insist that there be only one
reservation protocol in the Internet, but we will argue that
mul tiple choices for reservation protocols will cause confusion.

We believe that nultiple protocols should exist only if they
support different nodes of reservation

The setup requirenents for the link-sharing portion of the service
nodel are far |less clear than those for resource reservations.
Wil e we expect that much of this can be done through network
managenent interfaces, and thus need not be part of the overal
architecture, we nay also need RSVP to play a role in providing
the required state.

In order to state its resource requirenents, an application nust
specify the desired QS using a list of parameters that is called
a "flowspec" [Partridge92]. The flowspec is carried by the
reservation setup protocol, passed to adm ssion control for to
test for acceptability, and ultinmately used to paranetrize the
packet schedul i ng mechani sm

Fi gure shows how these conponents might fit into an I P router
that has been extended to provide integrated services. The router
has two broad functional divisions: the forwarding path bel ow the
doubl e horizontal line, and the background code above the line.

The forwarding path of the router is executed for every packet and
must therefore be highly optim zed. Indeed, in nost conmerci al
routers, its inplenentation involves a hardware assist. The
forwarding path is divided into three sections: input driver
internet forwarder, and output driver. The internet forwarder
interprets the internetworking protocol header appropriate to the
protocol suite, e.g., the IP header for TCP/IP, or the CLNP header
for OSI. For each packet, an internet forwarder executes a

sui te-dependent classifier and then passes the packet and its
class to the appropriate output driver. A classifier nust be both
general and efficient. For efficiency, a common nechani sm shoul d
be used for both resource classification and route | ookup

The out put driver inplenments the packet scheduler. (Layerists

wi || observe that the output driver now has two distinct sections:
t he packet scheduler that is largely independent of the detailed
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mechani cs of the interface, and the actual /O driver that is only
concerned with the grittiness of the hardware. The esti mator
lives somewhere in between. W only note this fact, wthout
suggesting that it be elevated to a principle.).

Reservati on

| |
| | | | | |
| | Routing | | Set up | | Managenent | |
| | Agent | | Agent | | Agent |

| | : | | : | [ N | |
| | : |
| v |
| | Admi ssion]| |
| . . | Control | |
| \Y N D | . |
| [ Routing ] \Y \Y |
| [ Dat abase] [Traffic Control Database] |
| |
| [ K, |
| | | [ _|_[_[_|] => o0 |
| | | | Packet |

| ====> | Cl assifier| =====>  Schedul er | ===>| | _| | ===>
| [ | | |
| | [ _I_[_[_| =>o0 |
| I'nput | I nt er net | |
| Driver | For war der | Out put Dri ver |
| | |

Figure 1: Inplenentation Reference Mddel for Routers

The background code is sinmply | oaded into router nmenory and
executed by a general - purpose CPU.  These background routines
create data structures that control the forwardi ng path. The
routing agent inplenents a particular routing protocol and builds
a routing database. The reservation setup agent inplenments the
protocol used to set up resource reservations; see Section . |If
adm ssion control gives the "OK'" for a new request, the
appropriate changes are made to the classifier and packet
schedul er database to inplenent the desired QS. Finally, every
router supports an agent for network nmanagenent. This agent nust
be able to nodify the classifier and packet schedul er databases to
set up controlled link-sharing and to set admi ssion contro
poli ci es.
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3.

The inplenentation franework for a host is generally simlar to
that for a router, with the addition of applications. Rather than
bei ng forwarded, host data originates and terminates in an
application. An application needing a real-tinme QS for a flow
must sonehow i nvoke a |l ocal reservation setup agent. The best way
to interface to applications is still to be determined. For
exanpl e, there mght be an explicit APl for network resource
setup, or the setup might be invoked inplicitly as part of the
operating system scheduling function. The IP output routine of a
host may need no classifier, since the class assignnment for a
packet can be specified in the local 1/O control structure
corresponding to the flow.

In routers, integrated service will require changes to both the
forwardi ng path and the background functions. The forwarding
pat h, whi ch may depend upon hardware accel eration for performance,
will be the nore difficult and costly to change. It will be vita
to choose a set of traffic control nmechanisns that is general and
adaptable to a wide variety of policy requirements and future
circunmst ances, and that can be inplemented efficiently.

I ntegrated Services Mbodel

A service nodel is enbedded within the network service interface

i nvoked by applications to define the set of services they can
request. Wile both the underlying network technol ogy and the
overlying suite of applications will evolve, the need for
conmpatibility requires that this service interface remain relatively
stable (or, nore properly, extensible; we do expect to add new
services in the future but we also expect that it will be hard to
change existing services). Because of its enduring inpact, the
servi ce nodel should not be designed in reference to any specific
network artifact but rather should be based on fundanental service
requirenents

We now briefly describe a proposal for a core set of services for the
Internet; this proposed core service nodel is nore fully described in
[ SCZz93a, SCz93b]. This core service nodel addresses those services
which relate nost directly to the tine-of-delivery of packets. W

| eave the remai ning services (such as routing, security, or stream
synchroni zation) for other standardization venues. A service nodel
consists of a set of service conmitnents; in response to a service
request the network commits to deliver sone service. These service
commitnents can be categorized by the entity to whomthey are nade
they can be made to either individual flows or to collective entities
(classes of flows). The service commitnents made to individual flows
are intended to provide reasonabl e application performance, and thus
are driven by the ergonomic requirenents of the applications; these
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service conmitnents relate to the quality of service delivered to an
i ndividual flow The service commitnents made to collective entities
are driven by resource-sharing, or economc, requirenments; these
service commitnents relate to the aggregate resources nade avail able
to the various entities.

In this section we start by exploring the service requirenents of
i ndi vidual flows and propose a corresponding set of services. W
then discuss the service requirenents and services for resource
sharing. Finally, we conclude with sone renmarks about packet

dr oppi ng.
3.1 Quality of Service Requirenents

The core service nodel is concerned al nost exclusively with the
ti me-of -delivery of packets. Thus, per-packet delay is the
central quantity about which the network makes quality of service
conmmitnents. W nake the even nore restrictive assunption that
the only quantity about which we nake quantitative service

conmi tnents are bounds on the nmaxi num and m ni num del ays.

The degree to which application performance depends on | ow del ay
service varies widely, and we can nake several qualitative

di stinctions between applications based on the degree of their
dependence. One class of applications needs the data in each
packet by a certain tinme and, if the data has not arrived by then
the data is essentially worthless; we call these real-tinme
applications. Another class of applications will always wait for
data to arrive; we call these " elastic" applications. W now
consider the delay requirenents of these two classes separately.

3.1.1 Real -Tinme Applications

An inmportant class of such real-tine applications, which are
the only real-tine applications we explicitly consider in the
argunents that follow, are "playback"” applications. In a

pl ayback application, the source takes sone signal, packetizes
it, and then transnits the packets over the network. The
network inevitably introduces sone variation in the delay of
the delivered packets. The receiver depacketizes the data and
then attenpts to faithfully play back the signal. This is done
by buffering the incom ng data and then replaying the signal at
sonme fixed offset delay fromthe original departure tine; the
term "playback point" refers to the point in time which is
offset fromthe original departure time by this fixed del ay.
Any data that arrives before its associated playback point can
be used to reconstruct the signal; data arriving after the

pl ayback point is essentially useless in reconstructing the
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real -tine signal

In order to choose a reasonable value for the offset delay, an
application needs sone "a priori" characterization of the
maxi mum del ay its packets will experience. This "a priori”
characterization could either be provided by the network in a
quantitative service conmmitnent to a delay bound, or through

t he observation of the del ays experienced by the previously
arrived packets; the application needs to know what delays to
expect, but this expectation need not be constant for the
entire duration of the flow

The performance of a playback application is neasured al ong two

di mensions: latency and fidelity. Sone playback applications,
in particular those that involve interaction between the two
ends of a connection such as a phone call, are rather sensitive

to the | atency; other playback applications, such as
transmitting a novie or lecture, are not. Simlarly,
applications exhibit a wide range of sensitivity to | oss of
fidelity. W will consider two somewhat artificially

di chot onous cl asses: intolerant applications, which require an
absol utely faithful playback, and tol erant applications, which
can tolerate some |loss of fidelity. W expect that the vast
bul k of audio and video applications will be tolerant, but we
al so suspect that there will be other applications, such as
circuit emulation, that are intolerant.

Del ay can affect the performance of playback applications in
two ways. First, the value of the offset delay, which is
determ ned by predictions about the future packet del ays,
determines the | atency of the application. Second, the del ays
of individual packets can decrease the fidelity of the playback
by exceedi ng the offset delay; the application then can either
change the offset delay in order to play back | ate packets
(which introduces distortion) or nerely discard | ate packets
(which creates an inconplete signal). The two different ways
of coping with | ate packets offer a choice between an

i nconpl ete signal and a distorted one, and the optinal choice
will depend on the details of the application, but the
important point is that |ate packets necessarily decrease
fidelity.

Intol erant applications nust use a fixed offset delay, since
any variation in the offset delay will introduce sone
distortion in the playback. For a given distribution of packet
delays, this fixed offset delay nmust be larger than the

absol ute nmaxi mum del ay, to avoid the possibility of late
packets. Such an application can only set its offset delay
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appropriately if it is given a perfectly reliable upper bound
on the maxi mum del ay of each packet. W call a service
characterized by a perfectly reliable upper bound on delay "
guar anteed service", and propose this as the appropriate
service nodel for intolerant playback applications.

In contrast, tolerant applications need not set their offset
del ay greater than the absol ute maxi mum del ay, since they can
tolerate some | ate packets. Mreover, instead of using a
single fixed value for the offset delay, they can attenpt to
reduce their latency by varying their offset delays in response
to the actual packet delays experienced in the recent past. W
call applications which vary their offset delays in this manner
"adaptive" playback applications.

For tol erant applications we propose a service nodel called "
predi ctive service" which supplies a fairly reliable, but not
perfectly reliable, delay bound. This bound, in contrast to
the bound in the guaranteed service, is not based on worst case

assunptions on the behavior of other flows. Instead, this
bound mi ght be conputed with properly conservative predictions
about the behavior of other flows. |If the network turns out to

be wong and the bound is violated, the application’s
performance will perhaps suffer, but the users are willing to
tolerate such interruptions in service in return for the
presumed | ower cost of the service. Furthernore, because many
of the tolerant applications are adaptive, we augnment the
predictive service to also give "m nimax" service, which is to
attenpt to minimze the ex post maxi numdelay. This service is
not trying to mninize the delay of every packet, but rather is
trying to pull in the tail of the delay distribution

It is clear that given a choice, with all other things being
equal , an application would performno worse with absolutely
reliable bounds than with fairly reliable bounds. Wy, then
do we offer predictive service? The key consideration here is
ef ficiency; when one rel axes the service requirenents from
perfectly to fairly reliable bounds, this increases the |leve
of network utilization that can be sustained, and thus the
price of the predictive service will presumably be | ower than
that of guaranteed service. The predictive service class is
notivated by the conjecture that the performance penalty wll
be small for tolerant applications but the overall efficiency
gain will be quite large

In order to provide a delay bound, the nature of the traffic
fromthe source nust be characterized, and there nust be some
adm ssion control algorithmwhich insures that a requested fl ow
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can actually be accommopdat ed. A fundanental point of our
overall architecture is that traffic characterization and

admi ssion control are necessary for these real-tinme delay bound
services. So far we have assuned that an application’s data
generation process is an intrinsic property unaffected by the
network. However, there are likely to be many audi o and vi deo
applications which can adjust their coding schene and thus can
alter the resulting data generation process depending on the
network service available. This alteration of the coding
schene will present a tradeoff between fidelity (of the coding
schene itself, not of the playback process) and the bandw dt h
requirenents of the flow Such "rate-adaptive" playback
applications have the advantage that they can adjust to the
current network conditions not just by resetting their playback
poi nt but also by adjusting the traffic pattern itself. For
rate-adaptive applications, the traffic characterizations used
in the service commtnent are not imutable. W can thus
augrment the service nodel by allowi ng the network to notify
(either inplicitly through packet drops or explicitly through
control packets) rate-adaptive applications to change their
traffic characterization

3.1.2 Elastic Applications

While real-tine applications do not wait for late data to
arrive, elastic applications will always wait for data to
arrive. It is not that these applications are insensitive to
delay; to the contrary, significantly increasing the delay of a
packet will often harmthe application s performnce. Rather
the key point is that the application typically uses the
arriving data i nmedi ately, rather than buffering it for sone
later time, and will always choose to wait for the inconing
data rather than proceed without it. Because arriving data can
be used i medi ately, these applications do not require any a
priori characterization of the service in order for the
application to function. Generally speaking, it is likely that
for a given distribution of packet del ays, the perceived
performance of elastic applications will depend nore on the
average delay than on the tail of the delay distribution. One
can think of several categories of such elastic applications:
interactive burst (Telnet, X, NFS), interactive bulk transfer
(FTP), and asynchronous bulk transfer (electronic mail, FAX).
The del ay requirenments of these elastic applications vary from
rat her demandi ng for interactive burst applications to rather

| ax for asynchronous bulk transfer, with interactive bulk
transfer being internmedi ate between them
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An appropriate service nodel for elastic applications is to
provi de "as-soon-as-possible", or ASAP service. (For
conmpatibility with historical usage, we will use the term
best-effort service when referring to ASAP service.). W
furthernore propose to offer several classes of best-effort
service to reflect the relative delay sensitivities of
different elastic applications. This service nodel allows
interactive burst applications to have | ower delays than
interactive bulk applications, which in turn would have | ower
del ays t han asynchronous bul k applications. In contrast to the
real -tine service nodels, applications using this service are
not subject to adm ssion control

The taxonony of applications into tolerant playback, intolerant
pl ayback, and elastic is neither exact nor conplete, but was
only used to guide the devel opnent of the core service nodel
The resulting core service nodel should be judged not on the
validity of the underlying taxononmy but rather on its ability
to adequately neet the needs of the entire spectrum of
applications. |In particular, not all real-tine applications
are playback applications; for exanple, one mght inmagine a

vi sual i zation application which nerely displayed the inmage
encoded in each packet whenever it arrived. However, non-

pl ayback applications can still use either the guaranteed or
predictive real-tinme service nodel, although these services are
not specifically tailored to their needs. Sinilarly, playback
applications cannot be neatly classified as either tolerant or
intolerant, but rather fall along a continuum offering both
guaranteed and predictive service allows applications to nmake
their own tradeoff between fidelity, l|atency, and cost.
Despite these obvious deficiencies in the taxonony, we expect
that it describes the service requirenents of current and
future applications well enough so that our core service node
can adequately neet all application needs.

3.2 Resource-Sharing Requirenments and Servi ce Model s

The | ast section considered quality of service commitnents; these
conmitnents dictate how the network nust allocate its resources
anong the individual flows. This allocation of resources is
typically negotiated on a flow by-flow basis as each fl ow requests
adm ssion to the network, and does not address any of the policy

i ssues that arise when one | ooks at collections of flows. To
address these collective policy issues, we now di scuss resource-
sharing service commtnents. Recall that for individual quality
of service commtnents we focused on delay as the only quantity of
interest. Here, we postulate that the quantity of primary
interest in resource-sharing is aggregate bandw dth on indivi dua
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links. Thus, this conponent of the service nodel, called "link-
sharing", addresses the question of how to share the aggregate
bandwi dth of a link anong various collective entities according to
some set of specified shares. There are several exanples that are
commonly used to explain the requirement of |ink-sharing anong
coll ective entities.

Mul ti-entity link-sharing. -- A link may be purchased and used
jointly by several organizations, government agencies or the like.
They may wish to insure that under overload the Iink is shared in
a controlled way, perhaps in proportion to the capital investnent
of each entity. At the sane tine, they mght w sh that when the
link is underl oaded, any one of the entities could utilize all the
i dl e bandwi dt h.

Mul ti-protocol link-sharing -- In a multi-protocol Internet, it
may be desired to prevent one protocol famly (DECnet, IP, IPX
CSl, SNA, etc.) fromoverloading the link and excludi ng the other
famlies. This is inportant because different fanilies may have
di fferent methods of detecting and responding to congestion, and
sonme mnet hods nmay be nore "aggressive" than others. This could I ead
to a situation in which one protocol backs off nore rapidly than
anot her under congestion, and ends up getting no bandw dt h.
Explicit control in the router may be required to correct this.
Agai n, one m ght expect that this control should apply only under
overload, while permitting an idle link to be used in any
proportion.

Mul ti-service sharing -- Wthin a protocol famly such as IP, an
adm nistrator mght wish to limt the fraction of bandw dth

all ocated to various service classes. For exanple, an

adm nistrator mght wish to limt the amount of real-tine traffic
to sone fraction of the link, to avoid preenpting elastic traffic
such as FTP.

In general terns, the link-sharing service nodel is to share the
aggregat e bandwi dth according to sone specified shares. W can
extend this link-sharing service nodel to a hierarchical version
For instance, a link could be divided between a nunber of

organi zati ons, each of which would divide the resulting allocation
anong a nunber of protocols, each of which would be divided anong
a nunber of services. Here, the sharing is defined by a tree with
shares assigned to each | eaf node

An idealized fluid nodel of instantaneous |ink-sharing with
proportional sharing of excess is the fluid processor sharing
nmodel (introduced in [DKS89] and further explored in [Parekh92]
and generalized to the hierarchical case) where at every instant
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the avail abl e bandwi dth is shared between the active entities
(i.e., those having packets in the queue) in proportion to the
assigned shares of the resource. This fluid nodel exhibits the
desired policy behavior but is, of course, an unrealistic

i deal i zation. W then propose that the actual service nodel
shoul d be to approxi mate, as closely as possible, the bandwi dth
shares produced by this ideal fluid nodel. It is not necessary to
require that the specific order of packet departures match those
of the fluid nodel since we presune that all detail ed per-packet
del ay requirenments of individual flows are addressed through
quality of service commtnents and, furthernore, the satisfaction
with the link-sharing service delivered will probably not depend
very sensitively on snmall deviations fromthe scheduling inplied
by the fluid Iink-sharing nodel.

We previously observed that admi ssion control was necessary to
ensure that the real-time service commtnments could be net.
Simlarly, adm ssion control will again be necessary to ensure
that the link-sharing conmmitnents can be net. For each entity,
admi ssion control nust keep the cunul ative guaranteed and
predictive traffic fromexceeding the assigned |ink-share.

3.3 Packet Dropping

So far, we have inplicitly assuned that all packets within a flow
were equally inportant. However, in nmany audio and vi deo streans,
sonme packets are nore val uable than others. W therefore propose
augrmenting the service nodel with a "preenptabl e" packet service
wher eby sone of the packets within a flow could be nmarked as
preenptable. Wien the network was in danger of not neeting sone
of its quantitative service conmitnents, it could exercise a
certain packet’'s "preenptability option" and discard the packet
(not nmerely delay it, since that would introduce out-of-order
probl ens). By discarding these preenptabl e packets, a router can
reduce the del ays of the not-preenpted packets.

Furt hernmore, one can define a class of packets that is not subject
to admission control. |In the scenario described above where
preenpt abl e packets are dropped only when quantitative service
commitnments are in danger of being violated, the expectation is
that preenptabl e packets will al nbst always be delivered and thus
they nmust included in the traffic description used in adm ssion
control. However, we can extend preenptability to the extrene
case of "expendabl e" packets (the term expendable is used to
connote an extrene degree of preenptability), where the
expectation is that many of these expendabl e packets may not be
delivered. One can then exclude expendabl e packets fromthe
traffic description used in adm ssion control; i.e., the packets
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are not considered part of the flow fromthe perspective of
admi ssion control, since there is no conmtnent that they will be
del i vered

3.4 Usage Feedback

Anot her inportant issue in the service is the nodel for usage

f eedback, al so known as "accounting", to prevent abuse of network
resour ces. The Iink-sharing service described earlier can be
used to provide adninistratively-inposed limts on usage.

However, a nore free-nmarket nodel of network access will require
back- pressure on users for the network resources they reserve.
This is a highly contentious issue, and we are not prepared to say
nore about it at this tine.

3.5 Reservation Model

The "reservation nodel" describes how an application negoti ates
for a QS level. The sinplest nodel is that the application asks
for a particular QS and the network either grants it or refuses.
Oten the situation will be nore conplex. Many applications will
be able to get acceptable service froma range of QS |levels, or
nore generally, from anywhere within sonme region of the multi-

di mensi onal space of a flowspec.

For exanple, rather than sinply refusing the request, the network
nm ght grant a |l ower resource level and informthe application of
what QoS has been actually granted. A nore conplex exanple is the
"two- pass” reservation nodel, In this schene, an "offered"
flowspec is propagated along the nulticast distribution tree from
each sender Si to all receivers Rj. Each router along the path
records these val ues and perhaps adjusts themto reflect available
capacity. The receivers get these offers, generate corresponding
"request ed" flowspecs, and propagate them back al ong the sane
routes to the senders. At each node, a local reconciliation nust
be perfornmed between the offered and the requested fl owspec to
create a reservation, and an appropriately nodified requested

fl owspec is passed on. This two-pass schene all ows extensive
properties |like allowd delay to be distributed across hops in the
path [ Tenet 90, ST2-90]. Further work is needed to define the
anount of generality, with a corresponding | evel of conplexity,
that is required in the reservation nodel.
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4, Traffic Control Mechani sns

We first survey very briefly the possible traffic control nechanisns.
Then in Section 4.2 we apply a subset of these nechanisns to support
the various services that we have proposed.

4.1 Basic Functions

In the packet forwarding path, there is actually a very limted
set of actions that a router can take. Gven a particul ar packet,
a router nust select a route for it; in addition the router can
either forward it or drop it, and the router may reorder it with
respect to other packets waiting to depart. The router can al so
hol d the packet, even though the link is idle. These are the
bui | di ng bl ocks from which we nust fashion the desired behavi or

4.1.1 Packet Scheduling

The basic function of packet scheduling is to reorder the

out put queue. There are nany papers that have been witten on
possi bl e ways to manage the output queue, and the resulting
behavi or. Perhaps the sinplest approach is a priority schene,

i n which packets are ordered by priority, and highest priority
packets always |eave first. This has the effect of giving sone
packets absol ute preference over others; if there are enough of
the higher priority packets, the |lower priority class can be
conpl etely prevented from bei ng sent.

An alternative scheduling scheme is round-robin or sone
variant, which gives different classes of packets access to a
share of the link. A variant called Wighted Fair Queueing, or
WFQ has been denonstrated to allocate the total bandwi dth of a
link into specified shares.

There are nore conpl ex schenes for queue managenent, nost of
whi ch invol ve observing the service objectives of individua
packets, such as delivery deadline, and ordering packets based
on these criteria.

4.1.2 Packet Dropping

The control |l ed droppi ng of packets is as inportant as their
schedul i ng.

Most obviously, a router rnust drop packets when its buffers are
all full. This fact, however, does not determ ne which packet
shoul d be dropped. Dropping the arriving packet, while sinple,
may cause undesired behavi or
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In the context of today’'s Internet, with TCP operating over
best effort IP service, dropping a packet is taken by TCP as a
signal of congestion and causes it to reduce its load on the
networ k. Thus, picking a packet to drop is the same as picking
a source to throttle. Wthout going into any particul ar
algorithm this sinple relation suggests that sone specific
droppi ng controls should be inplenented in routers to inprove
congestion control

In the context of real-tinme services, dropping nore directly
relates to achieving the desired quality of service. |If a
queue builds up, dropping one packet reduces the delay of all
the packets behind it in the queue. The |oss of one can
contribute to the success of many. The problemfor the

i npl enentor is to determ ne when the service objective (the
del ay bound) is in danger of being violated. One cannot | ook
at queue length as an indication of how | ong packets have sat
in a queue. |If thereis a priority schene in place, packets of
lower priority can be pre-enpted indefinitely, so even a short
gueue may have very old packets init. Wile actual tine
stanps could be used to nmeasure holding tinme, the conplexity
may be unaccept abl e.

Sone si npl e dropping schenes, such as conbining all the buffers
in a single global pool, and dropping the arriving packet if
the pool is full, can defeat the service objective of a WQ
schedul i ng schenme. Thus, dropping and schedul i ng must be
coordi nat ed

1.3 Packet d assification

The above di scussion of scheduling and droppi ng presuned that
t he packet had been classified into some flow or sequence of
packets that should be treated in a specified way. A
prelimnary to this sort of processing is the classification
itself. Today a router |ooks at the destination address and
selects a route. The destination address is not sufficient to
sel ect the class of service a packet nust receive; nore
information i s needed.

One approach woul d be to abandon the | P datagram nodel for a
virtual circuit nodel, in which a circuit is set up with
specific service attributes, and the packet carries a circuit
identifier. This is the approach of ATM as well as protocols
such as ST-11 [ST2-90]. Another nodel, less hostile to IP, is
to allowthe classifier to ook at nore fields in the packet,
such as the source address, the protocol nunber and the port
fields. Thus, video streanms m ght be recognized by a
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particul ar well-known port field in the UDP header, or a
particular flow mi ght be recognized by | ooking at both the
source and destination port nunbers. It would be possible to
| ook even deeper into the packets, for exanple testing a field
in the application layer to select a subset of a

hi erarchi cal |l y-encoded vi deo stream

The classifier inplenmentation issues are conplexity and
processi ng overhead. Current experience suggests that carefu

i npl ement ation of efficient algorithns can lead to efficient
classification of I P packets. This result is very inportant,
since it allows us to add QoS support to existing applications,
such as Tel net, which are based on existing | P headers.

One approach to reducing the overhead of classification would
be to provide a "flowid" field in the Internet-layer packet
header. This flowid would be a handle that could be cached
and used to short-cut classification of the packet. There are
a nunber of variations of this concept, and engineering is
required to choose the best design

1.4 Admi ssion Contro

As we stated in the introduction, real-tine service depends on
setting up state in the router and naking commitnents to
certain classes of packets. |In order to insure that these
commitnents can be net, it is necessary that resources be
explicitly requested, so that the request can be refused if the
resources are not available. The decision about resource
availability is called adni ssion control

Admi ssion control requires that the router understand the
demands that are currently being nmade on its assets. The
approach traditionally proposed is to renenber the service
paraneters of past requests, and nake a conputation based on
t he worst-case bounds on each service. A recent proposal
which is likely to provide better link utilization, is to
programthe router to nmeasure the actual usage by existing
packet flows, and to use this nmeasured information as a basis
of admitting new flows [JCSZ92]. This approach is subject to
hi gher risk of overload, but may prove nmuch nore effective in
usi ng bandwi dt h.

Note that while the need for admission control is part of the
gl obal service nodel, the details of the algorithmrun in each
router is a local matter. Thus, vendors can conpete by

devel opi ng and marketing better adm ssion control algorithns,
which lead to higher Iink |oadings with fewer service
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over | oads.

4.2 Applying the Mechanisns

The various tools described above can be combined to support the
servi ces which were discussed in section 3.

(o]

Br aden,

Cuar ant eed del ay bounds

A theoretical result by Parekh [Parekh92] shows that if the
router inplenents a WFQ scheduling discipline, and if the
nature of the traffic source can be characterized (e.g. if it
fits within sonme bound such as a token bucket) then there
will be an absol ute upper bound on the network delay of the
traffic in question. This sinple and very powerful result
applies not just to one switch, but to general networks of
routers. The result is a constructive one; that is, Parekh
di spl ays a source behavi or which | eads to the bound, and then
shows that this behavior is the worst possible. This neans
that the bound he conputes is the best there can be, under

t hese assunpti ons.

Li nk sharing

The sane WFQ schenme can provide controlled Iink sharing. The
service objective here is not to bound delay, but to linmt
overl oad shares on a link, while allowing any mx of traffic
to proceed if there is spare capacity. This use of WFQ i s
available in comercial routers today, and is used to
segregate traffic into classes based on such things as
protocol type or application. For exanple, one can allocate
separate shares to TCP, | PX and SNA, and one can assure that
network control traffic gets a guaranteed share of the |ink

Predictive real-tine service

This service is actually nore subtle than guaranteed service
Its objective is to give a delay bound which is, on the one
hand, as |ow as possible, and on the other hand, stable
enough that the receiver can estimate it. The WQ nechani sm
| eads to a guaranteed bound, but not necessarily a | ow bound.
In fact, nmixing traffic into one queue, rather than
separating it as in WQ |eads to | ower bounds, so |long as
the mixed traffic is generally simlar (e.g., mxing traffic
fromnultiple video coders makes sense, mixing video and FTP
does not).
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This suggests that we need a two-tier mechanism in which the
first tier separates traffic which has different service
obj ectives, and the second tier schedules traffic within each
first tier class in order to neet its service objective.

4.3 An exanple: The CSZ schene

As a proof of concept, a code package has been inpl emented which
realizes the services discussed above. |t actually uses a nunber
of the basic tools, conbined in a way specific to the service
needs. We describe in general ternms how it works, to suggest how
services can be realized. W stress that there are other ways of
building a router to neet the sane service needs, and there are in
fact other inplenentations being used today.

At the top level, the CSZ code uses WFQ as an i sol ation nmechani sm
to separate guaranteed flows fromeach other, as well as fromthe
rest of the traffic. GQuaranteed service gets the highest priority
when and only when it needs the access to neets its deadline. WQ
provi des a separate guarantee for each and every guaranteed flow

Predictive service and best effort service are separated by
priority. Wthin the predictive service class, a further priority
is used to provide sub-classes with different delay bounds.

I nsi de each predictive sub-class, sinple FIFO queueing is used to
mx the traffic, which seens to produce good overall del ay
behavior. This works because the top-tier algorithmhas separated
out the best effort traffic such as FTP.

Wthin the best-effort class, WFQ is used to provide |ink sharing.
Since there is a possible requirement for nested shares, this WQ
code can be used recursively. There are thus two different uses
of WFQ in this code, one to segregate the guaranteed classes, and
one to segregate the link shares. They are sinmilar, but differ in
detail .

Wthin each link share of the best effort class, priority is used
to pernmit nore tine-sensitive elastic traffic to precede other
elastic traffic, e.g., to allowinteractive traffic to precede
asynchronous bul k transfers.

The CSZ code thus uses both WFQ and priority in an alternating
manner to build a nmechanismto support a range of rather

sophi sticated service offerings. This discussion is very brief,
and does not touch on a nunber of significant issues, such as how
the CSZ code fits real time traffic into the |ink sharing

obj ectives. But the basic building blocks are very sinple, and
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very powerful. In particular, while priority has been proposed as
a key to real-tinme services, WFQ nay be the nore general and
powerful of the two schenmes. |It, rather than priority, supports

guar anteed service and |ink sharing.
5. Reservation Setup Protoco

There are a nunber of requirenents to be net by the design of a
reservation setuop protocol. It should be fundanmentally designed for
a multicast environnment, and it nust accommodat e heterogeneous
service needs. It nust give flexible control over the manner in

whi ch reservations can be shared al ong branches of the nulticast
delivery trees. It should be designed around the el enentary action
of addi ng one sender and/or receiver to an existing set, or deleting
one. It nust be robust and scale well to large nulticast groups.
Finally, it rmust provide for advance reservation of resources, and
for the preenption that this inplies. The reservation setup protoco
RSVP has been designed to neet these requirenents [ RSVP93a, RSVP93b].
This section gives an overview of the design of RSVP

5.1 RSVP Overvi ew

Figure shows multi-source, nmulti-destination data delivery for a
particul ar shared, distributed application. The arrows indicate
data flow from senders S1 and S2 to receivers Rl, R2, and R3, and
the cloud represents the distribution mesh created by the

mul ticast routing protocol. Milticasting distribution replicates
each data packet froma sender Si, for delivery to every receiver
R . W treat uncast delivery fromSl to RL as a special case, and
we call this nulticast distribution nesh a session. A session is
defined by the conmon IP (nulticast) destination address of the
receiver(s).

Sender s Recei vers
===> R1
S1 ===> Mul ti cast
===> R2

di stribution
S2 ===>

— N N e N

Figure 2: Multicast Distribution Session
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5.1.1 Flowspecs and Filter Specs

In general, an RSVP reservation request specifies the anount of
resources to be reserved for all, or sonme subset of, the
packets in a particul ar session. The resource quantity is
specified by a flowspec, while the packet subset to receive
those resources is specified by a filter spec. Assunm ng

adm ssion control succeeds, the flowspec will be used to
paranetrize a resource class in the packet scheduler, and the
filter spec will be instantiated in the packet classifier to
map the appropriate packets into this class. The subset of the
classifier state that selects a particular class is referred to
in RSVP docunentation as a (packet) "filter"

The RSVP protocol mechani sms provide a very general facility
for creating and maintaining distributed reservation state
across the mesh of nulticast delivery paths. These mechani sns
treat flowspecs and filter specs as nostly opaque binary data,
handing themto the local traffic control nachinery for
interpretation. O course, the service nodel presented to an
application nust specify how to encode fl owspecs and filter
specs.

5.1.2 Reservation Styles

RSVP offers several different reservation "styles", which
determi ne the manner in which the resource requirenents of
multiple receivers are aggregated in the routers. These styles
all ow the reserved resources to nore efficiently neet
application requirenents. Currently there are three
reservation styles, "wldcard", "fixed-filter", and " dynanic-
filter". A wldcard reservation uses a filter spec that is not
source-specific, so all packets destined for the associated
destination (session) nay use a comon pool of reserved
resources. This allows a single resource allocation to be nade
across all distribution paths for the group. The wldcard
reservation style is useful in support of an audi o conference,
where at nost a snmall nunber of sources are active

si mul t aneously and may share the resource all ocation

The other two styles use filter specs that select particul ar
sources. A receiver nmay desire to receive froma fixed set of
sources, or instead it may desire the network to switch between
di fferent source, by changing its filter spec(s) dymamically.

A fixed-filter style reservation cannot be changed during its
lifetime without re-invoking adnission control. Dynamic-filter
reservations do allow a receiver to nodify its choice of
source(s) over tine w thout additional adm ssion control
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however, this requires that sufficient resources be allocated
to handl e the worst case when all downstreamreceivers take
i nput fromdifferent sources.

5.1.3 Receiver Initiation

An i nmportant design question is whether senders or receivers
shoul d have responsibility for initiating reservations. A
sender knows the qualities of the traffic streamit can send,
while a receiver knows what it wants to (or can) receive

Per haps the nost obvious choice is to let the sender initiate
the reservation. However, this scales poorly for |arge,
dynanmic nmulticast delivery trees and for heterogeneous
receivers

Both of these scaling problens are solved by making the

recei ver responsible for initiating a reservation. Receiver
initiation handles heterogeneous receivers easily; each
receiver sinply asks for a reservation appropriate to itself,
and any differences anong reservations fromdifferent receivers
are resolved ("nerged") within the network by RSVP. Receiver
initiation is also consisent with IP rmulticast, in which a

mul ticast group is created inplicitly by receivers joining it.

Al t hough receiver-initiated reservation is the natural choice
for multicast sessions, the justification for receiver
initiateion may appear weaker for unicast sessions, where the
sender may be the logical session initiator. However, we
expect that every realtinme application will have its higher-

| evel signalling and control protocol, and this protocol can be
used to signal the receiver to initiate a reservation (and
perhaps indicate the flowspec to be used). For sinplicity and
economy, a setup protocol should support only one direction of
initiation, and, and receiver initiation appears to us to be
the cl ear w nner.

RSVP uses receiver-initiation of rservations [RSVP93b]. A
receiver is assuned to learn the senders’ offered fl owspecs by
a hi gher-1level nmechanism ("out of band"), it then generates its
own desired flowspec and propagates it towards the senders,
maki ng reservations in each router along the way.

5.1.4 Soft State
There are two different possible styles for reservation setup
protocols, the "hard state" (HS) approach (also called

"connection-oriented"), and the "soft state" (SS) approach
(al so called "connectionless"). In both approaches, nulticast

Braden, C ark & Shenker [ Page 27]



RFC 1633 Integrated Services Architecture June 1994

distribution is perforned using flow specific state in each
router along the path. Under the HS approach, this state is
created and deleted in a fully determ nistic manner by
cooperation anong the routers. Once a host requests a session
the "network" takes responsibility for creating and | ater
destroyi ng the necessary state. ST-11 is an exanple of the HS
approach [ST2-90]. Since nmanagenent of HS session state is
completely deterministic, the HS setup protocol nust be

reliable, with acknow edgnents and retransni ssions. |n order
to achieve determ nistic cleanup of state after a failure
there nust be sone nechanismto detect failures, i.e., an
"up/ down" protocol. The router upstream (towards the source)

froma failure takes responsibility for rebuilding the
necessary state on the router(s) along an alternate route.

RSVP takes the SS approach, which regards the reservation state
as cached information that is installed and periodically
refreshed by the end hosts. Unused state is tinmed out by the
routers. |If the route changes, the refresh nessages
automatically install the necessary state along the new route.
The SS approach was chosen to obtain the sinplicity and

robust ness that have been denonstrated by connectionl ess
protocol s such as IP [C ark88].

5.2 Routing and Reservations

There is a fundamental interaction between resource reservation
set up and routing, since reservation requires the installation of
flow state al ong the route of data packets. |If and when a route
changes, there nmust be sone nmechanismto set up a reservation

al ong the new route.

Some have suggested that reservation setup necessarily requires
route set up, i.e., the inposition of a virtual-circuit internet
| ayer. However, our goal is to sinply extend the Internet
architecture, not replace it. The fundanental connectionl ess
internet layer [Cl ark88] has been highly successful, and we wi sh
toretain it as an architectural foundation. W propose instead
to nodify somewhat the pure datagram forwardi ng nechani sm of the
present Internet to acconodate "I S"

Braden, C ark & Shenker [ Page 28]



RFC 1633 Integrated Services Architecture June 1994

There are four routing issues faced by a reservation setup
protocol such as RSVP

1. Find a route that supports resource reservation

This is sinply "type-of-service" routing, a facility that is
al ready available in some nodern routing protocols.

2. Find a route that has sufficient unreserved capacity for a
new fl ow.

Early experinents on the ARPANET showed that it is difficult
to do | oad-dependent dynamic routing on a packet-by- packet
basis without instability problens. However, instability
shoul d not be a problemif |oad-dependent routing is
performed only at reservation setup tine.

Two di fferent approaches nmight be taken to finding a route
wi th enough capacity. One could nodify the routing
protocol (s) and interface themto the traffic contro
mechani sm so the route conputation can consi der the average
recent load. Alternatively, the routing protocol could be
(re-)designed to provide nultiple alternative routes, and
reservation setup could be attenpted al ong each in turn.

3. Adapt to a route failure

When some node or link fails, adaptive routing finds an
alternate path. The periodic refresh nessages of RSVP will
autonmatically request a reservation along the new path. O
course, this reservation nay fail because there is

i nsufficienct available capacity on the new path. This is a
probl em of provisioning and network engineering, which cannot
be solved by the routing or setup protocols.

There is a problemof tineliness of establishing reservation
state on the new path. The end-to-end robustness nechani sm
of refreshes is linmted in frequency by overhead, which may
cause a gap in realtinme service when an old route breaks and
a new one is chosen. It should be possible to engi neer RSVP
to sypplenment the global refresh mechanismwth a |oca
repai r nechani sm using hints about route changes fromthe
routi ng mechani sm

4, Adapt to a route change (w thout failure)

Rout e changes may occur even without failure in the affected
path. Al though RSVP could use the sane repair techniques as
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those described in (3), this case raises a problemwth the

robustness of the QoS guarantees. |If it should happen that
admi ssion control fails on the newroute, the user will see
servi ce degradation unnecessarily and capriciously, since the
orginal route is still functional

To avoid this problem a nechanismcalled "route pinning" has
been suggested. This would nodify the routing protoco

i mpl ementation and the interface to the classifier, so that
routes associated with resource reservati ons would be
"pinned*. The routing prootocol would not change a pinned
route if it was still viable.

It may eventually be possible to fold together the routing and
reservati on setup problens, but we do not yet understand enough to
do that. Furthernore, the reservation protocol needs to coexi st
with a nunber of different routing protocols in use in the
Internet. Therefore, RSVP is currently designed to work with any
current-generation routing protocol wthout nodification. This is
a short-term conprom se, which may result in an occasional failure
to create the best, or even any, real-tine session, or an

occasi onal service degradation due to a route change. W expect
that future generations of routing protocols will renove this
conprom se, by including hooks and nechanisns that, in conjunction
with RSVP, will solve the problens (1) through (4) just listed
They will support route pinning, notification of RSVP to trigger

| ocal repair, and selection of routes with "IS" support and
adequat e capacity.

The last routing-related issue is provided by nobile hosts. CQur
conjecture is that nobility is not essentially different from
ot her route changes, so that the mechani sm suggested in (3) and
(4) will suffice. Mre study and experinentation is needed to
prove or disprove this conjecture.
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Security Considerations

As noted in Section 2.1, the ability to reserve resources will create
a requirenent for authentication, both of users requesting resource
guar antees and of packets that claimto have the right to use those
guarantees. These authentication issues are not otherw se addressed
in this meno, but are for further study.
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