Net wor k Wor ki ng Group A Mlis
Request for Comments: 1356 BBN Communi cati ons
bsol etes: RFC 877 D. Robi nson
Conput ervi si on Systens | ntegration

R Ul mann

Process Software Corporation

August 1992

Mul ti protocol |nterconnect
on X.25 and ISDN in the Packet Mode

Status of this Meno

This RFC specifies an | AB standards track protocol for the Internet
conmmunity, and requests discussion and suggestions for inprovenents.
Pl ease refer to the current edition of the "I AB Oficial Protoco

St andards" for the standardi zation state and status of this protocol.
Di stribution of this meno is unlimnted.

Abstract

This docunent specifies the encapsul ation of |IP and ot her network

| ayer protocols over X 25 networks, in accordance and alignnent with
ISOIEC and CCITT standards. It is a replacenent for RFC 877, "A
Standard for the Transm ssion of |P Datagrans Over Public Data

Net wor ks" [1].

It was witten to correct several anbiguities in the Internet
Standard for IP/X. 25 (RFC 877), to align it with |SQOI|EC standards
that have been witten following RFC 877, to allow interoperable

mul ti protocol operation between routers and bridges over X 25, and to
add sone additional remarks based upon practical experience with the
specification over the 8 years since that RFC

The substantive change to the I P encapsulation is an increase in the
al | oned | P dat agram Maxi mum Transmi ssion Unit from576 to 1600, to
reflect existing practice.

This docunent al so specifies the Internet encapsul ation for

protocols, including IP, on the packet node of the ISDN. It applies
to the use of Internet protocols on the ISDNin the circuit node only
when the circuit is established as an end-to-end X 25 connection
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over Large Public Data Networks Wirking Goup of the | ETF.

1. Conventions

The foll owi ng | anguage conventions are used in the itens of
specification in this docunent:

0 MIUST -- the itemis an absolute requirenent of the specification
MUST is only used where it is actually required for interoperation
not to try to inpose a particular nmethod on inpl enentors where not
required for interoperability.

0 SHOULD -- the itemshould be followed for all but exceptiona
ci rcunst ances

o MAY or optional -- the itemis truly optional and rmay be foll owed
or ignored according to the needs of the inplenentor.

The words "shoul d" and "may" are also used, in |lower case, in their
nore ordi nary senses

2. Introduction

RFC 877 was witten to docunment the nmethod CSNET and the VAN Gat eway
had adopted to transmt |P datagrans over X 25 networks. |Its success
is evident inits current wide use and the inclusion of its IP
protocol identifier in ISOIEC TR 9577, "Protocol ldentification in
the Network Layer" [2], which is adninistered by 1SOIEC and CCITT.

However, due to changes in the scope of X 25 and the protocol s that
it can carry, several inadequacies have becone evident in the RFC
especially in the areas of |P datagram Maxi mum Transni ssion Unit
(MIU) size, X 25 maxinum data packet size, virtual circuit
managenent, and the interoperable encapsul ation, over X 25, of
protocol s other than I P between multiprotocol routers and bridges.

As with RFC 877, one or nore X. 25 virtual circuits are opened on
demand when datagrans arrive at the network interface for
transmission. A virtual circuit is closed after some period of
inactivity (the Iength of the period depends on the cost associated
with an open virtual circuit). A virtual circuit may al so be closed
if the interface runs out of virtual circuits.
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3. Standards

3.1

Protocol Data Units (PDUs) are sent as X 25 "conpl ete packet
sequences". That is, PDUs begin on X 25 data packet boundaries and
the Mbit ("nmore data") is used to fragnent PDUs that are |arger
than one X 25 data packet in |ength.

In the | P encapsulation the PDUis the | P datagram

The first octet in the Call User Data (CUD) Field (the first data
octet in the Call Request packet) is used for protoco
demul ti plexing, in accordance with the Subsequent Protoco
Identifier (SPI) in ISOIEC TR 9577. This field contains a one-
octet Network Layer Protocol ldentifier (NLPID), which identifies
the network | ayer protocol encapsul ated over the X 25 virtua
circuit. The CUD field MAY contain nore than one octet of

i nformati on, and receivers MJST ignore all extraneous octets in the
field.

In the follow ng discussion, the nost significant digit of the
bi nary nunbers is left-nost.

For the Internet comunity, the NLPID has four rel evant val ues:

The val ue hex CC (binary 11001100, decinmal 204) is IP [6].
Conformance with this specification requires that | P be supported.
See section 5.1 for a diagram of the packet formats.

The val ue hex 81 (binary 10000001, decinmal 129) identifies I1SQOIEC
8473 (CLNP) [4]. |ISOIEC TR 9577 specifically allow other |1SQO1EC
connectionl ess-protocol packets, such as ES-1S and IS 1S, to also be
carried on the sane virtual circuit as CLNP. Conformance with this
speci fication does not require that CLNP be supported. See section
5.2 for a diagramof the packet fornmats.

The val ue hex 82 (binary 10000010, decinmal 130) is used specifically
for 1SOIEC 9542 (ES-1S) [5]. |If there is already a circuit open to
carry CLNP, then it is not necessary to open a second circuit to
carry ES-1S. Conformance with this specification does not require
that ES-1S be support ed.

The val ue hex 80 (binary 10000000, decinmal 128) identifies the use
of | EEE Subnetwork Access Protocol (SNAP) [3] to further encapsul ate
and identify a single network-layer protocol. The SNAP-encapsul at ed
protocol is identified by including a five-octet SNAP header in the
Call Request CUD field imediately followi ng the hex 80 octet. SNAP
headers are not included in the subsequent X 25 data packets. Only
one SNAP-encapsul ated protocol nmay be carried over a virtual circuit
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3.3

opened using this encoding. The receiver SHOULD accept the inconing
call only if it can support the particular SNAP-identified protocol
Conformance with this specification does not require that this SNAP
encodi ng be supported. See section 5.3 for a diagram of the packet
formats.

The val ue hex 00 (binary 00000000, decimal 0) identifies the Nul
encapsul ati on, used to nmultiplex nultiple network |layer protocols
over the same circuit. This encoding is further discussed in
section 3.3 bel ow

The "Assigned Nunbers" RFC [7] contains one other non-CCl TT and
non-1SQ | EC val ue that has been in active use for Internet X 25
encapsul ation identification, namely hex C5 (binary 11000101

deci mal 197) for Blacker X 25. This value MAY continue to be used,
but only by prior preconfiguration of the sending and receiving X 25
interfaces to support this value. The value hex CD (binary
11001101, decimal 205), listed in "Assigned Nunbers" for "ISO1P",
is also used by Blacker and al so can only be used by prior
preconfiguration of the sending and receiving X 25 interfaces.

Each system MUST only accept calls for protocols it can process;
every Internet system MJUST be able to accept the CC encapsul ation
for I P datagrans. A system MJST NOT accept calls, and then

i mediately clear them Accepting the call indicates to the calling
systemthat the protocol encapsulation is supported; on somne
networks, a call accepted and cleared is charged, while a cal
cleared in the request state is not charged.

Systens that support NLPIDs other than hex CC (for I P) SHOULD al | ow
their use to be configured on a per-peer address basis. The use of
hex CC (for IP) MJST al ways be all owed between peers and cannot be

confi gured.

The NLPI D encodi ngs di scussed in section 3.2 only allow a single
network | ayer protocol to be sent over a circuit. The Nul

encapsul ation, identified by a NLPID encodi ng of hex 00, is used in
order to multiplex nultiple network | ayer protocols over one
circuit.

When the Null encapsulation is used, each X 25 conpl ete packet
sequence sent on the circuit begins with a one-octet NLPID, which
identifies the network | ayer protocol data unit contained only in
that particul ar conpl ete packet sequence. Further, if the SNAP
NLPI D (hex 80) is used, then the NLPID octet is inmediately followed
by the five-octet SNAP header, which is then immediately foll owed by
the encapsul ated PDU. The encapsul ated network | ayer protocol MAY
differ fromone conpl ete packet sequence to the next over the sane
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3.4

Mal

circuit.

Wien a receiver is presented with an Incoming Call identifying the
Nul I encapsul ation, the receiver MJST accept the call if it supports
the Null encapsul ation for any network |ayer protocol. The receiver
MAY then silently discard a nultiplexed PDUif it cannot support
that particul ar encapsul ated protocol. See section 5.4 for a

di agram of the packet formats.

Use of the single network | ayer protocol circuits described in
section 3.2 is nore efficient in terms of bandwidth if only a
limted nunber of protocols are supported by a system It also
all ows each systemto determ ne exactly which protocols are
supported by its comruni cating partner. Oher advantages include
being able to use X 25 accounting to detail each protocol and
different quality of service or flow control w ndows for different
pr ot ocol s.

The Null encapsul ation, for multiplexing, is useful when a system
for any reason (such as inplenentation restrictions or network cost
consi derations), may only open a linited nunber of virtual circuits
simul taneously. This is the method nost likely to be used by a

mul ti protocol router, to avoid using an unreasonabl e nunber of
virtual circuits.

If performing | EEE 802.1d bridging across X. 25 is desired, then the
Nul I encapsul ati on MJUST be used. See section 4.2 for a further
di scussi on.

Conformance with this specification does not require that the Nul
encapsul ati on be support ed.

Systens that support the Null encapsul ation SHOULD allow its use to
be configured on a per-peer address basis.

For conpatibility with existing practice, and RFC 877 systens, |P
dat agrans MJST, by default, be encapsulated on a virtual circuit
opened with the CC CUD.

| mpl enent ati ons MAY al so support up to three other possible
encapsul ati ons of IP

o IP may be contained in nultiplexed data packets on a circuit using
the Null (nmultiplexed) encapsulation. Such data packets are
identified by a NLPID of hex CC

o I P may be encapsulated within the SNAP encapsul ation on a circuit.
This encapsulation is identified by containing, in the 5-octet SNAP
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header, an Organi zationally Unique Identifier (QU) of hex 00-00-00
and Protocol ldentifier (PID) of hex 08-00.

0 On a circuit using the Null encapsulation, |IP my be contained

within the SNAP encapsul ation of IP in nultiplexed data packets.

If an inplenentation supports the SNAP, nultipl exed, and/or

mul ti pl exed SNAP encapsul ations, then it MJST accept the encoding of
IP within the supported encapsul ation(s), MAY send | P using those
encapsul ati on(s), and MJST allow the | P encapsulation to send to be
configured on a per-peer address basis.

The negotiable facilities of X 25 MAY be used (e.g., packet and

wi ndow si ze negotiation). Since PDUs are sent as conpl ete packet
sequences, any maxi num X. 25 data packet size MAY be configured or
negoti ated between systens and their network service providers. See
section 4.5 for a discussion of maxi mum X. 25 data packet size and
net wor k perfor mance.

There is no inplied relationship between PDU size and X 25 packet
size (i.e., the method of setting |IP MU based on X 25 packet size
in RFC 877 is not used).

Every system MUST be able to receive and transnit PDUs up to at
| east 1600 octets in |ength.

For conmpatibility with existing practice, as well as
interoperability with RFC 877 systens, the default transmt MIU for
| P datagrans SHOULD default to 1500, and MJST be configurable in at
| east the range 576 to 1600.

This is done with a view toward a standard default | P MIU of 1500,
used on both local and wi de area networks with no fragnentation at
routers. Actually redefining the IP default MU is, of course

out side the scope of this specification

The PDU size (e.g., |IP MU MJST be configurable, on at |east a
per-interface basis. The maximumtransnitted PDU | ength SHOULD be
configurable on a per-peer basis, and MAY be configurable on a per-
encapsul ati on basis as well. Note that the ability to configure to
send | P datagranms with an MIU of 576 octets and to receive IP

dat agrans of 1600 octets is essential to interoperate with existing
i mpl enentati ons of RFC 877 and i npl enentations of this

speci fication.

Note that on circuits using the Null (rmultiplexed) encapsul ation
when | P packets are encapsul ated using the NLPI D of hex CC, then the
default I P MIU of 1500 inplies a PDU size of 1501; a PDU size of
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3.8

1600 inplies an I P MIU of 1599. When |P packets are encapsul at ed
using the NLPID of hex 80 followed by the SNAP header for |P, then
the default 1P MU of 1500 inplies a PDU size of 1506; a PDU size of
1600 inplies an I P MIU of 1594.

O course, an inplenentation MAY support a nmaxi num PDU si ze | arger
than 1600 octets. In particular, there is nolimt to the size that
may be used when explicitly configured by conmunicating peers.

Each I SO I EC TR 9577 encapsul ation (e.g., | P, CLNP, and SNAP)
requires a separate virtual circuit between systens. In addition
multiple virtual circuits for a single encapsul ati on MAY be used
bet ween systens, to, for exanple, increase throughput (see notes in
section 4.5).

Recei vers SHOULD accept nultiple inconming calls with the sane
encapsul ation froma single system Having done so, receivers MJST
then accept incomng PDUs on the additional circuit(s), and SHOULD
transmt on the additional circuits

Sheddi ng | oad by refusing additional calls for the sane

encapsul ation with a X. 25 diagnostic of O (DTE clearing) is correct
practice, as is shortening inactivity timers to try to clear
circuits.

Recei vers MJUST NOT accept the inconming call, only to close the
circuit or ignore PDUs fromthe circuit.

Because opening nultiple virtual circuits specifying the sane
encapsul ation is specifically allowed, algorithns to prevent virtua
circuit call collision, such as the one found in section 8.4.3.5 of
| SO | EC 8473 [4], MJUST NOT be inpl enment ed.

VWhile allowing multiple virtual circuits for a single protocol is
specifically desired and all owed, inplenmentations MAY choose (by
configuration) to pernit only a single circuit for sonme protocols to
sonme destinations. Only in such a case, if a colliding inconng

call is received while a call request is pending, the incom ng cal
shall be rejected. Note that this may result in a failure to
establish a connection. In such a case, each systemshall wait at

| east a configurable collision retry tinme before retrying. Adding a
random i ncrenent, w th exponential backoff if necessary, is
r econmended.

Ei ther system MAY close a virtual circuit. |If the virtual circuit
is closed or reset while a datagramis being transnmitted, the
datagramis lost. Systems SHOULD be able to configure a m ni num
holding tine for circuits to remain open as long as the endpoints
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are up. (Note that holding tinme, the tine the circuit has been open
differs fromidle tine.)

Each system MUST use an inactivity timer to clear virtual circuits
that are idle for some period of tinme. Sone X 25 networks,
including the | SDN under present tariffs in nbost areas, charge for
virtual circuit holding tinme. Even where they do not, the resource
SHOULD be rel eased when idle. The tinmer SHOULD be configurable; a
timer value of "infinite" is acceptable when explicitly configured.
The default SHOULD be a small nunber of minutes. For IP, a
reasonabl e default is 90 seconds.

Systens SHOULD al low calls fromunconfigured calling addresses
(presumably not collect calls, however); this SHOULD be a

configuration option. A system accepting such a call will, of
course, not transmt on that virtual circuit if it cannot determ ne
the protocol (e.g., I P) address of the caller. As an exanple, on

the DDN this is not a restriction because |P addresses can be
determined algorithmcally based upon the caller’s X 121 address
[7,9].

Al'l owi ng such calls hel ps work around various "hel pful” address
transl ati ons done by the network(s), as well as allow ng
experinentation with various address resol ution protocols.

Systens SHOULD use a configurable hold-down timer to prevent calls
to failed destinations frombeing i mediately retried.

X. 25 inplementations MUST mininmally support the follow ng features
in order to conformwi th this specification: call setup and
clearing and conpl ete packet sequences. For better perfornmance
and/ or interoperability, X 25 inplenentations SHOULD al so support:
ext ended frane and/ or packet sequence nunbering, flow contro

par anet er negoti ation, and reverse chargi ng.

The following X 25 features MJUST NOT be used: interrupt packets and
the Qbit (indicating qualified data). Oher X 25 features not
explicitly discussed in this document, such as fast select and the
D bit (indicating end-to-end significance) SHOULD NOT be used.

Use of the Dbit will interfere with use of the Mbit (nore data
sequences) required for identification of PDUs. |In particular, as
subscription to the D bit nodification facility (X 25-1988, section
3.3) will prevent proper operation, this user facility MJUST NOT be
subscri bed.

| SO | EC 8208 [11] defines the clearing diagnostic code 249 to
signify that a requested protocol is not supported. Systens MAY
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use this diagnostic code when clearing an incom ng call because the
identified protocol is not supported. Non-8208 systens nore
typically use a diagnostic code of O for this function. Supplying
a di agnostic code is not mandatory, but when it is supplied for
this reason, it MJST be either of these two val ues.

4. General Remarks

The follow ng remarks are not specifications or requirenments for
i mpl enent ati ons, but provi de devel opers and users w th guidelines and
the results of operational experience with RFC 877.

4.1 Protocols above the network |ayer, such as TCP or TP4, do not
affect this standard. |In particular, no attenpt is nade to open
X.25 virtual circuits corresponding to TCP or TP4 connecti ons.

4.2 Both the circuit and multipl exed encapsul ati ons of SNAP may be used
to contain any SNAP encapsul ated protocol. |In particular, this
i ncludes using an QU of 00-00-00 and the two octets of PID
containing an Ethertype [7], or using | EEE 802.1's QU of hex 00-
80-C2 with the bridging PIDs listed in RFC 1294, "Ml tiprotoco
I nterconnect over Frane Relay" [8]. Note that |IEEE 802.1d bridging
can only be performed over a circuit using the Null (rmultiplexed)
encapsul ati on of SNAP, because of the necessity of preserving the
order of PDUs (including 802.1d Bridged PDUs) using different SNAP
headers.

4.3 Experience has shown that there are X 25 inplenentations that wll
assign calls with CC CUD to the X.29 PAD (renmpote login) facility
when the I P layer is not installed, not configured properly, or not
operating (indeed, they assune that ALL calls for unconfigured or
unbound X. 25 protocol IDs are for X 29 PAD sessions). Cal
originators can detect that this has occurred at the receiver if the
originator receives any X 25 data packets with the Q bit set,
especially if the first octet of these packets is hex 02, 04, or 06

(X. 29 PAD paraneter comands). |n this case, the originator should
clear the call, and log the occurrence so that the m sconfigured
X. 25 address can be corrected. It nmay be useful to also use the

hol d-down tiner (see section 3.11) to prevent further attenpts for
some period of tine.

4.4 1t is often assuned that a larger X 25 data packet size will result
in increased performance. This is not necessarily true: in typica
X. 25 networks it will actually decrease perfornance.

Many, if not nobst, X 25 networks conmpletely store X 25 data packets

in each switch before forwarding them |If the X 25 network requires
a path through a nunber of switches, and | ow speed trunks are used,
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4.5

then negotiating and using large X 25 data packets could result in
large transit delays through the X. 25 network as a result of the
time required to clock the data packets over each | ow speed trunk

If a small end-to-end wi ndow size is also used, this may al so
adversely affect the end-to-end throughput of the X 25 circuit. For
this reason, segnenting large IP datagrans in the X 25 |ayer into
conpl et e packet sequences of snaller X 25 data packets allows a
greater anount of pipelining through the X 25 switches, with
subsequent inprovenents in end-to-end throughput.

Large X 25 data packet size conmbined with slow (e.g., 9.6Kbps)
physical circuits will also increase individual packet |atency for
other virtual circuits on the same path; this nay cause unacceptable
effects on, for exanple, X 29 connections.

This discussion is further conplicated by the fact that X 25
networks are free to internally conmbine or split X 25 data packets
as long as the conpl ete packet sequence is preserved.

The optinum X. 25 data packet size is, therefore, dependent on the
network, and is not necessarily the |largest size offered by that
net wor k.

Anot her nethod of increasing performance is to open nultiple virtua
circuits to the sane destination, specifying the sane CUD. Like
packet size, this is not always the best nethod.

When the throughput linmtation is due to X 25 w ndow size, opening
multiple circuits effectively nultiplies the wi ndow, and may
i ncrease perfornance

However, opening multiple circuits also conpetes nore effectively
for the physical path, by taking nore shares of the avail able
bandwi dth. While this nay be desirable to the user of the

encapsul ation, it may be sonewhat |ess desirable to the other users
of the path.

Opening multiple circuits nmay al so cause datagram sequenci ng and
reordering problenms in end systens with [inmted buffering (e.g., at
the TCP |l evel, receiving segnents out of order, when a single
circuit would have delivered themin order). This will only affect
perfornmance, not correctness of operation.

Opening multiple circuits may al so increase the cost of delivering
dat agrans across a public data network.
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4.6

51

Mal

Thi s docunent does not specify any nethod of dynamic IP to X 25 (or
X.121) address resolution. The problemis left for further study.

Typi cal present-day inplenmentations use static tables of varying
kinds, or an algorithm c transformation between IP and X 121
addresses [7,9]. There are proposals for other nethods. In
particular, RFC 1183 [10] descri bes Donmai n Nanme System ( DNS)
resource records that may be useful either for automatic resol ution
or for maintenance of static tables. Use of these nethod(s) is
entirely experinmental at this tine.

Packet Fornmats

For each protocol encoding, the diagrans outline the call request and
the data packet format. The data packet shown is the first of a

conpl ete packet (Mbit) sequence.

| P Encapsul ati on

Call Request:

[ TS TS B SR +----+
| GFI, LCN, type | addresses | facilities | CC
S [ S o m e oo oo - +--- -+

CLNP, ES-1S, IS-1S Encapsul ation

Call Request:

S S B S +----+
| GFI, LCN, type | addresses | facilities | 81
oo o S oo+

| GFI, LCN, | | CLNP, ES-1S, or IS IS datagram |

(Note that these datagrans are self-identifying in their
first octet).
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5.3 SNAP Encapsul ati on

Call Request:

S S S e e e e e - +
| GFI, LCN, type | addresses | facilities | 80 | SNAP (5 octets)
o e e S R o e e e a o +

5.4 Null (Miltiplexed) Encapsul ation

Call Request:

o e e S R +----+
| GFI, LCN, type | addresses | facilities | 00
oo oo R TR +----+

Exanpl es of data packets:

Mul ti pl exed | P datagram

T T T +
| GFI, LCN, | | CC| IP datagram
S T +

T e +
| GFI, LCN, | | 81 | CLNP datagram
S Fom e e e e e e e e - +

T I T +
| GFI, LCN, | | 80 | SNAP (5 octets) | Protocol Data Unit
S e e e e e - e e e a - +
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6. Security Considerations

Security issues are not discussed in this nmeno.
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