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not specify an Internet standard. Distribution of this nmemo is
unlimted.

Abstr act

This meno is an informati onal RFC which outlines one potenti al
approach for inter-domain routing in future global internets. The
focus is on scalability to very large networks and functionality, as
well as scalability, to support routing in an environnent of

het er ogeneous services, requirenents, and route selection criteria.
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funds from GTE Laboratories. The work of Y. Rekhter was supported by
t he Def ense Advanced Research Projects Agency, under contract
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1.0 Motivation

The gl obal internet can be nodeled as a collection of hosts

i nterconnected via transnission and switching facilities. Contro
over the collection of hosts and the transm ssion and sw tching
facilities that conpose the networking resources of the globa
internet is not honobgeneous, but is distributed anong nultiple
adm nistrative authorities. Resources under control of a single
administration forma domain. |In order to support each domain’s
aut onony and heterogeneity, routing consists of two distinct
conmponents: intra-domain (interior) routing, and inter-domain

(exterior) routing. Intra-domain routing provides support for data
comuni cati on between hosts where data traverses transm ssion and
switching facilities within a single domain. Inter-donain routing

provi des support for data conmuni cati on between hosts where data
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traverses transm ssion and switching facilities spanning multiple
domains. The entities that forward packets across donmai n boundaries
are called border routers (BRs). The entities responsible for
exchanging inter-domain routing information are called route servers
(RSs). RSs and BRs may be col ocat ed.

As the global internet grows, both in size and in the diversity of
routing requirenents, providing inter-domain routing that can
accommodat e both of these factors becones nore and nore crucial. The
nunber and diversity of routing requirenments is increasing due to:
(a) transit restrictions inposed by source, destination, and transit
networks, (b) different types of services offered and required, and
(c) the presence of nultiple carriers with different charging
schenes. The conbi natorial expl osion of nixing and matchi ng these
different criteria weighs heavily on the nmechani snms provi ded by
conventi onal hop-by-hop routing architectures ([ISI S10589, OSPF,
Hedri ck88, EGP]).

Current work on inter-domain routing within the Internet conmunity
has diverged in two directions: one is best represented by the Border
Gat eway Protocol (BGP)/Inter-Domain Routeing Protocol (1DRP)
architectures ([BGP91, Honi g90, IDRP91]), and another is best
represented by the Inter-Dormain Policy Routing (IDPR) architecture
([IDPRO0, Cark90]). In this paper we suggest that the two
architectures are quite conplenentary and shoul d not be consi dered
mut ual Iy excl usive

We expect that over the next 5 to 10 years, the types of services
available will continue to evolve and that specialized facilities
will be enployed to provide new services. Wile the nunber and
variety of routes provided by hop-by-hop routing architectures with
type of service (TOS) support (i.e., nultiple, tagged routes) nmay be
sufficient for a large percentage of traffic, it is inmportant that
mechani sms be in place to support efficient routing of specialized
traffic types via special routes. Exanples of special routes are:
(1) a route that travels through one or nore transit donmins that

di scrimnate according to the source donain, (2) a route that travels
through transit domai ns that support a service that is not w dely or
regularly used. W refer to all other routes as generic.

Qur desire to support special routes efficiently led us to

i nvestigate the dynamic installation of routes ([Breslau-Estrin9l

C ark90, IDPR90]). In a previous paper ([Breslau-Estrin91]), we
eval uated the algorithm c design choices for inter-domain policy
routing with specific attention to acconmodati ng source-specific and
other "special" routes. The conclusion was that special routes are
best supported with source-routing and extended |ink-state
algorithns; we refer to this approach as source-demand routing
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[ Footnote: The Inter-Donmain Policy Routing (IDPR) architecture uses
t hese techniques.]. However, a source-demand routing architecture,
used as the only nmeans of inter-domain routing, has scaling problens
because it does not lend itself to general hierarchical clustering
and aggregation of routing and forwarding information. For exanple,
even if a particular route froman internediate transit domain X, to
a destination domain Y is shared by 1,000 source-donai ns, |DPR
requires that state for each of the 1,000 routes be setup and

mai ntained in the transit border routers between X and Y. In
contrast, an alternative approach to inter-domain routing, based on
hop- by-hop routing and a distributed route-conputation algorithm
(described later), provides extensive support for aggregation and
abstraction of reachability, topology, and forwardi ng infornation.
The Border Gateway Protocol (BGP) and Inter-Donmai n Routeing Protoco
(I DRP) use these techniques ([BGP91, IDRP91]). Wiile the BGP/ I DRP
architecture is capable of accommodating very | arge nunbers of

dat agram networks, it does not provide support for specialized
routing requirenents as flexibly and efficiently as |IDPR-style
routing.

1.1 Overview of the Unified Architecture

We want to support special routes and we want to exploit aggregation
when a special route is not needed. Therefore, our scalable inter-
domai n routing architecture consists of two nmajor conponents:

sour ce-demand routing (SDR), and node routing (NR). The NR conponent
conputes and installs routes that are shared by a significant nunber
of sources. These generic routes are comonly used and warrant w de
propagati on, consequently, aggregation of routing information is
critical. The SDR conponent conputes and installs specialized routes
that are not shared by enough sources to justify conputation by NR

[ Footnote: Routes that are only needed sporadically (i.e., the denand
for themis not continuous or otherw se predictable) are al so
candidates for SDR]. The potentially |arge nunber of different
speci ali zed routes, conbined with their sparse utilization, nmake them
too costly to support with the NR nechani sm

A useful analogy to this approach is the manufacturing of consuner
products. Wen predictable patterns of demand exist, firns produce

objects and sell themas "off the shel f" consunmer goods. In our
architecture NR provides off-the-shelf routes. |If demand is not
predictable, then firnms accept special orders and produce what is
demanded at the tinme it is needed. 1In addition, if a part is so

specialized that only a single or snmall nunmber of consumers need it,
the consunmer nmay repeatedly special order the part, even if it is
needed in a predictabl e manner, because the consuner does not
represent a big enough market for the producer to bother managing the
itemas part of its regular production. SDR provides such specia
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order, on-denmand routes

By conbi ning NR and SDR routi ng we propose to support inter-domain
routing in internets of practically-unlimted size, while at the sane
time providing efficient support for specialized routing
requirenents.

The devel opment of this architecture does assune that routing

requi renents will be diverse and that special routes will be needed
On the other hand, the architecture does not depend on assunptions
about the particular types of routes demanded or on the distribution
of that demand. Routing will adapt naturally over tine to changing
traffic patterns and new services by shifting conputation and
installation of particular types of routes between the two conponents
of the hybrid architecture [Footnote: Before continuing with our

expl anation of this architecture, we wish to state up front that
supporting highly specialized routes for all source-destination pairs
in an internet, or even anything close to that nunber, is not
feasible in any routing architecture that we can foresee. |n other
words, we do not believe that any foreseeable routing architecture
can support unconstrained proliferation of user requirenments and
network services. At the sane tine, this is not necessarily a
problem The capabilities of the architecture may in fact exceed the
requirenents of the users. Mreover, sone of the requirenents that
we regard as infeasible fromthe inter-donmain routing point of view,
may be supported by neans conpl etely outside of routing.

Nevert hel ess, the caveat is stated here to preenpt unrealistic
expectations.].

Wil e the packet forwarding functions of the NR and SDR conponents
have little or no coupling with each other, the connectivity

i nformati on exchange nmechani sm of the SDR conponent relies on
services provided by the NR conponent.

1.2 Qutline

The renai nder of this report is organized as follows. Section 2
outlines the requirements and priorities that guide the design of the
NR and SDR conponents. Sections 3 and 4 describe the NR and SDR

desi gn choi ces, respectively, in light of these requirenents.

Section 5 describes protocol support for the unified architecture and
briefly discusses transition issues. W conclude with a brief
sunmmary.
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2.0 Architectural Requirenents and Priorities

In order to justify our design choices for a scalable inter-domain
routing architecture, we nust articulate our evaluation criteria and
priorities. This section defines conplexity, abstraction, policy,
and type of service requirenents.

2.1 Conplexity

Inter-domain routing conplexity must be evaluated on the basis of the
foll owi ng performance netrics: (1) storage overhead, (2)

conput ati onal overhead, and (3) nessage overhead. This evaluation is
essential to deternmining the scalability of any architecture.

2.1.1 Storage Overhead

The storage overhead of an entity that participates in inter-domain
routing cones fromtwo sources: Routing Infornmation Base (R B), and
Forwardi ng I nfornati on Base (FIB) overhead. The RI B contains the
routing information that entities exchange via the inter-donain
routing protocol; the RIBis the input to the route conputation. The
FIB contains the information that the entities use to forward the
inter-domain traffic; the FIB is the output of the route conputation
For an acceptable | evel of storage overhead, the anount of
information in both FIBs and RI Bs should grow significantly sl ower
than linearly (e.g., close to logarithnmcally) with the total number
of domains in an internet. To satisfy this requirenent with respect
to the RIB, the architecture nust provide nechanisns for either
aggregation and abstraction of routing and forwardi ng information, or
retrieval of a subset of this information on denmand. To satisfy this
requirenent with respect to the FIB, the architecture nust provide
mechani snms for either aggregation of the forwarding i nformation (for
the NR conputed routes), or dynam c installation/tear down of this

i nformation (for the SDR conputed routes).

Besides being an intrinsically inportant evaluation netric, storage
overhead has a direct inpact on conputational and bandw dth
complexity. Unless the conputational conplexity is fixed (and

i ndependent of the total nunber of dommins), the storage overhead has
direct inpact on the conmputational conplexity of the architecture
since the routing information is used as an input to route

conput ation. Moreover, unless the architecture enploys increnenta
updat es, where only changes to the routing information are
propagat ed, the storage overhead has direct inpact on the bandw dth
overhead of the architecture since the exchange of routing

i nformati on constitutes nost of the bandw dth overhead.
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2.1.2 Conputational Overhead

The NR conponent will rely primarily on preconputation of routes. |If
i nter-domain routing is ubiquitous, then the preconputed routes

i nclude all reachable destinations. Even if policy constraints nake
fully ubiquitous routing inpossible, the preconputed routes are
likely to cover a very large percentage of all reachable
destinations. Therefore the conplexity of this conputation nust be
as snmall as possible. Specifically, it is highly desirable that the
architecture would enpl oy sone formof partial conputation, where
changes in topology would require |l ess than conplete reconputation
Even if conplete reconputation is necessary, its conplexity should be
less than linear with the total nunber of domains.

The SDR conponent will use on-denand conputation and caching
Therefore the conplexity of this conputation can be somewhat hi gher.
Anot her reason for relaxed conplexity requirenents for SDR is that
SDR i s expected to conpute routes to a snaller nunber of destinations
than is NR (although SDR route conputation nay be invoked nore
frequently).

Under no circumnmstances is conputational conplexity allowed to becone
exponential (for either the NR or SDR conponent).

2.1.3 Bandw dt h Over head

The bandwi dth consumed by routing information distribution should be
limted. However, the possible use of data conpression techni ques
and the increasing speed of network Iinks nmake this | ess inportant
than route conputation and storage overhead. Bandwi dth overhead nay
be further contained by using increnental (rather than conplete)
exchange of routing information.

Whi | e storage and bandwi dth overhead may be interrelated, if
i ncrenmental updates are used then bandw dth overhead is negligible in
the steady state (no changes in topology), and is independent of the

storage overhead. In other words, use of increnental updates
constrains the bandwi dth overhead to the dynamics of the internet.
Therefore, inmprovenents in stability of the physical |inks, comnbined

wi th techniques to danpen the effect of topological instabilities,
wi | I nmake the bandw dth overhead even | ess inportant.

2.2 Aggregation
Aggregation and abstraction of routing and forwarding information
provi des a very powerful nechanismfor satisfying storage

conmput ati onal, and bandw dth constraints. The ability to aggregate,
and subsequently abstract, routing and forwarding infornmation is
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essential to the scaling of the architecture [Footnote: Wile we can
not prove that there are no other ways to achieve scaling, we are not
awar e of any mechani smother than clustering that allows information
aggregation/abstraction. Therefore, the rest of the paper assunes
that clustering is used for information aggregation/abstraction.].
This is especially true with respect to the NR conponent, since the
NR conponent nust be capable of providing routes to all or al nost al
reachabl e desti nati ons.

At the same tine, since preserving each domain’s i ndependence and
aut onony is one of the crucial requirenents of inter-domain routing,
the architecture nust strive for the maxinumflexibility of its
aggregation schene, i.e., inpose as few preconditions, and as little
gl obal coordination, as possible on the participati ng domai ns.

The Routing Information Base (RIB) carries three types of

information: (1) topology (i.e., the interconnections between domains
or groups of dommins), (2) network | ayer reachability, and (3)
transit constraint. Aggregation of routing information should
provide a reduction of all three conponents. Aggregation of
forwarding information will follow fromreachability information

aggr egati on.

Clustering (by formng routing donmain confederations) serves the
foll owi ng aggregation functions: (1) to hide parts of the actua
physi cal topol ogy, thus abstracting topological information, (2) to
conmbi ne a set of reachable destination entities into a single entity
and reduce storage overhead, and (3) to express transit constraints
in ternms of clusters, rather than individual domains.

As argued in [Breslau-Estrin9l], the architecture nust allow
confederations to be formed and changed wi t hout extensive
configuration and coordination; in particular, formng a

conf ederati on shoul d not require gl obal coordination (such as that
required in ECVA ([ECMA89]). In addition, aggregation should not
require explicit designation of the relative placenent of each donain
relative to another; i.e., domains or confederations of domains
shoul d not be required to agree on a partial ordering (i.e., who is
above whom etc.).
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The architecture should allow different domains to use different

met hods of aggregation and abstraction. For exanple, a research

col l aborator at IBM might route to USC as a donain-level entity in
order to take advantage of some special TOS connectivity to, or even
t hrough, USC. Whiereas, soneone else at Digital Equi prent Corporation
m ght see information at the | evel of the California Educationa
Institutions Confederation, and know only that USC is a nmenber.

Al ternatively, USC nmight see part of the internal structure within
the 1 BM Confederation (at the domain’s level), whereas UCLA may route
based on the confederation of |BM domains as a whol e.

Support for confederations should be flexible. Specifically, the
architecture should all ow confederations to overlap w thout being
nested, i.e., a single domain, or a group of dommins nmay be part of
nore than one confederation. For exanple, USC may be part of the
California Educational Institutions Confederation and part of the US
R&D I nstitutions Confederation; one is not a subset of the other.
Anot her exanple: T.J. Wtson Research Center night be part of
NYSERNET Conf ederati on and part of |BM R&D US Confederation. Wile
t he above exanpl es describe cases where overlap consists of a single
domai n, there may be other cases where multiple domains overlap. As
an exanpl e consider the set of domains that formthe | BM

Conf eder ati on, and another set of dommins that formthe DEC
Confederation. Wthin IBMthere is a domain | BM Research, and
simlarly within DEC there is a donmai n DEC- Research. Both of these
domai ns coul d be involved in sonme collaborative effort, and thus have
established direct links. The architecture should allow restricted
use of these direct links, so that other domains within the | BM

Conf ederati on would not be able to use it to talk to other donains
within the DEC Confederation. A sinmilar exanple exists when a

mul tinati onal corporation forns a confederation, and the individua
branches within each country al so belong to their respective country
confederations. The corporation nay need to protect itself from
bei ng used as an inter-country transit domain (due to internal, or
international, policy). Al of the above exanples illustrate a
situation where confederations overlap, and it is necessary to
control the traffic traversing the overl apping resources.

Whil e flexible aggregation should be accommpdated in any inter-donmain
architecture, the extent to which this feature is exploited will have
direct a effect on the scalability associated with aggregation. At
the sane tine, the exploitation of this feature depends on the way
addresses are assigned. Specifically, scaling associated with
forwarding i nformati on depends heavily on the assunption that there
wi Il be general correspondence between the hierarchy of address
registration authorities, and the way routing domai ns and routing
domai n confederations are organi zed (see Section 2.6).
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2.3 Routing Policies

Routing policies that the architecture nust support nay be broadly
classified into transit policies and route selection policies
[Breslau-Estrin 91, Estrin89].

Restrictions inposed via transit policies nay be based on a variety
of factors. The architecture should be able to support restrictions
based on the source, destination, type of services (TOS), user class
identification (UCl), charging, and path [Estrin89 , Little89]. The
architecture nust allow expression of transit policies on all routes,
both NR and SDR. Even if NR routes are widely used and have fewer
source or destination restrictions, NR routes nmay have sone transit
qualifiers (e.g., TOS, charging, or user-class restriction). |If the
nost w dely-usable route to a destination has policy qualifiers, it
shoul d be advertiseable by NR and the transit constraints should be
explicit.

Rout e sel ection policies enable each domain to select a particul ar
route anong nultiple routes to the sanme destination. To naintain
maxi num aut onony and i ndependence between domai ns, the architecture
must support heterogeneous route sel ection policies, where each
domain can establish its own criteria for selecting routes. This
argunent was nmde earlier with respect to source route sel ection

([ DPRO0O, O ark90, Breslau-Estrin9l]). |In addition, each
internediate transit donmain nust have the flexibility to apply its
own selection criteria to the routes made available to it by its

nei ghbors. This is really just a corollary to the above; i.e., if we
all ow route selection policy to be expressed for NR routes, we can
not assunme all domains will apply the sane policy. The support for
dissimlar route selection policies is one of the key factors that

di stinguish inter-donmain routing fromintra-donmain routing ([ ECVA89
Estrin89]). However, it is a non-goal of the architecture to support
all possible route selection policies. For nore on unsupported route
sel ection policies see Section 2.3.2 bel ow

2.3.1 Routing Information Hi ding

The architecture should not require all domains within an internet to
reveal their connectivity and transit constraints to each other.
Domai ns should be able to enforce their transit policies while
limting the advertisenent of their policy and connectivity

i nformati on as nuch as possible; such advertisenent will be driven by
a "need to know' criteria. Moreover, advertising a transit policy to

domai ns that can not use this policy will increase the anount of
routing information that nust be stored, processed, and propagat ed.
Not only may it be inpractical for a router to maintain full inter-

domai n topol ogy and policy information, it may not be permtted to
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obtain this information.
2.3.2 Policies Not Supported

In this and previous papers we have argued that a gl obal inter-domain

routing architecture should support a wide range of policies. In
this section we identify several types of policy that we explicitly
do not propose to support. In general our reasoning is pragmatic; we

think such policy types are either very expensive in terns of
overhead, or may lead to routing instabilities.

1. Route selection policies contingent on external behavior
The route sel ection process nmay be nodel ed by a function that
assigns a non-negative integer to a route, denoting the degree
of preference. Route selection applies this function to al
feasible routes to a given destination, and selects the route
with the highest value. To provide a stable environnent, the
preference function should not use as an input the status and
attributes of other routes (either to the sane or to a
di fferent destination).

2. Transit policies contingent on external behavior.
To provide a stable environnent, the domain’s transit policies
can not be automatically affected by any infornmation external
to the domain. Specifically, these policies can not be nodified,
automatically, in response to information about other donains’
transit policies, or routes selected by local or other domains.
Simlarly, transit policies can not be automatically nodified
in response to information about performance characteristics of
ei ther local or external domains.

3. Policies contingent on external state (e.g., |oad).
It is a non-goal of the architecture to support |oad-sensitive
routing for generic routes. However, it is possible that some
types of service may enploy load information to sel ect anong
al ternate SDR routes.

4. Very | arge nunber of simnultaneous SDR routes.
It is a non-goal of the architecture to support a very |arge
nunber of sinultaneous SDR routes through any single router.
Specifically, the FIB storage overhead associated with SDR
routes nust be conparable with that of NR routes, and should
al ways be bound by the conplexity requirements outlined earlier
[ Foonote: As discussed earlier, theoretically the state overhead
could grow Q(CN*2) with the nunmber of domains in an internet.
However, there is no evidence or intuition to suggest that
this will be alimting factor on the wide utilization of SDR
provided that NRis available to handl e generic routes.].
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2.4 Support for TOS Routing

Thr oughout this docunment we refer to support for type of service
(TOS) routing. There is a great deal of research and devel opnent
activity currently underway to explore network architectures and
protocols for high-bandwidth, nmultinedia traffic. Sone of this
traffic is delay sensitive, while sonme requires high throughput. It
is unrealistic to assune that a single conmunication fabric will be
depl oyed honogeneously across the internet (including all

nmet ropol i tan, regional, and backbone networks) that will support al
types of traffic uniformy. To support diverse traffic requirenents
in a heterogeneous environnment, various resource nanagenent

mechani snms will be used in different parts of the global internet
(e.g., resource reservation of various kinds) [ST2-90, Zhang91].

In this context, it is the job of routing protocols to |ocate routes
that can potentially support the particular TCS requested. It is
explicitly not the job of the general routing protocols to locate
routes that are guaranteed to have resources available at the
particular time of the route request. In other words, it is not
practical to assume that instantaneous resource availability will be
known at all renote points in the global internet. Rather, once a
TOS route has been identified, an application requiring particul ar
service guarantees will attenpt to use the route (e.g., using an
explicit setup nmessage if so required by the underlying networks).
In Section 4 we describe additional services that nay be provided to
support nore adaptive route selection for special TGS [ Foot note:
Adaptive route selection inplies adaptability only during the route
sel ection process. Once a route is selected, it is not going to be a
subj ect to any adaptations, except when it becones infeasible.].

2.5 Commonal ity between Routing Conponents

VWhile it is acceptable for the NR and SDR conponents to be
dissimlar, we do recognize that such a solution is |less desirable --
all other things being equal. 1In theory, there are advantages in
havi ng the NR and SDR conponents use simlar algorithms and

nmechani sms. Code and dat abases could be shared and the architecture
woul d be nore manageabl e and conprehensible. On the other hand,
there may be sone benefit (e.g., robustness) if the two parts of the
architecture are heterogeneous, and not conpletely inter-dependent.
In Section 5 we |list several areas in which opportunities for

i ncreased commonal ity (unification) will be expl oited.

2.6 Interaction with Addressing

The proposed architecture should be applicable to various addressing
schenes. There are no specific assunptions about a particul ar
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address structure, except that this structure should facilitate
i nformation aggregation, w thout forcing rigid hierarchical routing.

Beyond this requirenment, nost of the proposals for extending the IP
address space, for exanple, can be used in conjunction with our
architecture. But our architecture itself does not provide (or

i mpose) a particular solution to the addressing probl em
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3.0 Design Choices for Node Routing (NR)

This section addresses the design choices made for the NR component
in light of the above architectural requirements and priorities. Al
of our discussion of NR assunmes hop-by-hop routing. Source routing
is subject to different constraints and is used for the conpl enentary
SDR conponent .

3.1 Overview of NR

The NR conponent is designed and optim zed for an environnment where a
| arge percentage of packets will travel over routes that can be
shared by nmultiple sources and that have predictable traffic
patterns. The efficiency of the NR conponent inproves when a numnber
of source donains share a particular route fromsonme internedi ate
point to a destination. Mreover, NRis best suited to provide
routing for inter-domain data traffic that is either steady enough to
justify the existence of a route, or predictable, so that a route nay
be install ed when needed (based on the prediction, rather than on the
actual traffic). Such routes |end thenselves to distributed route
conputation and installation procedures.

Routes that are installed in routers, and information that was used
by the routers to conpute these routes, reflect the known operationa
state of the routing facilities (as well as the policy constraints)
at the tine of route conputation. Route conputation is driven by
changes in either operational status of routing facilities or policy
constraints. The NR conmponent supports route conputation that is
dynami cal | y adaptable to both changes in topology and policy. The NR
conponent allows tine-dependent selection or deletion of routes.
However, time dependency nust be predictable (e.g., advertising a
certain route only after business hours) and routes shoul d be used
wi dely enough to warrant inclusion in NR

The proposed architecture assunmes that nost of the inter-domain
conversations will be forwarded via routes conputed and installed by
the NR conponent.

Moreover, the exchange of routing information necessary for the SDR
component depends on facilities provided by the NR conmponent; i.e.
NR policies nmust allow SDR reachability information to travel
Therefore, the architecture requires that all domains in an internet
i mpl ement and participate in NR  Since scalability (with respect to
the size of the internet) is one of the fundanental requirements for
the NR conponent, it nust provide nultiple mechanisnms with various
degrees of sophistication for information aggregation and
abstraction.
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The potential reduction of routing and forwardi ng i nformati on depends
very heavily on the way addresses are assigned and how donai ns and
their confederations are structured. "If there is no correspondence
bet ween the address registration hierarchy and the organi sati on of
rout ei ng donmains, then ... each and every routeing donmain in the OSIE
woul d need a table entry potentially at every boundary IS of every
other routeing domain" ([Oran89]). Indeed, scaling in the NR
conmponent is alnost entirely predicated on the assunption that there
wi Il be general correspondence between the hierarchy of address
assignnment authorities and the way routing domai ns are organi sed, so
that the efficient and frequent aggregation of routing and forwarding
information will be possible. Therefore, given the nature of inter-
domain routing in general, and the NR conponent in particular,
scalability of the architecture depends very heavily on the
flexibility of the schene for information aggregation and
abstraction, and on the preconditions that such a schene inposes.
Moreover, given a flexible architecture, the operational efficiency
(scalability) of the global internet, or portions thereof, wll
depend on tradeoffs nade between flexibility and aggregation

Whil e the NR conponent is optinized to satisfy the conmon case
routing requirenents for an extrenely |arge popul ation of users, this
does not inmply that routes produced by the NR conponent would not be
used for different types of service (TOS). To the contrary, if a TGS
becones sufficiently widely used (i.e., by multiple domains and
predictably over tine), then it nmay warrant being conputed by the NR
conmponent .

To summari ze, the NR conponent is best suited to provide routes that
are used by nore than a single donmain. That is, the efficiency of
the NR conponent inproves when a nunber of source donmins share a
particular route fromsone internediate point to a destination
Moreover, NR is best suited to provide routing for inter-donain data
traffic that is either steady enough to justify the existence of a
route, or predictable, so that a route may be installed when needed,
(based on the prediction, rather than on the actual traffic).

3.2 Routing Algorithm Choices for NR

G ven that a NR component based on hop-by-hop routing is needed to
provi de scal able, efficient inter-domain routing, the remainder of
this section considers the fundanental design choices for the NR
routing al gorithm

Typically the debate surrounding routing algorithnms focuses on |ink
state and di stance vector protocols. However, sinple distance vector
protocols (i.e., Routing Information Protocol [Hedrick88]), do not
scal e because of convergence problens. |Inproved di stance vector
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protocol s, such as those discussed in [Jaffee82, Zaunen9l, Shin87],
have been devel oped to address this issue using synchronization
mechani sms or additional path information. 1In the case of inter-
domai n routing, having additional path information is essential to
supporting policy. Therefore, the algorithns we consider for NR are
link state and one we call path vector (PV). \Wereas the
characteristics of link state algorithns are generally understood
(for exanple, [Zaumen 91]), we nust digress fromour eval uation

di scussion to describe briefly the newer concept of the PV al gorithm
[ Foot note: We assune that sone formof SPF algorithmw Il be used to
comput e paths over the topol ogy database when LS algorithnms are used
[Dijkstrab59, GOSPF]].

3.2.1 Path Vector Protocol Overview

The Border Gateway Protocol (BGP) (see [BGP91]) and the Inter Domain
Routing Protocol (IDRP) (see [IDRP91]) are exanples of path vector
(PV) protocols [Footnote: BGP is an inter-autononous systemrouting
protocol for TCP/IP internets. |IDRP is an OSI inter-donain routing
protocol that is being progressed toward standardi zation within | SO
Since in terns of functionality BGP represents a proper subset of

I DRP, for the rest of the paper we will only consider IDRP.].

The routing al gorithm enpl oyed by PV bears a certain resenblance to
the traditional Bellnman-Ford routing algorithmin the sense that each
border router advertises the destinations it can reach to its

nei ghbori ng BRs. However,the PV routing al gorithm augnents the
adverti senent of reachable destinations with information that
describes various properties of the paths to these destinations.

This information is expressed in terns of path attributes. To
enphasi ze the tight coupling between the reachabl e destinations and
properties of the paths to these destinations, PV defines a route as
a pairing between a destination and the attributes of the path to
that destination. Thus the name, path-vector protocol, where a BR
receives fromits neighboring BR a vector that contains paths to a
set of destinations [Footnote: The term "path-vector protocol" bears
an intentional simlarity to the term"di stance-vector protocol",
where a BR receives fromeach of its neighbors a vector that contains
di stances to a set of destinations.]. The path, expressed in terns
of the domains (or confederations) traversed so far, is carried in a
special path attribute which records the sequence of routing domains
t hrough which the reachability infornmation has passed. Suppression
of routing loops is inplenented via this special path attribute, in
contrast to LS and di stance vector which use a gl obally-defined
nmonot oni cal | y-increasing netric for route selection [Shin87].

Because PV does not require all routing donmains to have honbgeneous
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criteria (policies) for route selection, route selection policies
used by one routing domain are not necessarily known to other routing
domains. To maintain the nmaxi num degree of autonony and i ndependence
bet ween routing domai ns, each domai n which participates in PV may
have its own view of what constitutes an optimal route. This viewis
based solely on local route selection policies and the information
carried in the path attributes of a route. PV standardizes only the
results of the route selection procedure, while allow ng the

sel ection policies that affect the route selection to be non-standard
[ Footnote: This succinct observation is attributed to Ross Callon
(Digital Equi prent Corporation).].

3.3 Conplexity

G ven the above description of PV algorithnms, we can conpare themto
LS algorithnms in terms of the three conplexity paraneters defined
earlier.

3.3.1 Storage Overhead

Wt hout any aggregation of routing information, and ignoring storage
overhead associated with transit constraints, it is possible to show
that under sone rather general assunptions the average case RIB
storage overhead of the PV schene for a single TOS ranges between
QN and QN og(N)), where Nis the total nunber of routing domains
([Rekhter91]). The LS RIB, with no aggregation of routing
information, no transit constraints, a single honbgeneous route
selection policy across all the domains, and a single TOS, requires a
conpl ete domai n-1 evel topol ogy map whose size is Q'N)

Supporting heterogeneous route selection and transit policies with
hop- by-hop forwardi ng and LS requires each domain to know all other
donmains route selection and transit policies. This may significantly
i ncrease the anmount of routing information that nmust be stored by
each domain. |If the number of policies advertised grows with the
nunber of domains, then the storage could becone unsupportable. In
contrast, support for heterogeneous route sel ection policies has no
effect on the storage conplexity of the PV scheme (aside fromsinply
storing the local policy information). The presence of transit
constraints in PV results in a restricted distribution of routing

i nformation, thus further reducing storage overhead. In contrast,
with LS no such reduction is possible since each donmai n nust know
every other domain's transit policies. Finally, sone of the transit
constraints (e.g., path sensitive constraints) can be expressed in a
nore concise formin PV (see aggregation di scussion bel ow).

The ability to further restrict storage overhead is facilitated by
the PV routing algorithm where route conputation precedes routing
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i nformati on di ssem nation, and only routing infornation associ ated
with the routes selected by a donain is distributed to adjacent
domains. In contrast, route selection with LS is decoupled fromthe
distribution of routing information, and has no effect on such

di stribution.

While theoretically routing informati on aggregation can be used to
reduce storage conplexity in both LS and PV, only aggregation of
topol ogi cal information would yield the sane gain for both.
Aggregating transit constraints with LS nmay result in either reduced
connectivity or less information reduction, as conpared with PV.
Aggr egati ng het erogeneous route selection policies in LS is highly
problematic, at best. In PV, route selection policies are not

di stributed, thus nmaki ng aggregation of route selection policies a
non-i ssue [ Footnote: Although a domain’s selection policies are not
explicitly distributed, they have an inpact on the routes avail able
to other domains. A route that may be preferred by a particul ar
domai n, and not prohibited by transit restrictions, nmay still be
unavail able due to the selection policies of some internediate
domain. The ability to conpute and install alternative routes that
may be | ost using hop-by-hop routing (either LS of PV) is the
critical functionality provided by SDR].

Support for nultiple TOSs has the sanme inpact on storage overhead for
both LS and for PV

Potentially the LS FIB may be snmaller if routes are conmputed at each
node on demand. However, the gain of such a schene depends heavily
on the traffic patterns, nenory size, and caching strategy. |If there
is not a high degree of locality, severely degraded perfornmance can
result due to excessive overall conputation tine and excessive
conmput ati on del ay when forwardi ng packets to a new destination. |f
demand driven route conputation is not used for LS, then the size of
the FIB would be the sanme for both LS and PV
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3.3.2 Route Conputation Conplexity

Even if all domains enploy exactly the same route sel ection policy,
conmput ati onal conplexity of PV is snaller than that of LS. The PV
conmput ati on consists of evaluating a newWy arrived route and
conparing it with the existing one [Footnote: Sone additional checks
are required when an update is received to insure that a routing | oop
has not been created.]. \Wereas, conventional LS conputation

requi res execution of an SPF al gorithm such as Dijkstra’s.

Wth PV, topol ogy changes only result in the reconputation of routes
af fected by these changes, which is nore efficient than conplete
reconputation. However, because of the inclusion of full path
informati on with each distance vector, the effect of a topol ogy
change may propagate farther than in traditional distance vector
algorithms. On the other hand, the nunber of affected domains will
still be smaller with PV than with conventional LS hop-by-hop
routing. Wth PV, only those donmi ns whose routes are affected by

t he changes have to reconpute, while with conventional LS hop-by-hop
routing all domains nust reconpute. Wile it is also possible to
enpl oy partial reconputation with LS (i.e., when topol ogy changes,
only the affected routes are reconputed), "studies suggest that with
a very small nunber of |ink changes (perhaps 2) the expected

conput ational conplexity of the increnental update exceeds the

conpl ete recal cul ation" ([ANSI87-150R]). However these checks are
nmuch sinpler than executing a full SPF al gorithm

Support for heterogeneous route selection policies has serious

i nplications for the conputational conplexity. The major problem

wi th supporting heterogeneous route selection policies with LS is the
conput ational conplexity of the route selection itself.

Specifically, we are not aware of any algorithmw th | ess than
exponential tine conplexity that would be capable of conputing routes
to all destinations, with LS hop-by-hop routing and het er ogeneous
route selection policies. |In contrast, PV allows each domain to make
its route sel ection autononously, based only on local policies.

Theref ore support for dissinmlar route selection policies has no
negative inplications for the conplexity of route conputation in PV.
Simlarly, providing support for path-sensitive transit policies in
LS inplies exponential conputation, while in PV such support has no

i npact on the conmplexity of route conputation

In summary, because NRwill rely primarily on preconputation of
routes, aggregation is essential to the long-termscalability of the
architecture. To the extent aggregation is facilitated with PV, so
is reduced conputational conplexity. While simlar argunents may be
made for LS, the aggregation capabilities that can be achieved with
LS are nore problematic because of LS reliance on consistent
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topol ogy maps at each node. It is also not clear what additiona
conputational conplexity will be associated with aggregati on of
transit constraints and heterogeneous route selection policies in LS

3. 3.3 Bandw dt h Over head

PV routing updates include fully-expanded i nfornation. A conplete
route for each supported TOS is advertised. In LS, TOS only
contributes a factor increase per link advertised, which is nmuch |ess
than the nunber of conplete routes. Al though TOSs may be encoded
nmore efficiently with LS than with PV, link state information is
flooded to all dommins, while with PV, routing updates are
distributed only to the donmins that actually use them Therefore,

it is difficult to nmake a general statenent about which scheme

i nposes nore bandw dt h overhead, all other factors being equal

Moreover, this is perhaps really not an inportant difference, since
we are nore concerned with the nunber of nmessages than with the
nunber of bits (because of conpression and greater |ink bandw dth, as
well as the increased physical stability of l|inks).

3.4 Aggregation

Fornm ng confederations of domains, for the purpose of consistent,
hop- by-hop, LS route conputation, requires that donmains within a

conf ederati on have consistent policies. 1In addition, LS
confederation requires that any lower |evel entity be a nenber of
only one higher level entity. 1In general, no intra-confederation

i nformati on can be nade visible outside of a confederation, or else
routing | oops may occur as a result of using an inconsistent map of
the network at different domains. Therefore, the use of
confederations with hop-by-hop LS is linited because each domain (or
confederation) can only be a part of one higher |evel confederation
and only export policies consistent with that confederation (see
exanples in Section 2.2). These restrictions are likely to inpact
the scaling capabilities of the architecture quite severely.

In conparison, PV can acconmodate different confederation definitions
because | ooping is avoided by the use of full path information

Consi stent network maps are not needed at each route server, since
route computation precedes routing information di ssem nation
Consequently, PV confederations can be nested, disjoint, or

overl apping. A domain (or confederation) can export different
policies or TCS as part of different confederations, thus providing
the extrene flexibility that is crucial for the overall scaling and
extensibility of the architecture.

In summary, aggregation is essential to achi eve acceptable conplexity
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bounds, and flexibility is essential to achi eve acceptable
aggregation across the global, decentralized internet. PV's
strongest advantage stens fromits flexibility.

3.5 Policy

The need to allow expression of transit policy constraints on any
route (i.e., NRroutes as well as SDR routes), by itself, can be
supported by either LS or PV. However, the associated conplexities
of supporting transit policy constraints are noticeably higher for LS
than for PV. This is due to the need to flood all transit policies
with LS, where with PV transit policies are controlled via restricted
distribution of routing information. The latter always inposes |ess
over head than fl oodi ng.

While all of the transit constraints that can be supported with LS
can be supported with PV, the reverse is not true. |In other words,
there are certain transit constraints (e.g., path-sensitive transit
constraints) that are easily supported with PV, and are prohibitively
expensive (in terns of conplexity) to support in LS. For exanple, it
is not clear how NR with LS could support sonething |ike ECMA-style
policies that are based on hierarchical relations between domains,
whi |l e support for such policies is straightforward with PV.

As indicated above, support for heterogeneous route sel ection
policies, in view of its conputational and storage conplexity, is
i mpractical with LS hop-by-hop routing. |In contrast, PV can
acconmodat e het erogeneous route selection with little additiona
over head.

3.6 Information Hiding

PV has a clear advantage with respect to selective information
hiding. LS with hop-by-hop routing hinges on the ability of al
domains to have exactly the sane information; this clearly
contradicts the notion of selective information hiding. That is, the
requirenent to performselective information hiding is unsatisfiable
with LS hop-by-hop routing.

3.7 Comonal ity between NR and SDR Conponents

In [Breslau-Estrin9l] we argued for the use of LS in conjunction with
SDR.  Therefore there is sone preference for using LS with NR
However, there are several reasons why NR and SDR woul d not use
exactly the sane routing information, even if they did use the sane
algorithm Moreover, there are several opportunities for unifying

t he managenent (distribution and storage) of routing and forwarding
information, even if dissimlar algorithnms are used.
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In considering the differences between NR and SDR we nust address
several areas:

1. Routing information and distribution protocol: LS for SDRis
quite different fromthe LS in NR For exanple, SDR LS need
not aggregate donmmins; to the contrary SDR LS requires detailed
i nformati on to generate special routes.

In addition, consistency requirenents (essential for NR) are
unnecessary for the SDR conponent. Therefore LS information for
the SDR conponent can be retrieved on-denand, while the NR
conponent nust use floodi ng of topology information

2. Route conputation algorithm It is not clear whether route
conputation algorithn(s) can be shared between the SDR and NR
components, given the difficulty of supporting heterogeneous
route selection policies in NR

3. Forwarding information: The use of dissimlar route conputation
al gorithnms does not preclude common handl i ng of packet
forwarding. Even if LS were used for NR, the requirenent would
be the same, i.e., that the forwardi ng agent can determ ne
whet her to use a NR preconputed route or an SDR installed route
to forward a particul ar data packet.

In conclusion, using simlar algorithnms and nechani sns for SDR and NR

components woul d have benefits. However, these benefits do not
dom nate the other factors as di scussed before.
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3.8 Summary

G ven the performance conplexity issues associated with gl oba
routing, aggregation of routing information is essential; at the sane
time we have argued that such aggregation nust be flexible. @Gven
the difficulties of supporting LS hop-by-hop routing in the presence
of (a) flexible aggregation, (b) heterogeneous route selection
policies, and (c) inconplete or inconsistent routing information, we
see no alternative but to enploy PV for the NR conmponent of our
architecture

Based on the above tradeoffs, our NR conponent enploys a PV
architecture, where route conputation and installation is done in a
distributed fashion by the routers participating in the NR conponent
[ Foot not e: Packet forwardi ng al ong routes produced by the NR
conmponent can be acconplished by either source routing or hop-by-hop
routing. The latter is the primary choice because it reduces the
anount of state in routers (if route setup is enployed), or avoids
encodi ng an explicit source route in network | ayer packets. However,
the architecture does not preclude the use of source routing (or
route setup) along the routes conputed, but not installed, by the NR
conmponent . ].

The distributed al gorithm conbi nes sone of the features of link state
with those of distance vector algorithns; in addition to next hop

i nformation, the NR conmponent maintains path attributes for each
route (e.g., the list of donains or routing domain confederations
that the routing information has traversed so far). The path
attributes that are carried along with a route express a variety of
routing policies, and make explicit the entire route to the
destination. Wth aggregation, this is a superset of the domains
that formthe path to the destination.
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4.0 Source-demand routing (SDR)

Inter-donmain routers participating in the SDR conponent forward
packets according to routing information conputed and installed by
the domain that originates the traffic (source routing domain).

It is inportant to realize that requiring route installation by the
source routing donmain is not a matter of choice, but rather a
necessity. |If a particular route is used by a small nunber of
domai ns (perhaps only one) then it is nore appropriate to have the
source conpute and install the special route instead of burdening the
i nternmedi ate nodes with the task of looking for and selecting a route
with the specialized requirenents. |In addition, if the denand for
the route is unpredictable, and thus can be determned only by the
source, it should be up to the source to install the route.

In general, information that is used by source routing domains for
conputi ng source-demand routes reflects administrative (but not
operational) status of the routing facilities (i.e., configured

topol ogy and policy) [Footnote: If SDR uses NR information then
operational status could be considered in sonme route selection.].
Consequently, it is possible for a source routing domain to conpute a
route that is not operational at route installation tine. The SDR
conponent attenpts to notify the source domain of failures when route
installation is attenpted. Similarly, the SDR conponent provides
mechani sms for the source routing donain to be notified of failures
al ong previously-installed active routes. In other words, the SDR
component performs routing that is adaptive to topol ogi cal changes;
however, the adaptability is achieved as a consequence of the route
installation and route nanagenent nechanisns. This is different from
the NR conponent, where status changes are propagated and

i ncorporated by nodes as soon as possible. Therefore, to allow
faster adaptation to changes in the operational status of routing
facilities, the SDR conponent allows the source domain to switch to a
route conmputed by the NR conponent, if failure along the source-
demand route is detected (either during the route installation phase,
or after the route is installed), and if policy pernmits use of the NR

route.
The NR conponent will group domains into confederations to achieve
its scaling goals (see [IDRP91]). In contrast, SDRw Il allow an

AD-| evel route to be used by an individual domain wthout allow ng
use by the entire confederation to which the domain bel ongs.
Simlarly, a single transit donmain nay support a policy or specia
TOS that is not supported by other domains in its confederation(s).
In other words, the architecture uses SDR to support non-

hi erarchi cal, non-aggregated policies where and when needed.
Consequently, SDR by itself does not have the scaling properties of
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NR. I n conpensation, SDR does not require a conplete, global donain
map if portions of the world are never traversed or comuni cated
with. As a result of the |ooser routing structure, SDR does not
guarantee that a participating source routing domain will always have
sufficient information to conpute a route to a destination. In
addition, if the domain does have sufficient information, it is

possi ble that the quantity nay be | arge enough to precl ude storage
and/ or route conputation in a tinely fashion. However, despite the

| ack of guarantees, it is a goal of the architecture to provide

ef ficient methods whereby sources can obtain the information needed
to conmpute desired routes [Footnote: The primary goal of policy or
TOS routing is to conpute a route that satisfies a set of specialized
requi renents, and these requirenents take precedence over optinality.
In other words, even if a routing domain that participates in SDR or
NR has sufficient information to conpute a route, given a particul ar
set of requirenents, the architecture does not guarantee that the
conmputed route is optimal.].

Essential to SDR is the assunption that the routes installed on
demand will be used sparingly. The architecture assunes that at any
gi ven nonment the set of all source-demand routes installed in an
internet forns a small fraction of the total number of source-demand
routes that can potentially be installed by all the routing domains.
It is an assunption of the architecture that the nunber of routes
installed in a BR by the SDR conponent should be on the order of |og
N (where Nis the total nunber of routing domains in the Internet),
so that the scaling properties of the SDR conponent are conparabl e
with the scaling properties of the NR component. The NR conponent
achieves this property as a result of hierarchy.

Note that the above requirement does not inply that only a few
domai ns can participate in SDR, or that routes installed by the SDR
conmponent must have short life tines. Wat the requirenment does
inmply, is that the product of the nunber of routes specified by
domai ns that participate in SDR tines the average SDR-route life
tinme, is bounded. For exanple, the architecture allows either a
smal | nunber of SDR routes with relatively long average life tines,
or a large nunmber of SDR routes with relatively short average life
times. But the architecture clearly prohibits a |arge number of SDR
routes with relatively long average life times. The nunmber of SDR
routes is a function of the nunber of domains using SDR routes and
t he nunber of routes used per source donmain.

In sunmary, SDR is well suited for traffic that (1) is not widely-
used enough (or is not sufficiently predictable or steady) to justify
conmput ati on and mai nt enance by the NR conponent, and (2) whose
duration is significantly longer than the time it takes to perform
the route installation procedure.
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The architecture does not require all donmains in the Internet to
participate in SDR. Therefore, issues of scalability (with respect
to the size of the Internet) becone |ess crucial (though stil
important) to the SDR conponent. Instead, the primary focus of the
SDR conponent is shifted towards the ability to conpute routes that
satisfy specialized requirenents, where we assune that the tota
nunber of domains requiring special routes sinmultaneously through the
sane part of the network is small relative to the total popul ation

4.1 Path Vector vs. Link State for SDR

It is feasible to use either a distance vector or |link state nethod
of route conputation along with source routing. One could inmagine,
for instance, a protocol |ike BGP in which the source uses the ful

AD path information it receives in routing updates to create a source
route. Such a protocol could address sone of the deficiencies
identified with di stance vector, hop-by-hop designs. However, we opt
agai nst further discussion of such a protocol because there is |ess
to gain by using source routing without also using a link state
scheme. The power of source routing, in the context of inter-AD
policy routing, is in giving the source control over the entire
route. This goal cannot be realized fully when internedi ate nodes
control which | egal routes are advertised to neighbors, and therefore
to a source

In other words, internediate nodes should be able to preclude the use
of a route by expressing a transit policy, but if a route is not
precluded (i.e., is legal according to all ADs in the route), the
route should be made available to the source i ndependent of an

i nternedi ate domain’s preferences for howits own traffic flows.

Therefore, the SDR conponent enploys an IDPR-like architecture in
which link-state style updates are distributed with explicit policy
terns included in each update along with the advertising node’s
connectivity.

4.2 Distribution of Routing Information

By using a hop-by-hop NR conponent based on PV to conpl enent the
source-routing SDR conponent, we have alleviated the pressure to
aggregate SDR forwarding information; the |arge percentage of inter-
domain traffic carried, sinultaneously, by any particul ar border
router will be forwarded using aggregated NR forwarding information.
However, the use of NR does not address the other major scaling
probl em associated with SDR that of distributing, storing, and
conmputing over a conplete domain-level topology map. 1In this section
we describe prom sing opportunities for inproving the scaling
properties of SDR routing information distribution, storage, and
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conput ati on.

Note that we do not propose to solve this problemin the same way
that we solve it for NR A priori abstraction will not be enpl oyed
since different domains may require different nmethods of abstracting
the sane routing information. For exanple, if we aggregate routing

i nformati on of domains that do not share the same policy and TGS
characteristics (i.e., services), then outside of the aggregate, only
those services that are offered by all donains in the aggregate will
be advertised. |In order to |ocate special routes, SDR only uses

aggr egat es when the conponent domains (and in turn the aggregate)
advertise the required TOS and policy descriptions. Wen the
required TOS or policy characteristics are not offered by an
aggregate, full information about the conponent domains is used to
construct a route through those domains that do support the
particul ar characteristics. Consequently, we need some other, nore
flexible, nmeans of reducing the anmount of information distributed and
held. W address two issues in turn: distribution of configured
topol ogy and policy information, and distribution of dynam c status

i nformation.

4.2.1 Configured Information

I nformati on about the existence of inter-donmain |inks, and policies
mai nt ai ned by donmi ns, changes slowy over tine. This is referred to
as configured information. |In the current |IDPR specification

conpl ete, global, configuration information is kept by a route server
in each domain. Route servers (RS) are the entities that conpute
source routes. On startup a RS can downl oad the connectivity

dat abase from a nei ghbor RS; as dommins, inter-domain |inks, or
policies change, the changes are flooded to a RS in each donain.

We have not yet specified the exact mechani sms for distributing
configured connectivity information for SDR.  However, unlike the
current |DPR specification, the SDR conponent will not flood al
configured information globally. Several alternate nethods for
organi zing and distributing infornmati on are under investigation

Configured information may be regularly distributed via an out-of -
band channel, e.g., COOROM 1In a simlar vein, this information
could be posted in several well-known |ocations for retrieval, e.g.
via FTP. Between these "mmjor" updates, aggregated collections of
changes nmay be flooded globally. Moreover, linited flooding (e.qg.

by hop-count) could be used as appropriate to the "inportance" of the
change; while a policy change in a major backbone may still be
flooded globally, a newinter-regional |link my be flooded only

wi thin those regions, and information about an additional link to a
non-transit domain nmay not be available until the next regularly-
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schedul ed "maj or" distribution

Changes that are not distributed as they occur will not necessarily
be di scovered. However, a route server may |learn pertinent
informati on by direct query of renote servers, or through error
messages resulting fromtraffic sent along failed routes. Conplete
gl obal floodi ng may be avoi ded by using sone conbi nati on of these
nmechani sns.

Even if an initial inplenentation uses a sinple global flood, we nust
study the probl em of structuring connectivity information such that
it can be retrieved or distributed in a nore selective manner, while
still allow ng sources to discover desired routes. For exanple, we

i mgi ne RSs requesting filtered information fromeach other. How the
RSs should define filters that will get enough information to find
special routes, while also effectively limting the information, is
an open question. Again, the question is howto effectively

antici pate and describe what infornmation is needed in advance of
conputing the route.

The essential dilenma is that networks are not organized in a nicely
geogr aphi cal or topologically consistent manner (e.g., it is not
effective to ask for all networks going east-west that are within a
certain north-south region of the target), hence a source donmi n does
not know what infornmation it needs (or should ask for) until it
searches for, and discovers, the actual path. Even with a centra

dat abase, techniques are needed to structure configuration
informati on so that the potential paths that are nost likely to be
useful are explored first, thereby reducing the time required for
route conputation.

One promni sing approach organi zes infornmation using route fragnents
(partial paths) [Footnote: Route fragnments were first suggested by
Dave d ark and Noel Chiappa.]. Although the nunber of route
fragments grows faster than the nunber of dommins (at |east Q(N2)),
we can sel ectively choose those that will be useful to conpute
routes. In particular, for each stub donmain, fragnents would be
constructed to several well-known backbones [Footnote: Route
fragments may be conputed by a destination’s route server and either
made available via information service queries or global flooding.
In addition, NR conputed routes may be used as SDR route fragments.].
Anong its benefits, this approach aggregates domain information in a
manner useful for conputing source-routes, and provides an index,
nanely the destination, which facilitates on-denand reference and
retrieval of information pertinent to a particular route conputation
At this point, it is not clear howroute fragnents will affect SDR s
ability to discover non-hierarchical routes.
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4.2.2 Dynanmic Status Information

Assum ng a technique for global or partial distribution of configured
i nformati on, a second issue is whether, and how, to distribute
dynamic status information (i.e., whether an inter-domain connection
is up or down).

In the current version of IDPR dynamic status information is flooded
globally in addition to configuration information. W propose to
distribute status information based strictly on locality. First,
dynamic information will be advertised within a small hop-count
radius. This sinple and | ow overhead nechani sm expl oits topol ogi ca
locality. In addition to flooding status updates to nearby nodes, we
al so want to provide nore accurate route information for |ong

di stance conmuni cations that entails nore than a few network hops.
Reverse path update (RPU) is a nechanismfor sending dynam ¢ status
informati on to nodes that are outside the k-hop radius used for

updat es, but that neverthel ess would obtain better service (fewer

fail ed setups) by having access to the dynanic information [Estrin-
etal 91].

RPU uses the existing active routes (represented by installed setup
state or by a cache of the nobst recent source routes sent via the
node in question) as a hint for distribution of event notifications.
I nstead of reporting only the status of the route being used, RPU
reports the status of the donmain's other inter-donain connections.

If source routing exhibits route locality, the source is nore likely
to use other routes going through the node in question; in any case
the overhead of the information about other links will be m nimal

In this way, sources will receive status information fromregi ons of
t he network through which they maintain active routes, even if those
regions are nore than k hops away. Using such a schene, k could be
smal |l to naxinze efficiency, and RPU could be used to reduce the

i ncidence of failed routes resulting frominaccurate status
information. This will be useful if |ong-path communication exhibits
route locality with respect to regions that are closer to the
destination (and therefore outside the k hop radius of flooded
information). In such situations, flooding information to the source
of the long route would be inefficient because k woul d have to be
equal to the length of the route, and in alnost all cases, the
percentage of nodes that would use the infornmation decreases
significantly with larger k.

4.3 Sour ce- Demand Rout e Managenent

SDR may be built either on top of the network | ayer supported by the
NR conponent, or in parallel with it. SDR forwarding will be
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supported via two techni ques: | oose source-routing and route setup

The first technique, |oose source-routing, would allow the originator
of a packet to specify a sequence of domains that the packet should
traverse on its path to a destination. Forwarding such a packet
within a domain, or even between donmains within a confederation
woul d be left to intra-domain routing. This avoids per-connection
state and supports transaction traffic.

The second techni que, route setup, will be based on nmechanisns

devel oped for IDPR and described in [IDPRO0O]. It is well suited to
conversations that persist significantly longer than a round-trip-
time. The setup protocol defines packet formats and the processing
of route installation request packets (i.e, setup packets). Wen a
source generates a setup packet, the first border router along the
speci fied source route checks the setup request, and if accepted,
installs routing information; this information includes a path |ID
the previous and next hops, and whatever other accounting-rel ated
informati on the particular donmain requires. The setup packet is
passed on to the next BR in the donmain-level source route, and the
same procedure is carried out [Footnote: The setup packet may be
forwarded optinmistically, i.e., before checks are conpleted, to
reduce |l atency.]. Wen the setup packet reaches the destination, an
accept nessage i s propagated back hop by hop, and each BR en route
activates its routing informati on. Subsequent data packets traveling
al ong the sane path to the destination include a path IDin the
packet. That path IDis used to |ocate the appropriate next-hop

i nformati on for each packet.

Border routers that support both the NR and the SDR conponents, nust
be able to deternine what forwardi ng nechanismto use. That is, when
presented with a network |layer PDU, such a BR should be able to make
an unanbi guous deci si on about whet her forwarding of that PDU shoul d
be handl ed by the NR or the SDR conponent. Discrimnation nmechanisns
are dependent on whet her the new network | ayer introduced by the SDR
conponent is built on top of, or in parallel with, the network |ayers
supported by the NR conponent. Once the discrinmnation is nade
packets that have to be forwarded via routes installed by the SDR
conmponent are forwarded to the exit port associated with the
particular Path ID in the packet header. Packets that have to be
forwarded via routes installed by the NR conponent are forwarded to
the exit port associated with the particul ar destination and Type of
Service paraneters (if present) in their packet headers.

Next, we describe the primary differences between the | DPR setup

procedure previously specified, and the procedure we propose to
develop for this hybrid architecture.
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During route installation, if a BR on the path finds that the

remai nder of the indicated route fromthe BRto the destination is
identical to the NRroute fromthe BR to the destination, then the BR
can turn off the SDR route at that point and map it onto the NR
route. For this to occur, the specifications of the SDR route nust
conpletely match those of the NRroute. 1In addition, the entire
forward route nust be equivalent (i.e., the renmining hops to the
destination).

Moreover, if the NR route changes during the course of an active SDR
route, and the new NR route does not match the SDR route, then the
SDR route nust be installed for the renmainder of the way to the
destination. Consequently, when an SDR route is mapped onto an NR
route, the original setup packet nust be saved. A packet traveling
froma source to destination may therefore traverse both an SDR and
an NR route segnent; however, a packet will not traverse another SDR
segnent after traveling over an NR segnent. However, during

transi ent periods packets could traverse the wong route and
therefore this nust be an optional and controll able feature.

A source can also request notification if a previously-down |ink or
node returns to operation sone tine after a requested route setup
fails. If a BR on the route discovers that the requested next-hop BR
is not available, the BR can add the source to a notification |ist
and when the next-hop BR becones reachable, a notification can be
sent back to the source. This provides a nmeans of flushing out bad
news when it is no longer true. For exanple, a domain night decide
to route through a secondary route when its preferred route fails;
the notification nmechanismwuld informthe source in a tinely manner
when its preferred route is avail abl e again.

A third option addresses adaptation after route installation. During
packet forwarding along an active SDR route, if a BR finds that the
SDR route has failed, it may redirect the traffic along an existing
NR route to the destination. This adaptation is allowed only if use
of the NR route does not violate policy; for exanple, it may provide
a less desirable type of service. This is done only if the source
selects the option at route setup tinme. It is also up to the source
whether it is to be notified of such actions.

When a SDR route does fail, the detecting BR sends notification to
the source(s) of the active routes that are affected. Optionally,
the detecting BR may include additional infornmation about the state
of other BRs in the sane domain. |n particular, the BR can include
its dormain's nost recent "update" indicating that domain’s inter-
domain links and policy. This can be helpful to the extent there is
communi cation locality; i.e., if alternative routes m ght be used
that traverse the donmain in question, but avoid the failed BR
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In summary, when a route is first installed, the source has severa
options (which are represented by flags in the route setup packet):

1. If an NRroute is available that satisfies all |ocal policy
and TCS, then use it. GOherw se..

2. Indicate whether the source wants to allow the setup to
default to a NRroute if the SDR route setup fails.

3. Request notification of mapping to a NR route.
4. Request additional configured information on failure.

5. Request addition to a notification list for resource
re-availability.

6. Allow data packets to be rerouted to a NR route when failure
happens after setup (so long as no policy is violated).

7. Request notification of a reroute of data packets.

8. Request additional configured information on failure notice
when the route is active.

9. Request addition to a notification list if an active route
fails.
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5.0 The Unified Architecture

In addition to further evaluation and inplenmentation of the proposed
architecture, future research nust investigate opportunities for

i ncreased unification of the two conponents of our architecture. W
are investigating several opportunities for additional commonality:

1. Routing Information Base:
Perhaps a single RIB could be shared by both NR and SDR
NR routes can be represented as a directed graph | abel ed
with flags (on the nodes or links) corresponding to the
generic transit constraints. SDR requires that this graph
be augnented by links with non-generic policies that have
been di scovered and nai ntai ned for conputing special routes;
in addition, special policy flags may be added to |inks
al ready mai ntai ned by the NR conponent.

2. Information Distribution:
The NR path vectors could include address(es) of repositories
for SDR-update information for each AD (or confederation) to
assi st the SDR conmponent in retrieving selective information
on demand. For domains with mnimal policies, where the space
required for policy information is smaller than the space
required for a repository address (e.g., if the policies for
the donain listed are all wildcard), the NR path vectors could
include a flag to that effect.

3. Packet Forwarding:
We shoul d consider replacing the current |DPR-style network
| ayer (which contains a global path identifier used in
forwardi ng data packets to the next policy gateway on an
IDPR route) with a standard header (e.g., | P or CLNP)
augrmented with sone option fields. This would wunify the
packet header parsing and forwarding functions for SDR and NR
and possibly elimnate sone encapsul ati on over head.

4., Reachability Infornmation:
Currently IDRP distributes network reachability information
wi t hi n updat es, whereas IDPR only distributes domnain

reachability information. |DPR uses a donain nane service
function to map network nunbers to domain nunbers; the latter
is needed to nmake the routing decision. We shoul d consi der

obt ai ning the network reachability and donmain information in
a unified manner.
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5.1 Applicability to Various Network Layer Protocols

The proposed architecture is designed to acconmopdate such existing
network | ayer protocols as IP ([Postel 81]), CLNP ([ISO 473-88]), and
ST-11 ([ST2-90]). |In addition, we intend for this architecture to
support future network | ayer mechanisns, e.g., Oark and Jacobson’'s
proposal or Braden and Casner’'s Integrated Services |IP. However on
princi pal we can not make sweepi ng guarantees in advance of the
nmechani sms thensel ves. | n any case, not all of the nentioned
protocols will be able to utilize all of the capabilities provided by
the architecture. For instance, unless the increase in the nunber of
different types of services offered is matched by the ability of a
particul ar network |ayer protocol to unanbi guously express requests
for such different types of services, the capability of the
architecture to support routing in the presence of a |arge nunber of
different types of service is largely academi c. That is, not al
components of the architecture will have equal inportance for
different network |layer protocols. On the other hand, this
architecture is designed to serve the future gl obal internetworking
environnent. The extensive research and devel opnent currently
underway to inplenment and eval uate network nmechanisns for different
types of service suggests that future networks will offer such
services

One of the fundanmental issues in the proposed architecture is the

i ssue of single versus nultiple protocols. The architecture does not
make any assunptions about whether each network layer is going to
have its own inter-domain routing protocol, or a single inter-domain
routing protocol will be able to cover nultiple network |ayers

[ Footnote: Simlar issue already arose with respect to the intra-
domai n routing protocol, which generated sufficient anount of
controversy within the Internet conmunity. It is our opinion, that
the issue of single versus nultiple protocols is nore conplex for the
inter-domain routing than for the intra-domain routing.]. That is,
the proposed architecture can be realized either by a single inter-
domai n routing protocol covering nultiple network |ayers, or by
multiple inter-domain routing protocols (with the sane architecture)
tailored to a specific network layer [Footnote: If the single
protocol strategy is adopted, then it is likely that IDRP will be
used as a base for the NR conponent. Since presently IDRP is
targeted towards CLNP, further work is needed to augnent it to
support IP and ST-11. If the nultiple protocol strategy is adopted,
then it is likely that BGP will be used as a base for the NR
component for IP, and IDRP will be used as a base for the NR
conponent for CLNP. Further work is needed to specify protocol in
support for the NR conmponent for ST-11. Additional work may be
needed to specify new features that nay be added to BGP.].
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5.2 Transition

The proposed architecture is not intended for full deploynent in the
short termfuture. W are proposing this architecture as a goa
towar ds whi ch we can begin gui ding our operational and research

i nvest nent over the next 5 years.

At the sane tinme, the architecture does not require whol esal e
overhaul of the existing Internet. The NR conponent may be phased in
gradual ly. For exanple, the NR conponent for |IP may be phased in by
replacing existing EGP-2 routing with BGP routing. Once the NR
conponent is in place, it can be augnmented by the facilities provided
by the SDR conponent.

The nmost critical conmponents of the architecture needed to support
SDR include route installation and packet forwarding in the routers
that support SDR. Participation as a transit routing domain requires
that the domain can distribute |local configuration information (LCl)
and that sonme of its routers inplenent the route installation and
route nmanagenent protocols. Participation as a source requires that
the donmai n have access to a RS to conpute routes, and that the source
domain has a router that inplenents the route installation and route
managenent protocols. In addition, a network nmanagenent entity nust
describe local configuration information and send it to the centra
repository(ies). A collection and distribution nmechani smnust be put
in place, even if it is centralized
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6.0 Concl usions and Future Wrk

In summary, the proposed architecture conbines hop-by-hop path-
vector, and source-routed link-state, protocols, and uses each for
that which it is best suited: NR uses PV and nultiple, flexible,

| evel s of confederations to support efficient routing of generic
packets over generic routes; SDR uses LS conputation over a database
of configured and dynami c information to route special traffic over
special routes. In the past, the community has viewed these two as
mutual |y exclusive; to the contrary, they are quite conplenentary and
it is fortunate that we, as a comunity, have pursued both paths in

parallel. Together these two approaches will flexibly and
efficiently support TOS and policy routing in very |arge gl oba
i nternets.

It is nowtinme to consider the issues associated with conbining and
integrating the two. W nust go back and | ook at both architectures
and their constituent protocols, elimnate redundancies, fill in new
hol es, and provi de seanl ess integration
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Security Considerations
Security issues are not discussed in this nmeno.
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