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Status of this Meno

This meno provides information for the Internet comunity. It does not
specify any Internet standard. Distribution of this nmeno is unlinited.
Pl ease send comments to ospf@rantor. und. edu.

Abstract

This is the first of two reports on the OSPF protocol. These reports are
required by the 1AB/ IESGin order for an Internet routing protocol to
advance to Draft Standard Status. OSPF is a TCP/IP routing protocol
designed to be used internal to an Autononpus System (i n other words,
OSPF is an Interior Gateway Protocol).

Version 1 of the OSPF protocol was published in RFC 1131. Since then
OSPF version 2 has been devel oped. Version 2 has been docunmented in RFC
1247. The changes between version 1 and version 2 of the OSPF protoco
are explained in Appendix F of RFC 1247. It is OSPF Version 2 that is
the subject of this report.

This report attenpts to sumari ze the key features of OSPF V2. It also
attenpts to analyze how the protocol will performand scale in the
I nternet.

1.0 Introduction

Thi s docunent addresses, for OSPF V2, the requirenents set forth by the
| AB/ I ESG for an Internet routing protocol to advance to Draft Standard
state. This requirenments are briefly sunmmarized bel ow. The renaining
sections of this report docunent how OSPF V2 satisfies these
requirenents

0 What are the key features and al gorithns of the protocol?

0 How nuch Iink bandw dth, router nenory and router CPU cycles does the
prot ocol consume under normal conditions?

o For these netrics, how does the usage scale as the routing
environnent grows? This shoul d include topol ogies at | east an order
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of magnitude larger than the current environnent.

o What are the linmts of the protocol for these nmetrics? (l.e., when
will the routing protocol break?)

o For what environnents is the protocol well suited, and for what is it
not suitable?

1.1 Acknow edgnents

The OSPF protocol has been devel oped by the OSPF Wrking G oup of the
I nternet Engi neering Task Force.

2.0 Key features of the OSPF protoco

This section sumari zes the key features of the OSPF protocol. OSPF is
an Internal gateway protocol; it is designed to be used internal to a
singl e Autononous System OSPF uses |ink-state or SPF-based technol ogy
(as conpared to the distance-vector or Bell man-Ford technol ogy found in
routing protocols such as RIP). Individual link state advertisenents
(LSAs) describe pieces of the OSPF routing domai n (Autononous Systen
These LSAs are fl ooded throughout the routing domain, formng the Iink
state database. Each router has an identical |ink state database;
synchroni zation of link state databases is maintained via a reliable
flooding algorithm Fromthis |ink state database, each router builds a
routing table by calculating a shortest-path tree, with the root of the
tree being the calculating router itself. This calculation is comonly
referred to as the Dijkstra procedure.

Link state advertisenents are small. Each advertisenent describes a
smal | pieces of the OSPF routing domain, nanely either: the nei ghborhood
of a single router, the neighborhood of a single transit network, a
single inter-area route (see below) or a single external route.

The ot her key features of the OSPF protocol are:

0 Adjacency bringup. Certain pairs of OSPF routers becone "adjacent"
As an adjacency is fornmed, the two routers synchronize their Iink
state databases by exchangi ng database sunmaries in the form of OSPF
Dat abase Exchange packets. Adjacent routers then maintain syn-
chroni zation of their link state databases through the reliable
flooding algorithm Routers connected by serial |ines always becone
adjacent. On nulti-access networks (e.g., ethernets or X 25 PDNs),
all routers attached to the network becone adjacent to both the
Desi gnhat ed Router and the Backup Designated router

0 Designated router. A Designated Router is elected on all mnulti-access
networks (e.g., ethernets or X 25 PDNs). The network’s Desi gnated
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Rout er originates the network LSA describing the network’s |oca
environnent. It also plays a special role in the flooding al gorithm
since all routers on the network are synchronizing their link state
dat abases by sending and receiving LSAs to/fromthe Designated Router
during the flooding process.

o Backup Designated Router. A Backup Designated Router is elected on
mul ti-access networks to speed/ ease the transition of Designated
Routers when the current Designated Router disappears. In that event,
the Backup DR takes over, and does not need to go through the
adj acency bringup process on the LAN (since it already had done this
in its Backup capacity). Al so, even before the di sappearance of the
Desi gnated Router is noticed, the Backup DR will enable the reliable
flooding algorithmto proceed in the DR s absence.

0 Non-broadcast nulti-access network support. OSPF treats these
networks (e.g., X. 25 PDNs) pretty much as if they were LANs (i.e., a
DR is elected, and a network LSA is generated). Additiona
configuration information is needed however for routers attached to
these network to initially find each other

0 OSPF areas. OSPF all ows the Autonomobus Systens to be broken up into
regions call areas. This is useful for several reasons. First, it
provides an extra level of routing protection: routing within an area
is protected fromall information external to the area. Second, by
splitting an Autononbus Systeminto areas the cost of the Dijkstra
procedure (in ternms of CPU cycles) is reduced.

o Flexible inport of external routing information. In OSPF, each
external route is inported into the Autononous Systemin a separate
LSA. This reduces the anount of flooding traffic (since externa
routes change often, and you want to only flood the changes). It also
enabl es partial routing table updates when only a single external
route changes. OSPF external LSAs al so provide the foll ow ng
features. A forwarding address can be included in the external LSA
elimnating extra-hops at the edge of the Autononous System There
are two levels of external netrics that can be specified, type 1 and
type 2. Also, external routes can be tagged with a 32-bit nunber (the
external route tag; commonly used as an AS nunmber of the route’s
origin), sinplifying external route managenent in a transit
Aut ononous System

o Four level routing hierarchy. OSPF has a four |evel routing
hi erarchy, or trust nodel: intra-area, inter-area, external type 1
and external type 2 routes. This enables multiple levels of routing
protection, and sinplifies routing managenent in an Autononous
System
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o Virtual links. By allowing the configuration of virtual |inks, OSPF
removes topol ogical restrictions on area layout in an Aut ononous
System

0 Authentication of routing protocol exchanges. Every time an OSPF
router receives a routing protocol packet, it authenticates the
packet before processing it further.

o0 Flexible routing netric. In OSPF, netric are assigned to outbound
router interfaces. The cost of a path is then the sumof the path’s
component interfaces. The routing netric itself can be assigned by
the system administrator to indicate any conbi nati on of network
characteristics (e.g., delay, bandw dth, dollar cost, etc.).

o Equal-cost nultipath. Wen nultiple best cost routes to a destination
exi st, OSPF finds them and they can be then used to | oad share
traffic to the destination

0 TOS-based routing. Separate sets of routes can be cal culated for each
| P type of service. For exanple, low delay traffic could be routed on
one path, while high bandwidth traffic is routed on another. This is
done by (optionally) assigning, to each outgoing router interface,
one netric for each IP TGS

0 Variabl e-length subnet support. OSPF includes support for variabl e-
| engt h subnet masks by carrying a network mask with each advertised
desti nati on.

0 Stub area support. To support routers having insufficient nenory,
areas can be configured as stubs. External LSAs (often naking up the
bul k of the Autononbus Systen) are not flooded into/throughout stub
areas. Routing to external destinations in stub areas is based solely
on default.

3.0 Cost of the protoco

This section attenpts to anal yze how the OSPF protocol will perform and
scale in the Internet. In this analysis, we will concentrate on the
followi ng four areas:

0o Link bandwidth. In OSPF, a reliable flooding nechanismis used to
ensure that router link state databases are renai ned synchronized.
I ndi vi dual conponents of the |ink state databases (the LSAs) are
refreshed infrequently (every 30 nminutes), at |least in the absence of

topol ogi cal changes. Still, as the size of the database increases,
t he amount of |ink bandwi dth used by the flooding procedure al so
i ncreases.
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0 Router nmenory. The size of an OSPF |ink state database can get quite
| arge, especially in the presence of many external LSAs. This inposes
requi renents on the anount of router nmenory avail abl e.

0 CPU usage. In OSPF, this is donmnated by the length of time it takes
to run the shortest path calculation (D jkstra procedure). This is a
function of the number of routers in the OSPF system

0 Role of the Designated Router. The Designated router receives and
sends nore packets on a multi-access networks than the other routers
connected to the network. Al so, there is sone tine involved in
cutting over to a new Designated Router after the old one fails
(especially when both the Backup Designated Router and the Designated
Router fail at the sane tine). For this reason, it is possible that
you may want to limt the nunber of routers connected to a single
net wor k.

The renmaining section will analyze these areas, estimating how nuch
resources the OSPF protocol will consune, both now and in the future. To
aid in this analysis, the next section will present sone data that have
been collected in actual OSPF field depl oynments.

3.1 Operational data

The OSPF protocol has been depl oyed in a nunber of places in the
Internet. For a summary of this deploynent, see [1]. Sone statistics
have been gathered fromthis operational experience, via |ocal network
managenent facilities. Sone of these statistics are presented in the
foll owi ng tabl e:

TABLE 1. Pertinent operational statistics

Statistic BARRNet NSl QARnet

Dat a gat hering (duration) 99 hrs 277 hrs 28 hrs

Dij kstra frequency 50 min 25 mn 13 nin

Ext ernal increnmental frequency 1.2 nin .98 nmin not gat hered
Dat abase t urnover 29.7 mn 30.9 nmin 28.2 mn
LSAs per packet 3.38 3.16 2.99

Fl ooding retransnits 1. 3% 1. 4% 7%

The first line in the above table show the I ength of tine that
statistics were gathered on the three networks. A brief description of
the other statistics foll ows:
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o Dijkstra frequency. In OSPF, the D jkstra cal culation involves only
those routers and transit networks belonging to the AS. The Dijkstra
is run only when sonething in the systemchanges (like a serial line
between two routers goes down). Note that in these operationa
systens, the Dijkstra process runs only infrequently (the nost
frequent being every 13 mnutes).

o External incremental frequency. In OSPF, when an external route
changes only its entry in the routing table is recal cul ated. These
are called external increnental updates. Note that these happen nuch
nmore frequently than the Dijkstra procedure. (in other words,
increnental updates are saving quite a bit of processor tine).

o Database turnover. In OSPF, link state advertisenents are refreshed
at a mininumof every 30 ninutes. New advertisenment instances are
sent out nore frequently when sonme part of the topol ogy changes. The
tabl e shows that, even taking topol ogi cal changes into account, on
average an advertisenent is updated close to only every 30 m nutes.
This statistic will be used in the |ink bandw dth cal cul ati ons bel ow.
Note that NSI actually shows advertisenments updated every 30.7 (> 30)
m nutes. This probably neans that at one tine earlier in the
nmeasur enent period, NSI had a smaller link state database that it did
at the end.

0 LSAs per packet. In OGSPF, multiple LSAs can be included in either
Link State Update or Link State Acknow edgnent packets. The table
shows that, on average, around 3 LSAs are carried in a single packet.
This statistic is used when cal culating the header overhead in the
i nk bandwi dth cal cul ati on bel ow. This statistic was derived by
di ving the nunber of LSAs flooded by the nunber of (non-hello)
nmul ticasts sent.

0 Flooding retransnits. This counts both retransm ssion of LS Update
packets and Link State Acknow edgnent packets, as a percentage of the
original nulticast flooded packets. The table shows that flooding is
working well, and that retransnits can be ignored in the link
bandwi dt h cal cul ati on bel ow

3.2 Link bandw dth

In this section we attenpt to cal cul ate how nuch link bandwidth is
consuned by the OSPF floodi ng process. The anount of |ink bandw dth
consuned increases linearly with the nunber of advertisenents present in
t he OSPF dat abase. W assune that the majority of advertisenents in the
dat abase will be AS external LSAs (operationally this is true, see [1]).

Fromthe statistics presented in Section 3.1, any particul ar
advertisenent is flooded (on average) every 30 minutes. In addition,
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three advertisenents fit in a single packet. (This packet could be
either a Link State Update packet or a Link State Acknow edgnent packet;
in this analysis we select the Link State Update packet, which is the
larger). An AS external LSA is 36 bytes long. Adding one third of a
packet header (IP header plus OSPF Update packet) yields 52 bytes.
Transmitting this anount of data every 30 minutes gives an average rate
of 23/100 bits/second.

If you want to limit your routing traffic to 5% of the link’s total
bandwi dth, you get the foll owi ng nmaxi nuns for database size:

TABLE 2. Database size as a function of |ink speed (5% utilization)

Speed # external advertisenments

9.6 Kb 2087
56 Kb 12,174

H gher 1ine speeds have not been included, because other factors will
then limt database size (like router menory) before |ine speed becones
a factor. Note that in the above cal culation, the size of the data |ink
header was not taken into account. Al so, note that while the OSPF

dat abase is likely to be nostly external LSAs, other LSAs have a size

al so. As a ballpark estimate, router links and network links are
generally three tinmes as large as an AS external link, with sunmary |ink
adverti senents being the sane size as external |ink LSAs.

OSPF consunes considerably less |link bandwidth than RIP. This has been
shown experinentally in the NSI network. See Jeffrey Burgan's "NASA
Sciences Internet" report in [3].

3.3 Router nenory

Menmory requirements in OSPF are dominated by the size of the link state
dat abase. As in the previous section, it is probably safe to assune that
nost of the advertisenments in the database are external LSAs. Wiile an
external LSA is 36 bytes long, it is generally stored by an OSPF

i npl enment ati on together with sone support data. So a good estinmate of
router nenory consuned by an external LSA is probably 64 bytes. So a

dat abase havi ng 10,000 external LSAs will consune 640K bytes of router
nmenory. OSPF definitely requires nore nmenory than RIP

Usi ng the Proteon P4200 inpl enentati on as an exanple, the P4200 has

2Moytes of menory. This is shared between instruction, data and packet
buf fer nenory. The P4200 has enough nenory to store 10, 000 externa
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LSAs, and still have enough packet buffer nenory available to run a
reasonabl e nunber of interfaces

Al so, note that while the OSPF database is likely to be nobstly externa
LSAs, other LSAs have a size also. As a ballpark estimate, router |inks
and network |inks consunme generally three tinmes as nuch nenory as an AS
external link, with summary |ink advertisenents being the sane size as
external |ink LSAs.

3.4 Router CPU

Assunme that, as the size of the OSPF routing domain grows, the nunber of
interfaces per router stays bounded. Then the Dijkstra calculation is of
order (n * log (n)), where n is the nunber of routers in the routing
domain. (This is the conplexity of the Dijkstra algorithmin a sparse
network). O course, it is inplenmentation specific as to how expensive
the Dijkstra really is

W have no experinental nunbers for the cost of the Dijkstra cal cul ation
in a real OSPF inplenentation. However, Steve Deering presented results
for the Dijkstra calculation in the "MOSPF neeting report” in [3].
Steve's cal cul ati on was done on a DEC 5000 (10 m ps processor), using
the Stanford internet as a nodel. Hi s graphs are based on nunbers of

net wor ks, not nunber of routers. However, if we extrapolate that the
ratio of routers to networks remains the sane, the time to run Dijkstra
for 200 routers in Steve's inplenentation was around 15 milliseconds.

This seens a reasonable cost, particularly when you notice that the
Dijkstra calculation is run very infrequently in operationa

depl oynents. In the three networks presented in Section 3.1, Dijkstra
was run on average only every 13 to 50 minutes. Since the Dijkstra is
run so infrequently, it seens likely that OSPF overall consunes |ess CPU
than RI P (because of RIP's frequent updates, requiring routing table

| ookups) .

As anot her exanple, the routing algorithmin MLNET is SPF-based.

M LNET s current size is 230 nodes, and the routing calculation stil
consunmes | ess than 5% of the MLNET sw tches' processor bandw dth [4].
Because the routing algorithmin the MLNET adapts to network |oad, it
runs the Dijkstra process quite frequently (on the order of seconds as
conpared to OSPF's minutes). However, it should be noted that the
routing algorithmin MLNET increnentally updates the SPF-tree, while
OSPF rebuilds it fromscratch at each Dijkstra cal culation

OSPF' s Area capability provides a way to reduce Dijkstra overhead, if it

becones a burden. The routing dormain can be split into areas. The extent
of the Dijkstra calculation (and its conplexity) is limted to a single
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area at a tine.

3.5 Role of Designated Router

This section explores the nunber of routers that can be attached to a
single network. As the nunber of routers attached to a network grows, so
does the amount of OSPF routing traffic seen on the network. Sone of
this is Hello traffic, which is generally nulticast by each router every
10 seconds. This burden is borne by all routers attached to the network
However, because of its special role in the flooding process, the

Desi gnated router ends up sending nore Link State Updates than the other
routers on the network. Also, the Designated Router receives Link State
Acknowl edgnents fromall attached routers, while the other routers just
receive themfromthe DR (Although it is inportant to note that the
rate of Link State Acknow edgments will generally be limted to one per
second from each router, because acknow edgnents are generally del ayed.)

So, if the anount of protocol traffic on the LAN becones a liniting
factor, the linmt is likely to be detected in the Designhated Router
first. However, such a limt is not expected to be reached in practice.
The amount of routing protocol traffic generated by OSPF has been shown
to be small (see Section 3.2). Also, if need be OSPF' s hello tiners can
be configured to reduce the anount of protocol traffic on the network.
Note that nore than 50 routers have been sinulated attached to a single
LAN (see [1]). Al'so, in interoperability testing 13 routers have been
attached to a single ethernet with no problenms encountered.

Anot her factor in the nunber of routers attached to a single network is
the cutover tine when the Designated Router fails. OSPF has a Backup
Desi gnated Router so that the cutover does not have to wait for the new
DR to synchroni ze (the adjacency bring-up process nentioned earlier)
with all the other routers on the LAN, as a Backup DR it had al ready
synchroni zed. However, in those rare cases when both DR and Backup DR
crash at the same tinme, the new DR will have to synchronize (via the

adj acency bring-up process) with all other routers before beconing
functional. Field experience show that this synchronization process
takes place in a tinely fashion (see the OARnet report in [1]). However,
this may be an issue in systens that have nmany routers attached to a

si ngl e networ k.

In the unlikely event that the nunber of routers attached to a LAN
becones a problem either due to the anpbunt of routing protocol traffic
or the cutover time, the LAN can be split into separate pieces (sinmlar
to splitting up the AS into separate areas).
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3.6 Sunmary

In sunmary, it seens like the nost likely limtation to the size of an
OSPF systemis available router nenory. W have given as 10,000 as the
nunber of external LSAs that can be supported by the menory available in
one configuration of a particular inplenentation (the Proteon P4200).

O her inplenentations nmay vary; nowadays routers are being built with
nore and nore nmenory. Note that 10,000 routes is considerably |arger
than the largest field inplenmentati on (BARRNet; which at 1816 externa
LSAs is still very large).

Note that there nmay be ways to reduce database size in a routing domain.
First, the donmain can nake use of default routing, reducing the nunber
of external routes that need to be inported. Secondly, an EGP can be
used that will transport its own information through the AS instead of
relying on the IGP (OSPF in this case) to do transfer the information
for it (the EGP). Thirdly, routers having insufficient nenory may be
able to be assigned to stub areas (whose databases are drastically
smaller). Lastly, if the Internet went away froma flat address space

t he amount of external information inported into an OSPF donain could be
reduced drastically.

VWhile not as likely, there could be other issues that would limt the
size of an OSPF routing donmain. If there are slow lines (like 9600
baud), the size of the database will be linited (see Section 3.2).
Dijkstra may get to be expensive when there are hundreds of routers in
t he OSPF donwmin; although at this point the domain can be split into
areas. Finally, when there are many routers attached to a single
networ k, there may be undue burden inposed upon the Designated Router
al though at that point a LAN can be split into separate LANSs.

4.0 Suitable environnents

Sui tabl e environnments for the OSPF protocol range fromlarge to small
OSPF is particular suited for transit Autononous Systens for the

foll owi ng reasons. OSPF can accommpdate a | arge nunber of externa
routes. In OSPF the inport of external information is very flexible
havi ng provisions for a forwarding address, two | evels of external
metrics, and the ability to tag external routes with their AS nunmber for
easy managenent. Also OSPF' s ability to do partial updates when externa
i nformati on changes is very useful on these networks.

OSPF is also suited for snaller, either stand al one or stub Autononobus

Systens, because of its wide array of features: fast convergence,
equal -cost-mul ti path, TOS routing, areas, etc.
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5.0 Unsuitable environnments

OSPF has a very linmted ability to express policy. Basically, its only
policy nechanisns are in the establishnent of a four level routing
hierarchy: intra-area, inter-area, type 1 and type 2 external routes. A
system wanting nore sophisticated policies would have to be split up
into separate ASes, running a policy-based EGP between t hem
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Security Considerations

Security issues are not discussed in this nmeno.
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