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Status of this Meno

This report conplenments a shorter printed version which appeared in a
summary report of all the committees which net in Brussels and

Washi ngton |l ast July, 1990. This neno provides information for the
Internet community. It does not specify an Internet standard.
Distribution of this neno is unlimted.

Abst r act

This report sunmarises user requirenents for networking and rel ated
infrastructure facilities needed to enable effective cooperation

bet ween US and European research teans participating in the planned
ESPRI T- DARPA/ NSF programme of col |l aborative research in Information

Sci ence and Technol ogy. 1t analyses the problens and disparities of
the current facilities, and suggests appropriate one and three year
targets for inprovenents. It proposes a nunber of initial actions

ai med at achieving these targets. Finally, the workshop has
identified a non-exhaustive set of inportant issues upon which
support of future research will depend. These issues could be
studied in the short term with the aimof initiating a programe of
joint research in collaboration technology within the next year

SUMVARY COF PRI NCI PAL RECOMMVENDATI ONS AND TARGETS

EMAIL (6.1) Initiate an intercontinental enmail operations forum

i nvol ving enai | service providers in the US and Europe to define and
i mpl ement operational procedures leading to high reliability. The
forum shoul d be tasked with analysing interoperability problens in
the existing email systens, and wi th devel opi ng functional and
performance specifications for enmail gateways (relays). In addition
an international emmil user support group should be organi zed. The
target would be to achieve, within one year, routine expectation of
proper and tinmely (less than one hour canpus to canpus) delivery of
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messages. The three year target would be to provide global directory
services, a return/receipt facility, and support for privacy and
aut henticity.

COVPOUND DOCUMENTS (6.2) Hold a workshop to review the ongoing
conpound docunent research and devel opnent progranmes in the two
regions. One aimwould be to recommend services, based on
proprietary conmpound docunment enmil for groups using specific
conform ng products, for deployment within the first year. Another
woul d be to propose work itens in the NSF/ DARPA and ESPRI T progranmes
to ensure a tinely collaborative programe could start in md-1991
with a three year target of supporting open system conpound docunent
emai | .

DI RECTORY SERVI CES (6.3) Initiate a formal col |l aboration between
ongoi ng US and European efforts to inplenment and maintain the
rel evant directory databases. Wthin the first year provide

ef fective access to existing directory services, and coverage of
rel evant NSF/ DARPA and ESPRI T communities. Wthin three years
provi de database mai ntenance tools, know edge-based navigation
software, and authentication and capability-based access contro
facilities.

| NTERACTI VE LOG N (6.4) ldentify for which protocol suites
interactive login will be supported including the provision of
protocol translation facilities. Wthin one year identify and
install the best available interactive software at all interested
sites. Develop a cooperative effort on authentication and privacy
support, to provide such facilities within three years, together with
support for "type of service", and renote X-w ndows even through

di fferent protocol suites.

FILE SERVI CES (6.5) Identify and deploy within one year the best
avai | abl e products for doubl e-hop (staged) nulti-mnmegabyte file
transfer. Wthin three years define and obtain or develop nmulti-
protocol facilities with automated staging, security and nanagenent
facilities; devel op access control nodels, policies and nechanisns to
support collaborative file access by ad hoc groups.

GROUP COVMUNI CATI ONS SERVI CES (6.6) Form a support/working group on
the use of tools, standards and facilities for group comruni cation
services; set up a working group to harnoni ze current devel opnent
activities in group conmuni cations with the aimof early depl oynent;
hol d a workshop to propose a harnoni zed programe of work in the
future progranmes of ESPRI T and DARPA/NSF. The one year target is to
provi de adnministrative support for maintaining email mailing lists,
bull etin boards and shared dat abases, and to deploy facilities for
multi-site interactive blackboards. The nmain three year target is to
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provide intercontinental services based on mature "advanced
groupware" facilities.

VI DEO CONFERENCI NG (6.7) Wthin a year install existing technol ogy at
a limted nunber of sites in both regions; within three years extend
these, probably according to international standards, to have enough
sites to be available wi thout undue travel; organize a workshop on
packet /| SDNV ATM vi deo conf er enci ng.

COVPUTER SUPPCRTED COLLABCRATI VE GROUP WORKI NG (6.8 and 7) Set up a
wor kshop to study the needs of a collaborative effort to provide

i ntercontinental packet video, nultinedia conferencing and conputer
supported col l aborative group technology facilities. The workshop
should, within a year, propose actions which could be nade the basis
of a future harnoni zed ESPRIT and DARPA/ NSF work program Wthin
three years set up a transatlantic testbed facility to support

col | aborative research prograns.

ACCESS TO UNI QUE RESOURCES (6.9) Ogani ze a workshop dedicated to
anal ysing the needs, and defining the steps required, to provide
pilot access to one or nore specific such resources - with due
attention to networking needs, security provisions, docunentation and
advi sory requirenments, and usage policies. This is to be done within
a year - within three years one or nore significant transatlantic
pilots should be set up denpbnstrating renote secured access.

Dl STRI BUTED VI SUALI ZATI ON (6. 10) A working group should be set up to
sel ect which current devel opnment efforts in distributed visualization
to support, identify required standards and begin to distribute
techni ques and software, all within a year. |Its year 3 target should
be to establish nutually agreed upon standards and denonstrate
transatlantic distributed visualization applications.

NETWORK MANAGEMENT (6.11) Convene an international research network
operations, planning and managenent teamto devel op and apply
procedural and technical recommendations for international network
managenent; organi ze a set of international network operations
centers devoted to configuration nanagenent, fault detection

i solation and repair of network problens; formone or nore

i ntercontinental Conputer Emergency Response Teans to coordi nate
response to attacks agai nst hosts and networks and to devel op
procedures for collecting actionabl e evidence. Wthin one year put
in place an administrative structure to coordi nate existing
facilities manually and to plan technical solutions; within three
years technol ogy for automating international network managenment
shoul d have been devel oped and depl oyed.
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MULTI - PROTOCCOL SUPPORT (6.12) Validate current nulti-protoco
solutions, with a one year target of supporting canpus-to-canpus
communi cati on for a subset of coexisting protocol suites (at |east
Sl and TCP/1P), and of deploying internationally supported versions
of existing application |evel (protocol-translating) gateways;

col l aborate on research and experinentation with nulti-protoco
routing and resource allocation; nmake recommendations, to funders and
nati onal research network service providers, on technical solutions
and standards for nulti-protocol support. Wthin three years depl oy
i nproved managenent and resource allocation facilities for nulti-
protocol routers in order to provide service guarantees

CLI ENT- SERVER FACI LI TIES (6.13) Wthin one year provide limted
bandwi dth intercontinental X-w ndows, and convene wor kshops to

achi eve agreenents on Renote Procedure Call and Intercontinenta
Distributed File System protocols; forma working group on support
for X-Wndows in OSI and to validate performance through TCP/ TPn
protocol translating gateways; initiate collaboration on

i mpl enentation and test of intercontinental RPC and distributed file
systens. The main three year target is to achieve support for
intercontinental RPC and Distributed File Systens.

ARCHI VAL STORAGE FOR DI STRI BUTED COVPUTI NG ENVI RONMVENTS (6. 14)
Convene an international workshop whose goals are to ascertain the
rel evance to this group of the data storage reference nodel that is
nearly ready to be declared an official standard guide; to carry out
an on-goi ng di scussion of the systemissues that have to be devel oped
as a result of this nodel; to arrive at solutions to be proposed by
vendors and users for inplenentations of Data Systens Storage

Sol utions which are nodul ar, interconnectable, and standard.

DATA REPRESENTATI ON AND EXCHANGE (6.15) It is proposed that an

i nternational working group be established to recormend a standard
coll ection of software enconpassing a variety of data
representations. This working group should address the issue of data
identification enbedded in the data streamto allow for later
extensions. After an initial planning neeting, the group would
schedul e subsequent neetings annually to finalise the current data
exchange standard reconmendati on, and to define new work scopes. The
wor ki ng group would al so make their recomendati on known to ot her

st andar ds bodi es.

TRANSATLANTI C AND CONTI NENTAL DI STRI BUTI ON FACI LI TIES (6.16) This
itemis put last only because it is a corollary of the preceding
recomendations. Use existing joint US/ European coordination
mechani sms (e.g., CCIRN) for planning of higher speed, transatlantic
I i nks; convene a special CEC/ DARPA/ NSF task force to consider nuch
hi gher speed transatlantic capacity sharing options; ensure that
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there is an infrastructure in Europe paralleling the US one of
providing the majority of relevant canmpuses access at speeds
approaching 1.5 M/ s; encourage European user groups with high data
transm ssion requirenments to aggregate their data transm ssion
facilities; attenpt to integrate European application projects (like
the RACE Applications Pilots) to assist in providing an appropriate
Eur opean distribution network with 10-500 Mo/s access to appropriate
canmpuses. The one year targets are to install 2 Md/s nulti-protoco
distribution facilities in Europe, and 1.5 Md/s (or higher)
transatlantic capacity. The three year targets are to install 2
additional 1.5 Mo/s (or higher) transatlantic |inks, and to determ ne
the feasibility of sharing nuch higher bandw dth transatlantic |inks.

1. I NTRODUCTI ON

The Networks and Infrastructure Wrking Goup (NNW5) attenpted to
synt hesi ze requirements and identify potential cooperative

devel opnent efforts for network-based capabilities both by interna
di scussion within the working group and through interaction with the
ot her working groups in the workshop

It is essential for the facilities supporting DARPA/ NSF- ESPRI T

col l aboration to be consistent with services being used by the US and
European projects for their own internal collaboration. W have,
therefore, had to consider both what facilities nust be available in
the two regions separately and then what nust be done to facilitate
US- Eur opean col | aborati on

Bet ween the US and Europe, the Coordinating Comm ttee for
Intercontinental Research Networks (CCIRN) is addressing the

i mprovenent of coordination of network services. To support US
DARPA/ NSF and ESPRIT col | aboration, it will be necessary to extend
the use of network services in each region as well as to inprove the
quality of services linking the regions.

The NIWG net both in Brussels and in Washington. It was led by Ira
Ri cher (DARPA) and Rolf Speth (CEC) in Brussels, and Tom Wber (NSF)
and Rosalie Zobel (CEC) in Washington. The participants were |argely
different in the two neetings, but it was agreed that there would be
a conmon set of minutes. It is a commentary on the quality of the
infrastructure available to sone of the participants that nine
people, fromboth sides of the Atlantic, contributed to these m nutes
over five days - all by enmail. The participants are listed in
Appendi x A; a conplete set of addresses (including tel ephone,
facsimle and enmail) are given in Appendix B. Because nmany of the
abbrevi ati ons used here may not be famliar to all the readers, a

d ossary of Terms is given in Appendi x C.
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2.  SCOPE AND OBJECTI VES

The scope of the working group was to concentrate on generic,

net wor k- based user services considered hel pful for a w de range of

col | aborative work between US and European groups. W distinguished
bet ween the capabilities which would benefit fromimediate attention
or were required in the short term(e.g., within a year), and those
whi ch required | onger term devel opnent. Wile the prescribed scope
was to act only in support of the other groups by making use of
avai |l abl e technol ogy, we identified one area where we felt nore
research and devel opnent was an inportant adjunct to our scope.

The wor ki ng group agreed that the maj or objectives, based on
instructions given in the opening plenary sessions, were to identify
the foll ow ng:

(i) user requirenents which nust be satisfied to support
cooperative US/ European research

(ii) technical and other infrastructure requirenments which nust be
satisfied to support cooperative US/ European research

(iii) opportunities and potential means for satisfying these
requirenents;

(iv) potential obstacles to achieving the desired support;

(v) mut ual benefits which would accrue to the participants in
recomended cooperative projects;

(vi) promising collaborative devel opnent activities needed for
a better infrastructure.

3.  MOTI VATI ON FOR COLLABORATI ON ON NETWORKI NG AND | NFRASTRUCTURE

Conput er networking, by its very nature, requires cooperation and

col | aborati on anong the partici pants devel opi ng, inplenenting,

depl oyi ng and operating the hardware and software conprising the
system The long-termvision is the creation of an infrastructure
whi ch provides the user (rather than the network) with a distributed
mul ti -vendor heterogeneous computing environnent - with transatlantic
facilities approaching those avail able locally.

A maj or el enent of successful networking is the agreenent on
standards which are to be nmet by all systens included in the network.
Beyond techni cal agreements, there nmust al so be concurrence on
operational procedures, perfornmance objectives, support for the users
of the network and ability to plan for enhancenent and growt h of
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net work services

A consequence of these observations is that virtually any effort to
provi de network service support to ESPRI T- DARPA/ NSF col | abor ati on
shoul d be carried out cooperatively between the US and European
networ k research, design, devel opnent, engineering and operations
comuni ties.

4. CURRENT STATE OF NETWORKI NG I N THE US AND EURCPE

In the DARPA/ NSF communities, there is heavy use of electronic nmai
and conputer networking to support a wi de range of scientific
research. There is heavy use of the TCP/I P and DECNET protocols as
wel | as special electronic mail protocols in the BI TNET and Uni x
users networks (e.g., UUNET). Enmil use varies in intensity anong
di fferent research disciplines.

There is an energing interest in and use of OSl-based protocols,
particularly for email (X 400) and directory services (X 500). Most
of the backbone networks naking up the Internet use 1.5 Md/s

tel econmuni cations facilities although the NSFNET will be installing
a high speed, 45 Mo/s subnetwork during 1990. There are many Loca
Area Networks (LANs). Plans are in place to support both IP (as in
TCP/1P) and CLNP (as in OSl) datagram protocols in backbone and

regi onal networks. Mst of these protocols are already supported on
LANs. On a selective research basis, a set of 1000 Md/ s research
testbeds are being installed during 1990-1993.

In Europe, especially anongst the ESPRIT coll aborators, there is nore
limted use of conputer networking, with the primary enphasis on the
use of electronic nail and bulletin boards. There is a strong focus
on OSl protocols in European w de-area networks, but there is a

consi derably anount of TCP/IP use on LANs, and grow ng use of TCP/IP
in Wde Area Networks (WANs) in sonme countries. Mst of the nationa
w de-area networks are based on the COTT X 25 protocols with access
speeds up to 64 Kb/s, though higher access speeds in the 2 Md/ s range
are planned for many countries, and just beconi ng available in sone.
An X 25 international backbone (IXlI) has just becone operational

whi ch connects in the National Research Networks and/or the Public
Packet Data Networks in each Western Europe country at 64 Kb/s. The
funding of this network has only been agreed for a further short
period, and plans to upgrade it to higher speed access are not

agreed. There are many LANs in place. The OSI connection-oriented
network service (CONS) is | ayered above X 25, but there is grow ng
interest in supporting the connectionless service (CLNS) concurrently
with the Internet IP in national and international backbone networks.
Application testbeds at hi gher speeds are planned under the CEC RACE
programme. Many of its higher |evel user services have not been
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specified collaboratively - as would be required for w de depl oynent.
These points are explained further in Section 6.

Thus al t hough provisions or plans regarding National networks in some
CEC nenber states are not so far behind the American facilities, one
nmust note that in effect, because of continental backbone
limtations, Pan-European facilities are at |east a generation

behi nd. Specifically, both with respect to existing and pl anned
backbone provisions, there is a factor of 25 difference between
Europe and the USA. In addition, this approximte conparison
flatters the European scene, since it conpares facilities that are
just coming into existence, and plans that are not yet agreed or
funded, on the European side with facilities that have been avail abl e
for sone tine, and plans that will be realised before the end of this
year, in the USA.

5. POLLS OF THE OTHER WORKI NG GROUPS

The NIWG pol |l ed the other seven working groups neeting in Brussels
and Washington to find out what networking and infrastructure support
their collaborations mght require. |In general, a strong enphasis
was placed on the provision of reliable and tinely email, easier
accessibility of emmil service, user support and information on

exi stence and use of avail able services. There was serious concern
about privacy, and great interest in transparency (i.e., hiding the
details of intercontinental networking).

Some users mentioned that FAX was easier to use and apparently nore
ubi qui tous than email for their comunities (there are over 12 M
facsimle machines installed world-wide). Interest in integrating
FAX and enmil was noticeable. Mst users recogni sed the nmany

advant ages of emmil for multiple addressees, subsequent reprocessing,
rel ayi ng and cost.

The requirenent for large file transfer was patchy. Many did not
require such facilities, but several groups required transfer of 100
MB files and sonme even 1 GB. Many groups desired renote |og-in, but
found present performance - even on the Internet - inadequate.
Several wanted global file services and file sharing.

Many groups w shed to use video conferencing - but only if they did
not have to travel nore than two hours to a suitable facility. Sone
groups were interested in conputer supported group coll aboration -
but nost did not understand this term

One group (Vision) desired real tinme transfer at 300 Mo/s, but nost

had nmuch nore nobdest user-user needs. The needs for |ess visible
features |i ke network managenent, client-user technol ogy, renote
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visual i zation standards and data representati on and exchange fornmats
were not voiced explicitly. However they could be deduced fromthe
services which the users did request.

6. USER SERVI CES NEEDED I N THE SHORT AND MEDI UM TERM

To support col |l aboration between the research workers, we need a
nunmber of services between the end users. These require provisions
whi ch inpi nge on many managenent domai ns: inside individual canpuses;
canmpus-w de area gateways; national distribution; regional-

i ntercontinental gateways; intercontinental distribution. However,
fromthe users’ viewpoint, this set of services should constitute a
system whose internal details are not, or at |east should not, be of

concern. It is the overall performance and reliability exhibited,
and the facilities nmade available to the user (and their cost), which
matter. |nadequacies of bandw dth, protocols, or adnministrative

support anywhere in the chain between the end users are, to them
i nadequaci es in the systemas a whole.

To sonme extent nore funding from DARPA/ NSF and the CEC can alleviate
the current difficulties. However it is likely that such funding
will inmpact only the international and intercontinental conponents.
It is essential that the end-user distribution be strengthened al so.
In the US this requires both Regional and Canpus Networks. In
Europe, it requires activity by the National network authorities
(usually represented in RARE and/ or COSINE), and by the Canpus
network providers. Mreover, not only nust the transni ssion
facilities be strengthened, but also the appropriate protocol suites
nmust be supported; this may require policy decisions as well as

t echni cal neasures

W indicate below the services which are required i nmedi ately, and
are visible to the end-users. They often have inplications to the
service providers which have far-reaching consequences. Sone of the
services are urgent user services; sonme are underpinning requirenents
needed to assure the user services; sone are |onger term needs.

There is clearly a strong interacti on between the user services and

t he underpi nning ones; there is al so sonme between the user services
themsel ves. Partly as a result of our own deliberations, and partly
as a result of our polls of the other working groups, we have
identified needs in the areas bel ow.

USER SERVI CES
In nost cases these are services which are available in local or
honbgeneous environnments. For the proposed col |l aborations they nust

be avail able on an intercontinental basis between heterogeneous
systens.
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6.1 Electronic Mil

The current email services between the US and Europe suffer from gaps

in connectivity, lack of reliability and poor responsiveness. These
problens stem in part, fromthe nultiplicity of protocols used (and
requiring translation) and in part froman i nadequate operations and
mai nt enance infrastructure. There are few user and directory support
services avail able; access to, and use of, emmil service varies

dramatically. However, sone initial cooperative work has started
al ready between RARE Working Group 1 and participants in the Internet
Engi neering Task Force in the area of email

6.1.1 One Year Targets

(i) Provide managenent structure to support user assistance and
reliable operation of email relays;

(ii) Achieve routine expectation of proper and tinely (less than
1 hour canpus-canpus) delivery.

6.1.2 Three Year Targets
(i) Provi de gl obal, enmail directory services;
(ii) Develop and deploy a return/receipt facility;
(iii) Provide support for privacy and authenticity.
6.1.3 Recommended Actions
(i) Initiate an intercontinental enmil operations foruminvolving
emai | service providers in the US and Europe to define and

i mpl erent operational procedures leading to high reliability;

(ii) Task the emnil operations forumto devel op functional and
perfornmance specifications for enmil gateways (relays);

(iii) Organize an international enmail user support group

(iv) Oganize a collaborative working group to anal yse enail
interoperability problens (X 400, UUCP, SMIP, EARN, EUROKOM
Bl TNET) and nmake reconmendations for specific devel opnents to
i mprove interoperability.

Included in the ternms of reference should be requirenents for
cryptographi c support for privacy, authenticity and integrity of
email. This work could include specific collaboration on X 400 and
SMIP privacy enhancenent nethods. (Note there are serious
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i nternational obstacles to achieving progress in areas involving
crypt ographi ¢ technol ogy.)

See Directory Services section for further possible actions.
6.2 Conpound Docunent El ectronic Mail

Wiile proprietary solutions for conpound docunents (text, font
support, geonetric graphics, bit-nmap graphic, spread-sheets, voice
annotation, etc.) exist, these are limted to products of single
manuf acturers. Wile international standards for conpound documents
exist, these are still evolving, and few real comercial products
based on the standards exist. Nevertheless, both proprietary and
open systens conpound docunent mail services could be nade avail abl e
reasonably quickly.

6.2.1 One Year Targets

(i) Support proprietary conmpound docunent enail for groups
interested in using specific conformng products;

(ii) Provide experinmental services to groups with open systens
of ferings using several products. Support interoperation
for multi-font text, bit-mapped and geonetric graphics. The
software could be provided fromthat arising fromthe
conbi nati on of a previous NSF and an ESPRI T proposal

6.2.2 Three Year Targets

Provi de support for open system conpound docunent enmil and docunent
exchange including the following facilities: spreadsheets; integrity,
aut henti cati on and non-repudi ati on of origin of docunent parts;
confidentiality of docunent parts.

6.2.3 Recommended Actions

Hol d a workshop to revi ew the ongoi ng conpound docunent research and
devel opnent progranmes in the two regions. One aimwould be to
recomend services for deploynment in the short term Another would
be to propose work itenms in the NSF/ DARPA and ESPRI T programes to
ensure a tinmely collaborative programe could start in md-1991

6.3 Directory Services
White pages services to assist network users to find email addresses,
comput er services and other on-line facilities are, at best, only

lightly deployed in both the US and Europe. |If networked services
are to becone infrastructural in nature, directory services nust be
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wi dely inplenmented, deployed and easily accessible. In addition to
working with international standards such as CCl TT X 500, access to
the installed base of white pages services (such as the US WHO S
service and the UK NRS service) is essential. These facilities are
al so needed to support key managenent for cryptographic services

required for authenticity, integrity and confidentiality of email and

ot her comunications. Because there are different |egal and

organi zational views of directory service information, it will also
be critical to address organi zational and international differences
in the sensitivity of such data and its accessibility.

It is essential that directory service databases be built and
mai nt ai ned t hroughout the US and European research comunities.

6.3.1 One Year Targets

(i) Get effective access to existing directory services
(X. 500 and others);

(ii) Put in data for rel evant NSF/ DARPA and ESPRI T communiti es.
6.3.2 Three Year Targets
(i) Provide tools to support database nai ntenance;
(ii) Provide good know edge-based navi gati on software;
(iii) Provide strong authentication facilities;
(iv) Provide capability-based access restrictions.
6. 3.3 Recomended Actions
Initiate a formal coll aboration between ongoi ng US and European
(e.g., RARE W33) efforts to inplenent and maintain the rel evant
directory dat abases.

6.4 Interactive Login

Interactive access to service systens in the US and Europe is, at

present, only partly feasible. One inhibiting factor is inconpatible

protocol suites in use in the provision of such services. The
i mpl enent ati on and depl oynent of common protocols, and the provision
of protocol translation gateways, are needed to inprove this
situation.
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6.4.1 One Year Target

Identify and install the best available interactive |ogin software
(using staging gateways, if necessary) on all interested sites.

6.4.2 Three Year Targets
I mprove interactive login performance to include support for
(i) "type of service" (quality or grade-of-service);
(ii) support for privacy;
(iii) support for authentication

(iv) support for renote X-w ndows even through different protoco
suites.

6.4.3 Reconmended Actions

(i) Identify for which protocol suites interactive login will be
support ed;

(ii) Deternine nechanisns for good performance in staged facilities
(i.e., in which it is necessary to |login and then open
manual |y new connections fromthe internedi ate gateways);

(iii) Develop a cooperative effort on authentication and privacy
support.

6.5 File Services
File transfers are not easily achieved in the multi-protoco
environnment, and long files cannot be transferred reliably. Mnual
nmovenent of files through staged, protocol-translating gateways is
awkward and often unreliable. Performance of file transfer software
varies substantially. |Inprovenents in file transfer facilities are
needed, but there should also be other forms of file service based on
shared file systens.

6.5.1 One Year Targets

Devel op or identify and install the best available file transfer
software (providing stagi ng gateways, if necessary) to support:

(i) Mul ti-megabyte file transfers;

(ii) Translation between distinct file transfer protocols;
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(iii) H gh performance and robustness;

(iv) Use of wide-area file systens, e.g., Andrew,

(v) Ad hoc sharing of sections of file systens across two mnachi nes.
6.5.2 Three Year Targets

Devel op (or obtain) and deploy file transfer services with:

(i) support for privacy, authentication and integrity;

(ii) support for automatic staging through several file transfer
rel ays;

(iii) support for nulti-party access of selected portions of file
systenms across nultiple nachines.

6.5.3 Reconmended Actions

(i) In conjunction with RARE WA and | ETF, identify best avail able
products for multi-hop (staged) file transfer;

(ii) Define and carry out conparative perfornmance tests to sel ect
best available file transfer software, including checkpointing;

(iii) Define and inplement fuller multi-hop, mnulti-protoco
facilities with automated staging, security and nmanagenent
facilities;

(iv) Develop access control nodels, policies and nechanisns to
support collaborative file access by ad hoc groups.

6.6 G oup Comunication Services

Coordi nation of collaborative efforts can be substantially enhanced
t hrough provision of mailing lists, bulletin boards and shared

dat abases. Setting up and nmanagi ng such facilities, however,
typically requires special know edge and privileges. Mking it
possible to set up and operate such facilities easily and w t hout
speci al privileges would enhance the infrastructure of support for
col l aborative activities between the US and Europe (and wi thin each
region as well).

More advanced group communi cation services such as shared screens
wi th voice tel econferencing, distributed publishing through
electronic libraries, and various forns of tel econferencing, mght
relieve sone of the necessity for face-to-face neetings, if
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sufficiently reliable and easy to use. The prior use of such
facilities nake subsequent face-to-face neetings nuch nore productive
also. O course, tinme zone differences are a challenge to any real -
time conferencing schenes, and are often the primary rationale for
arrangi ng face-to-face conferences which "force" participants to
enter the sane tine zone for the duration of the neeting.

6.6.1 One Year Targets

(i) Provide administrative support for setting up and mai ntaining
email mailing lists, bulletin boards and shared dat abases;

(ii) Provide facilities for nulti-site interactive bl ackboards
i ncludi ng text, graphics, spreadsheets and program access.

6.6.2 Three Year Targets

(i) Provide intercontinental services based on nore nmature "advanced
groupware" facilities including shared screens and voice
services

(ii) Extend interactive blackboard to include slow scan video, voice,
ani mation, and using international standards where feasible.

6.6.3 Reconmended Actions

(i) Forma support/working group on the use of tools, standards and
facilities for group comunication services;

(ii) Initiate collaboration on advanced group comuni cations (e.qg.
shared screens, distributed electronic publishing, etc.).

6.7 Video Conferencing

Facilities for | ow bandwi dth (under 1 M/ s) interactive video/voice
conferencing (e.g., packet-based) are, at present, unavail able for
support of intercontinental collaboration. Even two-party

vi deoconf erenci ng could be beneficial initially. The coments from

t he ot her seven working groups showed a strong interest in the use of
vi deoconf erenci ng, provided the travel to the relevant facilities did
not exceed two hours. This should inpact the eventual depl oynent
plans for the facilities.

M nimum facilities needed for video conferencing include at |east 256
Kb/s across the Atlantic for each concurrent conferencing channel. A
vi deo codec, two caneras and three nonitors are needed at each site
along with suitabl e packetizing equipnment if a packet-npde systemis
to be deployed. There exists at |east one such systemin use in the
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US, devel oped by DARPA and used regularly for transcontinental
wor ki ng group neetings. Another such systemis just being
conmi ssioned (at University Coll ege London).

6.7.1 One Year Target

Depl oy two-party videoconferencing facilities in at |east four sites
on each continent.

6.7.2 Three Year Target
Devel op and deploy nulti-party conferencing capability on a |arger
scale on both continents, to make the facilities accessible nore
widely to the collaborators with | ess travel penalty.

6.7.3 Recommended Acti ons

(i) Install existing technology at a linmted nunber of sites in
both regions, inline with the desire to limt trave
menti oned above;

(ii) Organize a workshop on packet/| SDN/ ATM vi deoconf er enci ng.
6.8 Miltinedia Conputer Supported G oup Wrking
The NSF has initiated an effort on coll aboration technol ogy
devel opnent and experinentation under the rubric: Collaboratory.
Simlar research is in progress under the ESPRI T programme. \While
the subject of the NITW5 s di scussi ons was desi gnated as
infrastructure support for the other research coll aborations, we
believe it is very appropriate to nount a collaborative programre
anong US and Eur opean researchers, which woul d enhance Col | aboratory
efforts and force both groups to cone to grips with probl enms of
supporting coll aboration techni ques across intercontinenta
di st ances.
6.8.1 One Year Target
Har noni se the ESPRIT and NSF Col | aboratory research progranmes.
6.8.2 Three Year Target

Set up a comon, transatlantic testbed facility to support
col l aborati ve research programes.

6.8.3 Recommended Acti ons

Set up a workshop to study the needs of a collaborative effort to
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provi de intercontinental packet video, nultinmedia conferencing and
conmput er supported col |l aborative group technology facilities. The
wor kshop shoul d propose actions which could be made the basis of a
future harnoni sed ESPRI T and DARPA/ NSF wor k progranme.

6.9 Access to Unique Resources

A nunber of resources can be |abelled unique in the scope of
ESPRI T/ DARPA/ NSF or even on a worl dwi de basis. Their uni queness nmay
derive fromtheir nature (e.g., large test facilities or a focus
poi nt of know edge in a discipline) or be such in a transitory phase.
In the spirit of the future EC/US cooperation, it is clear that there
shoul d be agreed access to some such resources. This will require:

(i) Provi si on of appropriate access and usage infornation
(ii) Physical access for visitors;
(iii) Continued non-local access.
The third point has clear networking inplication. Appropriate renote
access to the resources, connectivity to the users and adequate
access speeds have to be provided, possibly together with access
control facilities
The nost denandi ng cases are those of newly devel oped products; their
transitory uni queness does not allow one to anortise costs over
substantial periods as would be reasonable for |large scale centres
I i ke NCAR or CERN

6.9.1 One Year Target

(i) I dentify appropriate unique transitory resources
(e.g., Touchstone);

(ii) Specify the provisions needed to nake at | east one such
resource avail abl e.

6.9.2 Three Year Target

Set up one or nore significant transatlantic pilots denonstrating
remote, secured access.

6.9.3 Recomended Actions
Organi se a workshop dedi cated to anal ysing the needs and defining the

steps required to provide pilot access to one or nore specific such
resources. The workshop may need to address networki ng needs,
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security provisions, docunentation and advi sory requirenents,
nodi fication of current access capabilities, and usage policies.

6.10 Distributed Visualization

Scientific visualization applications often involve nultiple
resources. These resources can span a conpl ete range of

sophi stication, fromsinple hardcopy at one end to el aborate
rendering at the other end. Interactive graphics workstations,
superconput ers and speci alized scientific databases may all be
involved in a single application. The scientist at a workstation
shoul d be able to view all of these resources as a single network
resource, although they nmay be physically distributed over

consi derabl e di stances. A typical exanple is a high perfornmance
graphi cs workstation, a superconputer and a network to connect them
together, all with appropriate software. The workstation may be
close to the superconputer or distant fromit.

Currently there are efforts underway at several installations -

i ncl udi ng ones funded by NSF/ DARPA and ESPRIT - to devel op

techni ques, interfaces and software necessary to create this
environnment. In limted instances it already exists. Better

coordi nation of these efforts on both sides of the Atlantic would be
desirable. Coordinating such efforts across the Atlantic will be
necessary for effective collaboration in end-user visualization
applications in a variety of disciplines to take place in the future.

6.10.1 One Year Targets

Identify the significant current devel opnent efforts in these areas
and determ ne which ones to support. Identify the areas requiring
standards. Mnim ze duplication of effort and begin to distribute
the techni ques and sof tware.

6.10.2 Three Year Targets

Establ i sh nutual |y agreed upon standards. Denobnstrate transatlantic
di stributed visualization applications.

6.10. 3 Recommended Actions

Establish a working group to further refine and to inplenent the one
year and three year targets and to identify additional distributed
visual i zation topics that would benefit from coordinated efforts.
Deternine the appropriate mechani snms for supporting such

col | aborati ons.
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UNDERLYI NG SERVI CES

Most of the services described below are required to achi eve the
goals of reliability, availability and transparency of the user
services

6.11 Network Managenent

Current network managenent technol ogy and practice are not adequate
to support large scale, international research networks. Time-zone
di fferences and | ack of organizational operational network nmanagenent
agreenents conbi ne to nake international network nmanagenent a serious
chal  enge. To be effective, network nmanagenent nust operate on a
campus-t o-canpus basis, since the canmpuses are the sources and sinks
of traffic in the system

6.11.1 One Year Target

Put in place an admi nistrative structure to coordi nate exi sting
facilities manually and to plan technical solutions.

6.11.2 Three Year Target

Devel op and depl oy technol ogy for autonating international network
managenent .

6.11.3 Recommended Actions

(i) Convene an international research network operations,
pl anni ng and nmanagenent teamto devel op and apply
procedural and technical recommendations for internationa
net wor k managenent ;

(ii) Organi ze a set of international network operations centres
devoted to configuration nmanagenment, fault detection
i solation and repair of network problens;

(iii) Formone or nore intercontinental Conputer Energency Response
Teans to coordinate response to attacks agai nst hosts and
networ ks and to devel op procedures for collecting actionable
evi dence.

6.12 Multi-protocol Support
Users depend on a variety of protocols to support their research.
The international network infrastructure does not uniformy support

the use of nultiple protocols (e.g., DECNET, TCP/IP/ ST, OSI) on an
end-to-end basis. The use of various portions of the internationa

Cerf, Kirstein, & Randell [ Page 19]



RFC 1210 Net work and Infrastructure User Requirenents March 1991

network al so may be restricted by policy, and this nust be
acconmodated in inplenenting routing for canpus-to-canpus protocols

Support for canpus-to-canpus multi-protocol transm ssion and routing
is needed at a m nimum of 64 Kb/s end-to-end - higher for the support
of sone of the services. Wiere the end-users have adopted simlar
protocols, the intervening networks should not inpede the ful
exploitation of the facilities available in the chosen protoco
suite. Wiere different protocol suites are used, high quality
application-level gateways which can translate anong protocols are
needed al so; to the greatest extent possible, these should allow
people to use their own procedures, even though they are

communi cating with services which use different ones. For sone
services, this will lead to a requirement to upgrade access, and
possi bly even transparent access (including protocol conversion), to
at least 1.5 Md/ s between individual canpuses in the US and Europe.

6.12.1 One Year Targets
(i) Support canpus-to-canpus comunication for a subset of
coexisting protocol suites (at least OSI and TCP/IP) at a

m ni mum of 64 Kb/s;

(ii) Deploy internationally supported versions of existing
application | evel (protocol-translating) gateways.

6.12.2 Three Year Targets

(i) Inprove managenent and resource allocation for nulti-protoco
routers (e.g., to achieve service guarantees);

(ii) Support canpus-to-canmpus conmunication at a mininmmof 1.5 M/s.
6.12.3 Recommended Actions

(i) Validate current nulti-protocol solutions for intercontinental
and i ndeed canpus-to-canpus use

(ii) Collaborate on research and experinmentation with nulti-protoco
routi ng and resource all ocation

(iii) Make reconmmendations, to funders and national research network

service providers, on technical solutions and standards for
mul ti-protocol support.
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6.13 dient-Server Technol ogy

Anong the nore inportant conputer communi cations techni ques energing
on a wi despread basis during the | ast decade is the client-server
nmodel of interprocess comunication. This notion was actually

devel oped during the earliest stages of packet network exploration
and dramatically enhanced with the invention of |ocal area networks
(such as Ethernet) which could support very high speed, |ow del ay

i nter-computer exchanges. Applications of this concept range from
renote procedure calls to renote file access and support for renote,
bi t - mapped graphi cs.

At present, these techniques work best in a high bandw dth, |ow del ay
environnent; they are generally not well-supported in w de-area,
intercontinental networks. Collaborative efforts between the US and
Eur ope coul d be enhanced substantially by support for client-server
services on an intercontinental basis. Such facilities would permt
col l aborative use of distributed filing systenms, X-w ndows
applications and other distributed conmputing applications. High
capacity, lowdelay channels will be needed on an intercontinental
basis to support serious use of this technology. In addition
agreenment must be reached on which protocols should be used to
support this technol ogy.

6.13.1 One Year Targets

(i) Provide limted bandwi dth intercontinental X-W ndows support
for graphical user interfaces;

(ii) Achieve agreenents on intercontinental Renote Procedure Call
and Distributed File System protocols;

(iii) Validate support of X-Wndows under OSI and through protoco
transl ati ng gat eways.

6.13.2 Three Year Targets

(i) Achieve selective support for intercontinental renote
vi sual i zati on;

(ii) Achieve support for intercontinental RPC and Distributed File
Syst ens.

6.13.3 Recommended Actions

(i) Convene wor kshops to achi eve agreenments on intercontinenta
Renmote Procedure Call and Distributed File System protocols;
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(ii) Formworking group on support for X-Wndows in OSI and to
val i dat e performance through TCP/ TPn protocol translating
gat eways

(iii) Initiate collaboration on inplenentation and test of
intercontinental RPC and distributed file systens.

Section 6.14  Archival Storage for Distributed Conputing Environments

There are several mmjor issues that nust be addressed by distributed
computi ng environnents (DCEs) containing superconputers. Resolution
of these issues is likely to evolve over the next five to ten years.

One such issue is archival storage and bitfile managenment for the
conpl ete environment. Several problens have to be resolved to
appropriately handle this situation. The first problemis the

gl obal -nam ng of bitfiles that are bei ng nmoved through the DCE
to/fromthe archive. Second, the file system hierarchy nust be
defined. Third, there is the question of how the DCE knows the file
system hierarchy for which it is responsible, and the | ocation of the
boundary through which the network and the archival system operate.
Lastly, there is the question how the file systemhierarchy is

di vided across a DCE and within a superconputer

A second issue in the DCE is the need for all nodes obtaining or
storing data to know the storage nedia differences. For future
systenms, this requirenment manifests itself both at the distributed
nodes and at the superconputer because of the differences in the
physi cal nmedia structure.

The third issue is the delineation of the bitfile attributes. This
relates to how the data nust be maintained as it mgrates through the
hi erarchy, as well as through the DCE. The bitfile carries
attributes based upon its location in the hierarchy, or in the DCE
that may be different fromthose needed at the superconputer |evel
Many of these attributes are related to the data content and where it
resides in time within the DCE. Section 6.15 discusses sone of the
possi bl e nmeta-data representati on net hodol ogi es that nmay be used but
are not yet standardized.

Anot her issue is the determ nation and inplenentation of the site
policy that is to dictate data nmigration and allocation inside the
DCE archival storage system

Several working committees are attacking the various problens
del i neat ed above, and are trying to confront the difficulties in
these environments. This work is progressing nostly in the United
States. The | EEE Conputer Society Technical Conmittee on Mass
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Storage Systens is in the process of devel oping a Conputer Society
draft standard on data storage systens. The current working draft
provi des a consistent term nol ogy and an object-oriented design for
defining storage subsystem conponents, whether they are being built
around a single systemor in a DCEE. Oher groups in the conputing
community are currently dealing with the problens of data migration
within a distributed environnment. This distributed environnment nay
or may not include a superconputer, but it alnost always includes a
hi gh-vol ume storage system of sonme sort delineated as a "nass storage
system " This subject was not discussed | ong enough at the neeting to
deduce one year or three year targets - indeed these may well be set
by the rel evant National working groups.

6.14.1 Recommended Actions
Convene an international workshop whose goals are

1. An understandi ng of the contents of the data storage reference
nodel that is nearly ready to be declared an official standard
gui de;

2. To continue discussion of the various systemissues that have
to be developed as a result of this nodel;

3. To arrive at solutions to be proposed by vendors and users for
i mpl enent ati ons of Data Systenms Storage Sol utions which are
nmodul ar, interconnectable, and standard.

6.15 Data Representation and Exchange

The probl em of data exchange between different conputer architectures
and operating systenms has been existent since the deploynent of the
early conputers. This problem has been exacerbated by the acceptance
of the client-server paradigmas the provider of distributed
services. Distributed conputer services require i mediate data
exchange. |In the past, data was exchanged on sone nedi um such as
tape, and could be exam ned at leisure. Ad hoc data conversion
routines were created to process the data, and were often enbedded in
the progranms using the data. Data exchange in the client-server

par adi gm does not permit this leisurely data exam nation. Both the
client and the server nust be able to "call" software that is
guaranteed to convert the exchanged data "on the spot." This
guarantee also inplies a standard format rather than the ability to
convert all formats because it would be inpossible to maintain
mul ti ple architecture conversion software and, of course, the size of
such conversion software woul d be enornous.

The issue of data exchange has been addressed resulting in nany data
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exchange software packages. A few of the currently nore popul ar
packages are XDR, HDF, Net CDF, PostScript and CCSDS. Each of these
packages addresses a specific type of data. Sone address bitmap
dat a; one addresses the general encoding of "display" information
Some of these packages address various numerical representations in
conputers. It is unclear whether any existing package could or
shoul d be extended to solve all data exchange problens. However, a
nore realistic approach would be a collection of data exchange
packages forned as the "standard."

This itemwas discussed only briefly at the neeting, so that no one
year or three year targets were specified

6.15.1 Recommended Actions

It is proposed that an international working group be established to
recomend a standard collection of software enconpassing a variety of
data representations. This working group should address the issue of
enbeddi ng identification of the data representations in the data
streamto allow for later extensions. The working group would neet
initially to establish a work-scope and to assign the nenbers tasks.
The group woul d schedul e subsequent neetings (probably annually) to
finalise the current data exchange standard recommendati on, and to
define new work scopes. The working group would al so nake their
reconmendati on known to other standards bodies such as X/ OPEN, Ul
OSF, X Consortium N ST, |EEE, ACM etc.

6.16 Transatlantic Links and Continental D stribution

At present, there is inadequate transatlantic capacity to support
research col |l aborations involving significant anmounts of conputer-
nedi at ed conmuni cation. There is also considerable roomfor

i mprovenent in the distribution of capacity and enhancenent of
reliability of network service in Europe. Mbdreover, the point was
made strongly that collaboration would be very difficult unless the
infrastructure on the two sides was broadly conparable - even if the
transatlantic capacity was per force lower. Mreover, it was sharply
enphasi sed that there was a large requirenent for transatlantic data
flowin other fields - e.g., Space Science, Atnospheric Science and
H gh Energy Physics. 1In the US these needs are being aggregated in
the National Research and Engi neeri ng Network; such aggregation is
required also in Europe and on a transatlantic basis.

6.16.1 One Year Targets
(i) Install 2 Mo/s nmulti-protocol distribution facilities in Europe;

(ii) Install 1.5 Md/s (or higher) transatlantic capacity.
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6.16.2 Three Year Targets

(i) Install 2 additional 1.5 Mds (or higher) transatlantic |inks
by 1993;

(ii) Deternine feasibility of sharing nmuch hi gher bandw dth
intercontinental links (e.g., in the 51 Mis STS-1 range).

6.16.3 Recommended Actions

(i) Use existing joint US/ European coordi nati on nmechani sns
(e.g., CARN for planning of higher speed, transatlantic
links;

(ii) Convene a special CEC/ DARPA/ NSF task force to consider rnuch
hi gher speed transatlantic capacity sharing options;

(iii) Ensure that there is an infrastructure in Europe, paralleling
the US one, providing the majority of relevant canpuses access
at speeds approaching 1.5 Mi/s;

(iv) Encourage European user groups with high data transm ssion
requirenents to aggregate their data transm ssion facilities.
Attenpt to integrate European application projects (like the
RACE Applications Pilots) to assist in providing an appropriate
Eur opean distribution network with 10 - 500 Md/ s access to
appropriate canpuses.

7. LONGER TERM I NI TI ATI VES
Al t hough these were not discussed in any detail, for lack of tine,
the followi ng areas energed as of interest for |longer term
col I aborative work

(i) El ectronic Library Services (includes an inportant
intellectual property rights conponent);

(ii) Milti-nedia Conputer Supported Collaborative Wrk
(iii) Portable Conputing/ Comunications Environments;

(iv) Distributed Conputing using heterogeneous machi nes and uni que
facilities;

(v) Conpati bl e approaches to conputer networks with Go/s access

speeds, and appropriate systens sw tching, transm ssion and
pr ot ocol s.
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It was felt that sone coll aborative research in these areas woul d
have i mense nediumterm benefits to the other conmunities - and
woul d integrate well with the ongoing research programes on both
sides of the Atlantic.

8. OBSTACLES

The | argest single obstacle to the provision of the facilities
outlined in this report are that devel opnent of the necessary
facilities do not have priority to nost funding agencies. This is
exenplified by the role of our workshops in this series. Not only
networ k provision, but also devel opnment of appropriate infrastructure
application software and testbed activity, are essential

There are a nunber of problem areas which could benefit fromofficia
attention from CEC and US research fundi ng agencies. For exanple,
there are a nunber of open and proprietary protocol suites which are
candi dates for use in US/ European coll aborative research. However,
there is lack of political agreenent as to how to deal with these
various suites. It would be politically valuable if the CEC and US
research agencies could i ssue a conmmuni que outlining conmon agreenent
on treatnment of multiple protocols (e.g., expressing serious interest
i n supporting campus-to-canpus conmuni cation using multiple
protocols). Wthin the OSI protocol suite, there are differences as
to which features ought to nake up the standard profile for use by
gover nnent - sponsored groups. Handling of connection-oriented and
connectionl ess protocol elenents within the suite is the subject of
continued debate. Agreenment to support at |east TCP/IP and the
connectionl ess network protocol in the OSI suite on an
intercontinental basis would be beneficial to both parties; nmany CEC
menbers woul d |i ke connection-oriented network protocols to be
supported al so.

European international tariffs are relatively high. This has
inhibited the inplenmentation of private networks and i npeded progress
on col | aborative work between the US and Europe. A CEC initiative to
come to grips with this problemcould be quite hel pful

There are a diversity of intra-European networking organi zations

whi ch have technical, operational and policy interests. Planning for
intercontinental networking infrastructure is sonmetimes confused by
the variety of interested parties. Effort towards further

coordi nation and rationalization of intra-European networking
activities could make intercontinental planning sonewhat easier.

There is a strong interest in the use of cryptographic nethods to

provi de privacy, authenticity and integrity assurance for various
forns of intercontinental comrunication and at various levels in the
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protocol hierarchies. Although there appears to be substanti al
technical activity in this area, progress is now i npeded by nationa
restrictions on the export of software which utilizes cryptographic
met hods. National use policies vary and the ability to apply these
val uabl e and needed techni ques is uncertain.

Some national privacy and data protection laws prohibit the creation
of directories containing personal information (e.g., email and
postal addresses) and other laws limt what kinds of information (and
in what form can be transported across national borders.

Handl i ng of cryptographi c exchanges, inport/export of supporting
software and exchanges of keying infornation are all potentially
subject to national restrictions and constraints. The governnent
agencies interested in pronoting international collaboration nay need
to seek alternative international fornulations of pernmitted practice
to pernmit the required technical support.

Finally, several organizations in the US and Europe have pointed out
that the provision of networking infrastructure requires stable
fundi ng over significant periods of tinme. Stability for

i nfrastructure support has been shaky in the US and in Europe and
this presents an obstacle to achieving w despread and reliable
network services to aid collaborative efforts

9. CONCLUDI NG REMARKS

The set of proposals contained in this report provide a realistic,
staged approach to aneliorating the grave probl ens caused by the
disparities with respect to bandw dth provision, user services and
networ k protocol issues that inpede w despread and cl ose
transatlantic coll aboration at present between the ESPRI T and

DARPA/ NSF research workers. Their inplementation will require a
consi derabl e degree of conmitnent to resolve present administrative
difficulties, but the financial resources needed would, we estimte,
be relatively nodest and fully comensurate with the benefits to be
gai ned.
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APPENDI X C GLOSSARY

There is no attenpt to provide a conprehensive glossary. However,
some of the participants were unfanmiliar with the terms used on the
other side of the Atlantic, so sonme of the nore parochial technica
terms are defined bel ow

CCI TT - The international body responsible for reconmendations
to the National comunications authorities.

CLNP - Connectionl ess Network Protocol. A specific |ISQO CS
protocol analgous to the IP nentioned bel ow

CONS - Connection-oriented service. Another specific |SO CS
protocol nore aligned to the X 25 protocol mentioned bel ow

Compound Docunent - Docunents containing different content types
i ncluding sone of the follow ng: text (possibly with various
fonts), geonetric graphics, bit-nmap graphics, spreadsheets,
tabl es, ani mation, voice annotation

| AB - The Internet Activities Board. This is the body which
gui des the evolution of the TCP/IP protocol suite and the
general Internet architecture. The Internet Engineering Task
Force and Internet Research Task Force are subsidiary
activities of the I AB.

| ETF - The Internet Engineering Task Force. This is a working
group responsible for the specification, devel opnent and
di scussion of the operation of facilities in the Internet
research networks, which are the basis of US research network
services - but al so have European counterparts and
partici pation.

Internet - The concatenations of packet-sw tched networks which
conpri se the research networks used by nost of the contractors
of the NSF and DARPA (anonsgst other US groups). The Internet
al so extends to other countries including sonme in Europe.

IP - The Internet Protocol. This is the |owest |evel protocol which
is the basis of the current Internet.

| SO - The International Standards Organisation. The internationa
organi sation responsible for the standardi sation of a broad
range of facilities including network ones.

I XI - The international packet sw tched network which has been
installed by the European conmunication authorities as part
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of a European project to provide an international backbone
network linking in the West European National research (and
public) networks.

OSlI - Open Systens Interconnection. An evolving set of 1SO
st andards whi ch shoul d all ow services on different host
conputers networks to inter-operate.

RARE - The international committee conprising representatives of
European National and international research networks.

TCP/ 1P - The transport protocols currently used on the Internet.

X. 25 - The Network Access protocols specified by CCTT/OSlI as
st andar d.

X. 400 - The set of protocols for nmessage services specified by
Ca TT/1 SO

X.500 - The set of protocols for directory services specified by
CC TT/ 1 SO

Security Considerations

Security issues are discussed in Sections 6.5, 6.9, and 6. 11.
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